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Laboratory Directed Research & Development
at Los Alamos National Laboratory

Innovation for our nation



About the Cover

Los Alamos National Laboratory researchers have developed the 3-D tracking microscope, the only confocal 
microscope capable of following the motion of nanometer sized objects, such as quantum dots, organic 
florophores, and tagged single proteins, as they move through 3-dimensional space at rates faster than 
many intracellular transport processes.  On the cover, the top image shows a 3D trajectory of an individual 
semiconductor quantum dot followed with the 3D tracking microscope.  The image to the left is a single XY 
slice of a mouse intestine imaged via standard confocal microscopy.  A number of XY slices taken at different Z 
locations in the sample were combined to form the 3D rendering shown in the image to the right.  

The 3-D tracking microscope was developed by Jim Werner of the Laboratory’s Center for Integrated 
Nanotechnology (CINT).  Werner’s work grew out of a single LDRD Exploratory Research project titled 
“Tracking Single Molecules in Three Dimensions.”  The project ended two years ago, but instrument 
development continued with funding from the National Nanotechnology Enterprise Development Center 
(NNEDC) and the National Institutes of Health (NIH).  Werner received a 2008 R&D 100 Award for his work 
on the 3-D tracking microscope. 
  

Disclaimer

The Los Alamos National Laboratory strongly supports academic freedom and a researcher’s right to publish; 
therefore, the Laboratory as an institution does not endorse the viewpoint of a publication or guarantee 
its technical correctness. With respect to documents available from this server, neither the United States 
Government nor the Los Alamos National Security, LLC., nor any of their employees, makes any warranty, 
express or implied, including the warranties of merchantability and fitness for a particular purpose, or assumes 
any legal liability or responsibility for the accuracy, completeness, or usefulness of any information, apparatus, 
product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference 
herein to any specific commercial products, process, or service by trade name, trademark, manufacturer, 
or otherwise, does not necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or the Los Alamos National Security, LLC. The views and opinions of authors 
expressed herein do not necessarily state or reflect those of the United States Government or the Los Alamos 
National Security, LLC., and shall not be used for advertising or product endorsement purposes. Unless 
otherwise indicated, this information has been authored by an employee or employees of the Los Alamos 
National Security, LLC. (LANS), operator of the Los Alamos National Laboratory under Contract No. DE-
AC52-06NA25396 with the U.S. Department of Energy. The U.S. Government has rights to use, reproduce, 
and distribute this information. The public may copy and use this information without charge, provided that 
this Notice and any statement of authorship are reproduced on all copies. Neither the Government nor LANS 
makes any warranty, express or implied, or assumes any liability or responsibility for the use of this information.

Issued April 2008

LA-UR-09-01881



Structure of this Report

In accordance with U.S. Department of Energy Order (DOE) 413.2B, the Laboratory Directed Research and 
Development (LDRD) annual report for fiscal year 2008 (FY08) provides summaries of each LDRD-funded 
project for the fiscal year, as well as full final reports on completed projects.  The report is organized as follows: 

Overview:  An introduction to the LDRD Program at Los Alamos National Laboratory (LANL), the program’s 
structure and strategic value, the LDRD portfolio management process, and highlights of outstanding 
accomplishments by LDRD researchers.  

Success Stories:  A selection of FY08 success stories that illustrate the innovative, ground-breaking research 
funded by the LDRD program.  The one-page articles feature LDRD researchers who are at the forefront of 
their fields in science and technology.   

Project Summaries:  The project summaries are organized first by science and technology categories: 
Physics, Chemistry and Material Sciences, Environmental and Biological Sciences, Information Science and 
Technology, and Technology.  Within each category, summaries are organized by LDRD component: Directed 
Research (DR) projects first, Exploratory Research (ER) second, and Postdoctoral Research and Development 
(PRD) projects last.  Full final reports are included at the end of each section.     

Projects are listed in numerical order according to their project identification number, which consists of three 
parts.  The first is the fiscal year in which the project began; the second is a unique numerical identifier; and 
the third identifies the project component.
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Established by Congress in 1991, the LDRD program is LANL’s 
premier source of research and development support to address 
emerging mission needs.  The LDRD program follows a strategic 
guidance derived from the missions of the U.S. Department 
of Energy, the National Nuclear Security Administration, and 
the Laboratory.  The vision of the LDRD program is to be the 
acknowledged cornerstone of NNSA’s preeminence in national-
security science and technology.  The goals for the program are 
to 1) Maintain the scientific and technical vitality of the NNSA 
Laboratories, 2) Enhance the laboratories’ abilities to address 
future DOE/NNSA missions, 3) Foster creativity and stimulate 
exploration of forefront science and technology, 4) Serve as 
a proving ground for innovative concepts in research and 
development, 5) Support forward-thinking, potentially high-value 
research and development, and 6) Recruit and retain the best 
and brightest scientists and engineers.   

In FY08, overall responsibility for the LDRD program at LANL 
rested with Michael Anastasio, Laboratory Director, and Terry 
Wallace, Principal Associate Director for Sciences, Technology 
and Engineering.  Under their direction, William Priedhorsky, 
LDRD Program Director, and Robert Kraus Jr., LDRD Deputy 
Program Director managed the LDRD Program Office. 

The LDRD program at LANL creates a free market for ideas that 
draws upon the bottom-up creativity of the Laboratory’s best and 
brightest researchers.  The combination of strategic guidance 
and free-market competition provides a continual stream of 
capabilities that strengthens LANL’s capabilities in DOE’s 
mission areas of Energy Security, Nuclear Security, Scientific 
Discovery and Innovation, and Environmental Responsibility.    
   
Program Structure 

The LDRD program at LANL is organized into three program 
components with distinct institutional objectives: Directed 
Research (DR), flagship investments in mission solutions; 
Exploratory Research (ER), smaller projects that invest in people 
and skills; and Postdoctoral Research and Development (PRD), 
recruiting bright, qualified, early-career scientists and engineers.  

The DR component makes long-range investments in 
multidisciplinary scientific projects in key competency or 
technology-development areas vital to LDRD’s long-term ability 
to execute Laboratory missions.  This component is directly tied 
to the strategic vision for the Laboratory, as articulated in the 
Science and Technology Grand Challenges.  These challenges 
were set out in the Los Alamos National Security contract and 
refined in a Laboratory-wide workshop held in October 2006.  In 

Innovation for our nation

More than 90 LDRD researchers showcased 
their work at the ER Symposium and Poster 
Session in September 2008.  LDRD Deputy 
Program Director Robert Kraus (right) visits a 
poster by Blas Uberuaga (left) and colleagues.  

The vision of the 
LDRD program is to 
be the acknowledged 
cornerstone of NNSA’s 
preeminence in national 
security science and 
technology. 



In FY09, the Laboratory will hold workshops and meetings 
to discuss the evolution of the Grand Challenges and their 
refinement for FY10, including a new Grand Challenge in 
engineering, “Intelligent Adaptive Engineered Systems.”   

The ER component consists of projects focused on a single 
discipline or capability.  These projects primarily explore 
highly innovative ideas, often fundamental, in science and 
technology disciplines that underpin Laboratory programs.  
Exploratory Research projects focus on maintaining or 
developing competencies of the Laboratory staff in key 
strategic disciplines.  The ER categories for FY08 were Nuclear 
Physics, Astrophysics and Cosmology; Materials Science; 
Earth, Environmental, and Space Physics; Chemistry and 
Chemical Sciences; Biological Sciences, Biosecurity, and 
Cognitive Sciences; High-Energy Density, Plasma, and Beam 
Physics; Atomic, Molecular and Quantum Physics; Engineering 
and Engineering Sciences; Energy Sciences, Technology and 
Engineering.  Within these strategically defined categories, 
ER proposals are driven by staff initiative and selected with a 
strong emphasis on scientific innovation and creativity.

The PRD component of the program seeks to ensure the 
vitality of the Laboratory by recruiting early-career researchers.  
Through this component, the LDRD program funds postdoctoral 
fellows to work under the mentorship of PIs on highly innovative 
projects.  The primary criterion for selection of LDRD-supported 
postdocs is the raw scientific and technical talent and 
performance of the candidate, with the exact specialty of the 
candidate a secondary factor. 

LANL’ Science and Technology 
Grand Challenges (FY09)

Challenges addressing science

Beyond the standard model•	

Superconductivity and actinide science•	

Complex systems•	

Fundamental understanding of materials•	

Challenges addressing mission

Carbon neutral fuel cycle•	

Ubiquitous sensing•	

Boost physics•	

Overarching capability

Information science and technology•	

The LDRD program 
at LANL creates a 
free market for ideas 
that draws upon the 
bottom-up creativity of 
the Laboratory’s best and 
brightest researchers. 

Pinaki Sengupta was one of 272 postdoctoral researchers 
funded  by LDRD in FY08.  Sengupta received a LANL 
Distinguished Performance Award for his contributions 
to quantum magnetism theory and received honorable 
mention for the 2008 Leon Heller Postdoctoral Publication 
Prize in Theoretical Physics



The FY08 LDRD Portfolio

In FY08, the LDRD Program funded 284 projects with 
a total budget of $127 million.  These projects were 
selected though a rigorous and highly competitive 
process, and were reviewed formally and informally 
throughout the fiscal year.  The distribution of funding 
among the LDRD program components is shown in 
Chart 1.  

Directed Research    
In FY08, the LDRD program funded 55 DR projects, 
which represented 60% of the program’s research 
funds. DR projects can be funded up to $1M.  The 
distribution of DR projects among the Grand 
Challenges is shown in Chart 2.    

Exploratory Research
Funded at the $175K to $300K level.  The 147 ER 
projects funded in FY08 represented 33% of the 
programs research funds.  The distribution of ER 
projects among the capability categories is shown in 
Chart 3. 

Postdoctoral Research and Development
A total of 82 PRD projects were funded though LDRD 
in FY08.  Funded at $150K to $200K, this category 
represents 7% of the program’s research funds.   

Chart 1. Distribution of projects among the three components of the 
LDRD program in FY08.  The total number of projects was 284.  
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The key to managing science at 
Los Alamos lies in anticipating 
the mission’s needs and ensuring 
the development of strategic 
capabilities. Today the nation 
faces an evolving set of threats to 
its environment and to its energy 
and information systems, threats 
that endanger national security. 
By investing in basic and discovery 
science and managing them 
properly, we can address those 
evolving threats and continue to 
fulfill our national-security mission.

- Terry Wallace

LANL Principal Associate Director for Science 
and Technology  



Chart 2.  Distribution of Directed Research (DR) projects among the Los Alamos Science and Technology Grand Challenges in 
FY08.  There was a total of 55 DR projects.  

Chart 3.  Distribution of Exploratory Research (ER) projects among the ER Science and Technology Categories in FY08.  There 
was a total of 147 ER  projects.   
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“The Nation expects the Labs to provide a 
response to emerging national threats...”
Jamileh Soudah, NNSA LDRD Program Director

Pictured above, LDRD researchers from 
LANL discuss their posters on Energy 
Security at the 2008 NNSA LDRD 
Symposium in Washington, DC. 

Mission Relevance

The LDRD Program Office closely monitors all LDRD projects 
to ensure that they support the Laboratorys’s national 
security missions.  Principal investigators assess the roles 
of the projects in supporting the Laboratory’s missions, and 
the LDRD Program Office reviews their assessments to 
determine the net fraction of LDRD investment that supports 
each DOE mission.  Because LDRD is advanced research 
and development, at an early stage in the path from concept 
to application, it typically benefits more than one mission.  
The distribution of LDRD projects among DOE’s national 
security missions is shown in Chart 4.

Program Impacts 

The LDRD program is a key resource for addressing the 
long-term science and technology goals of the Laboratory, as 
well as for enhancing the scientific capabilities of Laboratory 
staff.  Though careful investment of LDRD resources, the 
Laboratory attracts programmatic resources, recruits and 
retains excellent scientists and engineers, and prepares to 
meet evolving national needs.  The impacts of the LDRD 
program are particularly evident in the number of publications, 
patents, and disclosures resulting from LDRD-funded 
research; the number of postdoctoral candidates supported 
by the program; and the number of awards received by LDRD 
researchers.  

Publications
The LDRD program produces a large volume of high-
quality scientific contributions relative to its portion of the 
Laboratory’s budget (typically 6.5%, and not to exceed 8%).  
Through numerous publications, the LDRD program helps 
the Laboratory maintain a strong presence and scientific 
reputation in the broader scientific community.  In FY08, 
LDRD researchers generated 307 peer-reviewed publications.  
This accounted for 17% of the Laboratory’s publications.  Of 
the Laboratory’s top 100 cited publications, 35% resulted from 
LDRD-funded projects. 

Patents and Disclosures
A strong indication of the cutting-edge nature of the research 
funded by the LDRD program is the contribution the pro-
gram makes to the intellectual property of the Laboratory.  
LDRD projects consistently generate at least one quarter of 



the patents awarded to the Laboratory.  In FY08, 
LDRD-supported research resulted in five patents, 
accounting for 26% of the Laboratory’s patents, 
and 26 disclosures, which accounted for 29% of the 
Laboratory’s disclosures.   

Postdoctoral Support
In an increasingly competitive job market, the 
Laboratory must foster an environment that attracts 
the best talent so that it may be applied to solving 
national security problems.  The LDRD program 
remains an important vehicle for recruiting the best 
and brightest researchers to the LANL, where they 
become innovators and scientific leaders.  In FY08, 
LDRD supported 272 postdocs (in-full or in-part), 
accounting for 57% of the Laboratory’s postdocs.  
In FY08, the Laboratory converted 28 postdocs 
converted to full-time Technical Staff members; 
LDRD funded 64% of those conversions.

Chart 4.  Distribution of LDRD projects among DOE’s national security missions in FY08.  LDRD projects may support 
more than one mission, hence the total is more than 100% of the program’s total research funds. 
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Curing AIDS

YOUR LDRD INVESTMENT

Scientists are finding the cure to stop a virus that has killed 
more than 25 million people. Research at the Lab targeting the 
immune response to HIV and viral mutation might stop the 
pathogen that causes AIDS.

Although current Human Immunodeficiency Virus (HIV) treat-
ment hinders the infection rate and delays death, there is no 
HIV vaccine or cure available for the Acquired Immune Deficien-
cy Syndrome (AIDS). 

LANL researcher Bette Korber and her team are solving chal-
lenging problems regarding HIV evolution and transmission and, 
importantly, how the human immune system reacts to the virus. 
Korber’s team is designing three vaccines to target this rapidly 
mutating virus. Animal tests are underway, with promising 
results and human trials will begin soon. These vaccines might 
finally deal a lethal blow to the AIDS virus.

“HIV expands and contracts like an accordion,” Korber, recipi-
ent of acclaimed awards, told an audience during a Los Alamos 
lecture. “The mystery is why we can’t clear it with our immune 
response.”

The HIV virus’s mechanisms make it extraordinarily good at 
avoiding triggering an immune response, making it nearly im-
possible to fight the infection. Korber’s team’s vaccine model is 
based on a mixture of synthetic proteins that address the virus’s 
evasive nature. Not only does the HIV-1 virus mutate quickly, in-
creasing its drug resistance, but its evolution affects the virus’s 
sequence. The virus is also protected by a cloak of sugar mol-
ecules that prevents antibodies from blocking the HIV proteins 
used to invade the cell.

In mid-October, nine hundred experts convened at the inter-
national AIDS vaccine conference in South Africa. Doubts were 
expressed about whether a vaccine is on the horizon. “Funda-
mentally we don’t understand enough about the human im-
mune system and we don’t know how the immune system deals 
with HIV,” said Lynn Morris, conference co-chair.

Korber’s HIV immunity research might quickly turn the tides.

Another success story from the NNSA Laboratory Directed Research 
and Development Program at Los Alamos National Laboratory

INNOVATION  
                        FOR OUR NATION

In a fight against a pandemic 
that has killed more than 
25 million people, LDRD 
Principal Investigator Bette 
Korber and colleagues have 
designed three vaccines 
targeting HIV.  

Korber’s AIDS research 
has been funded in-part 
by LDRD since 2005.  She 
currently leads a Directed 
Research project titled, 
“Understanding Drug 
Resistance and Co-inefctivity 
in HIV and TB Infections.” 

Stylized rendering of a cross-section of HIV.



MagViz Detects Liquid 
Explosives

Ultra-low-field MRI 
technology developed with 
funding from LDRD is now 
being used in MagViz –  a 
revolutionary scanning 
machine that distinguishes 
potential-threat liquids 
from harmless shampoos 
and sodas screened 
at airport baggage 
checkpoints.

Originally developed for 
brain and medical imaging, 
the ULF-MRI technology 
is being applied to MagViz 
though a large grant from 
the U.S. Department of 
Homeland Security. 

The U.S. Department of Homeland Security is testing new 
airport baggage screening technology that differentiates 
between different types of liquids, gels, and lotions – everything 
you want to carry on the plane but no longer can.  Currently, 
U.S. travellers must pack toothpaste tubes, shampoo bottles, 
and cosmetics following the “3-1-1 rule,” with containers 
holding no more than three ounces of fluid sealed in a single 
one-quart, plastic zip-lock bag.  New technology developed by 
Los Alamos researchers may make the plastic-bag component of 
travel a distant memory.  

Based on research of ultra-low-field Magnetic Resonance 
Imaging (ULF-MRI), the new MagViz technology grew out of a 
project to make MRI images of the human brain at magnetic 
fields 100,000 times smaller than a typical hospital MRI 
machine. Screeners using the MagViz system will be able to 
differentiate and identify many materials that may be packaged 
together or separately.  The physics that underlies how MRIs 
differentiate between the tissue types in the brain (i.e. white 
and gray matter) is the same as that used by MagViz to tell 
the difference between safe liquids and threat substances. 
This effort has successfully completed a proof of concept of an 
extremely sensitive screening technology that scans magnetic 
changes of individual materials at the molecular level.  

 The goal for the airport screening technology is reliable, high-
throughput detection of liquids, in a form that is non-contact, 
non-invasive, requires no radiation, produces no residue, and 
uses the existing airport security portal. The long-range goal 
for MagViz is to develop the capability to screen carry-on bags 
without requiring the “3-1-1” bag system.  While such a goal is 
several years in the future, a more near-term goal for MagViz is 
to screen materials in the presence of or through virtually any 
packaging, including leather, cardboard, wood, clothing, and 
even metallic containers. 

The screen of the MagViz unit displays each tray of liquid 
or gel items, with the target materials highlighted by color 
according to potential risk.

Another success story from the NNSA Laboratory Directed Research 
and Development Program at Los Alamos National Laboratory

INNOVATION  
                        FOR OUR NATION

YOUR LDRD INVESTMENT



Hear No Evil

YOUR LDRD INVESTMENT

Los Alamos National Laboratory (LANL) scientist Doug Revelle 
perfected a method to detect infrasonics—sound waves below 
the range of human hearing—produced by meteors, volcanoes 
and man-made explosions.

This program—the only one of its kind in the nation—operates 
six infrasonic-sensor arrays in western states. The arrays are 
routinely used to monitor White Sands Missile Range test explo-
sions, NASA Space Shuttle launches and reentries, and geologi-
cal changes.

ReVelle and his collaborators have documented the explosions 
of hundreds of bolides (meteors) in Earth’s atmosphere, as well 
as other manmade explosions in the atmosphere. His team uses 
an array of sensitive microphones that were originally devel-
oped to listen for distant clandestine nuclear weapons tests.

The researchers also use radar, video cameras, seismic sensors 
and radio devices. Every month the scientists observe at least 
one meteor that can produce infrasound detectable at the 
ground—a flux at least 100 times higher than earlier observa-
tions had suggested.

“Infrasound can also be used to observe large man-made 
chemical and nuclear explosions,” ReVelle says. “Although such 
explosions can be intentionally hidden from satellites, their 
‘sound effects’ can still give them away.”

The ultimate value of these detections is that they can be com-
bined with satellite data to forecast threats.

When a meteor enters the atmosphere—or when a large explo-
sion is detonated—it creates a sound or pressure wave that dur-
ing its propagation eventually falls below the range of human 
hearing. This infrasonic wave travels through the atmosphere 
and can be detected by special pressure sensing microphones 
set up in an array at ground-level. By examining the arrival time 
of the sounds at different stations and the frequency of the 
infrasonic boom, researchers are able to precisely pinpoint the 
location of the explosive source and determine the amount of 
energy that created it.

Another success story from the NNSA Laboratory Directed Research 
and Development Program at Los Alamos National Laboratory

INNOVATION  
                        FOR OUR NATION

Missiles and meteors are 
often silent; some are 
designed to be concealed, 
but LDRD Principal 
Investigator Douglas ReVelle 
perfected a method to 
detect these quiet dangers.  

ReVelle’s research on 
bolide infrasound was 
partly funded by an LDRD 
Exploratory Research 
project titled “Infrasound 
Signatures of Ballistic 
Missiles.”  

Detectors such as this infrasound array operated by 
LANL have helped detect meteors and missiles and 
have played a key role in helping scientists determine 
the frequency by which giant meteors enter Earth’s 
atmosphere. 



Networks of the Future

LDRD Principal Investigator 
Sami Ayyorgun’s self-
organizing communication 
scheme drives the tiny 
“motes” of a wireless 
network to new heights of 
performance, increasing 
their versatility in defense, 
disaster, environmental, and 
industrial applications.  

Ayyorgun’s research is 
funded though an LDRD 
Postdoctoral Research 
and Development project 
titled “Self-Organizing 
Wireless Ad-Hoc and Sensor 
Networks with Functional 
Guarantees.” 

The picture of a future with wireless sensor networks— webs of 
sensory devices that function without a central infrastructure— 
is coming into sharper focus through the work of Laboratory 
computer scientist Sami Ayyorgun.

Proponents of this new technology see a world with deploy-
ments to improve a wide range of operations. Engineers could 
wirelessly monitor miles of gas and oil pipelines stretching 
across arid land for ruptures, damage, and tampering. Rescue 
workers might detect signs of life under the rubble of a col-
lapsed building after an earthquake, thanks to a network of 
sensors inside the structure. Armed forces could keep an eye on 
a combat zone or a vast international border via a sensor net-
work that promptly could provide alerts of any intrusion or illicit 
trafficking.

“It’s not easy to envision the impacts that sensor networks will 
make, both socially and economically,” Ayyorgun said. “Like 
many other researchers, I think they are likely to rival the impact 
that the Internet has made in our life.” 

Ayyorgun has developed a new communication scheme that 
brings the reality of these and other applications a step closer. 
He has shown for the first time that concurrent gains in many 
measures of performance are possible, including connectiv-
ity; energy; delay, or time it takes for data to be transported; 
throughput, or the amount of data the system can handle at 
once; system longevity; coverage; and security.

In recognition of the multifaceted improvements Ayyorgun’s 
research makes on state-of-the-art technology in this field, 
his recent paper, “Towards a Self-organizing Stochastic-
Communications Paradigm for Wireless Ad-hoc/Sensor 
Networks,” has been nominated for the Best-Paper Award 
from a pool of more than 250 manuscripts at the International 
Conference on Mobile Ad-hoc and Sensor Systems of the 
Institute of Electrical and Electronics Engineers. 

Like cell phones, wireless sensor networks depend on small, 
independently powered devices, often called motes, to 
communicate. 

Another success story from the NNSA Laboratory Directed Research 
and Development Program at Los Alamos National Laboratory

INNOVATION  
                        FOR OUR NATION

YOUR LDRD INVESTMENT



Better Breast Cancer Detection

LDRD Principal Investigator 
Lianjie Huang and 
collaborators have 
developed a safer, more 
comforatable, inexpensive 
and accurate way to detect 
early-stage cancer by using 
sound waves that replace 
dangerous x-ray technology 
used for mammograms.

Huang’s research is funded 
though an LDRD Exploratory 
Research project titled 
“Seeing Undetectable 
Cancers with Time-Reversed 
Ultrasound.” 

Another success story from the NNSA Laboratory Directed Research 
and Development Program at Los Alamos National Laboratory

Women may eventually have access to safer, more-comfortable, 
and more-accurate breast cancer scans. Currently, the only 
routine breast-screening technology is mammography, which 
uses low-dose x-rays to scan through tissue and capture on film 
a two-dimensional (2D) projection of the breast.

Los Alamos scientist Lianjie Huang, in collaboration with re-
searchers from Karmanos Cancer Institute (KCI), London’s 
Imperial College, and Stanford University, has developed a bet-
ter way, producing a three-dimensional (3D) image, using not 
x-rays, but sound waves.

The technique, called ultrasound computed tomography (ul-
trasound CT), uses a prototype scanning device built at KCI. A 
woman’s breast is immersed in water and surrounded by a ring-
shaped array of hundreds of ultrasound elements. Each ele-
ment emits ultrasound waves and then receives waves that are 
scattered from the soft tissue. The array is moved incrementally 
down the entire breast, gathering data at each step.

A suite of newly developed computer algorithms converts the 
stepwise ultrasound data into a series of high-resolution, 2D 
images and then turns the series into a single 3D image. The 
technology actually obtains three kinds of images, correspond-
ing to the speed, attenuation, and reflectivity of the waves. The 
wealth of information allows ultrasound CT to single out can-
cerous lesions more accurately than can today’s mammography.

Ultrasound CT has the potential to detect cancer in its earli-
est stages. And since it is both safer (no ionizing radiation) and 
more comfortable (there is no need to compress tissue as there 
is in mammography), it should prove an attractive alternative 
for future breast cancer screening.

This view of a 3D ultrasound CT image was obtained, from a 
patient, using KCI’s prototype device. It shows a cross section 
of the breast near the chest wall (top of image) and a vertical 
cross section through the remainder of the breast. A tumor 
(red) is visible near the chest wall.

INNOVATION  
                        FOR OUR NATION

YOUR LDRD INVESTMENT



Retrovision
Retrace your steps. It’s a good way to find lost items: your 
glasses, your keys . . . the TV remote. It can also be a good sci-
entific way to find things. Just ask Paul Johnson.

The Los Alamos geophysicist heads a team that uses time 
reversal—a technique that relies on the ability of waves to 
retrace their steps to their source—to find defects inside 
mechanical parts or to locate the sources of earthquakes deep 
underground.

Time reversal is quite different from most techniques that use 
waves as locators. By comparison, time reversal is a no-brainer, 
as Johnson points out. The waves that leave a source, travel 
through a medium, and that arrive at any number of sensor 
locations are recorded during a specified time interval. A set of 
time-reversed signals is then created by “flipping” the recorded 
signals: the last wave recorded becomes the first wave in the 
time-reversed signal. These new signals are then “broadcast” 
back into the medium from the same positions where they 
were recorded. Some time after the broadcast starts, major 
portions of the time-reversed waves converge back at the 
source—as if one had filmed the circular waves produced when 
a pebble is dropped into a pond and then had run the film 
backwards.

If the source location is unknown, time reversal can usually find 
it. Moreover, if the recording captures the higher-frequency 
waves—those with short-enough wavelengths—time reversal 
can often reconstruct the source’s physical extent and evolution 
in time with remarkable detail.

Time reversal achieves this great advantage over other wave-lo-
cator methods by using the information contained in all of the 
waves that reach a sensor during the recording interval, includ-
ing waves of different types, waves that come directly from the 
source, and waves reflected from boundaries. 

Johnson’s team is finding lots more applications for this tech-
nique.  The method is currently being developed as one of the 
many diagnostic techniques used to inspect weapons and could 
easily transfer to industry for examining machine parts.

LDRD Principal Investigator 
Paul Johnson and his team 
are finding ways to use 
time-reversed soundwaves 
to locate defects inside 
mechanical parts, as well as 
locate vibrational tremors 
within the earth.  Tremors 
may prove to be the key to 
predicting when and where 
major earthquakes occur. 

Johnson’s research 
is funded through an 
LDRD Directed Research 
project titled “Image 
Reconstruction with Time-
Reversal Mirrors.”    

Johnson examines the cracks and other defects buried 
within a translucent plastic box. 

Another success story from the NNSA Laboratory Directed Research 
and Development Program at Los Alamos National Laboratory
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A Natural “Take-Off” 

YOUR LDRD INVESTMENT

Growing more and better food crops has traditionally meant 
pouring on the nitrogen fertilizer, which is expensive to use and 
pollutes waterways through runoff. This is not a good situation, 
especially now when the world needs to add biofuel produc-
tion to a global agricultural system that is struggling to feed 
rapidly growing populations. Can we cost effectively produce 
more food and biofuel and do so without further degrading the 
environment?

Pat Unkefer and her team in Bioscience Division say yes, and 
they’ve got a product that proves it.

Take-Off, licensed by Biagro Western, is a metabolite, an amino 
acid that coordinates aspects of a plant’s metabolism. It increas-
es both the amount of carbon dioxide that the plant converts 
to carbohydrates and the amount of nitrogen it draws from 
the soil. When Take-Off is sprayed on crops, they grow faster, 
mature earlier, and leave less nitrogen fertilizer in the ground to 
contaminate water supplies. Plants treated with Take-Off also 
use more of their nitrogen for growth instead of storing it in 
their tissues.

Unkefer and her team discovered the metabolite—2-oxogl-
utaramate—while studying plant metabolism. They learned 
they could stimulate growth, without the use of hormones, by 
increasing a plant’s supply of this naturally occurring substance.

Synthesizing 2-oxoglutaramate proved prohibitively expensive, 
however, so the team identified a cheaper compound of similar 
structure (an analog) that replicates the metabolite’s function. It 
is that analog that is now on the market as Take-Off. The analog 
is biosynthesized and biodegradable and is thus a very eco-
friendly technology, certifiable even for organic farming.

Take-Off is now being used commercially on wheat, barley, 
and grapes and on the biodiesel crop canola. It is significantly 
increasing overall yields, and is being developed for additional 
crops as well. Farmers are also realizing greater profitability, 
thus increasing their own sustainability.

Cantaloupe seedlings with Take-Off (left) outstrip their same-
age but untreated neighbors on the right.

Another success story from the NNSA Laboratory Directed Research 
and Development Program at Los Alamos National Laboratory
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The global agricultural 
system is struggling 
to sustain growing 
populations. To meet this 
challenge,  LDRD Principal 
Investigator Pat Unkefer 
and her team developed a 
revolutionary product that 
helps plants grow faster, 
mature earlier and leave 
fewer contaminants in the 
ground. 

The success of “Take-Off” 
is rooted in several LDRD 
Directed and Exploratory 
Research projects - one as 
early as 1984.  



Nanotech Discovery Saves Lives

LDRD Principal Investigator 
Kevin Sanbonmatsu and 
collaborators developed the 
largest biological simulation 
ever. New medicines that 
save lives by combating 
drug-resistant bacteria are 
just one of the results.

Sanbonmatsu’s research on 
ribosomes is funded though 
two LDRD Exploratory 
Research projects.  A third 
project titled  “Using Small 
Molecules to Control 
RNA Conformations” was 
awarded funding in Fiscal 
Year 2009.    

Nanoscience—the study of things of “little” importance, one 
might quip—led to the largest biological simulation ever, which 
helped Los Alamos scientists decode genetic information. The 
methodology paved the way for developing new antibiotics 
and modeling the entire protein synthesis process—a process 
crucial to saving lives.

The body comprises enumerable nanofactories called ribo-
somes that work overtime to keep us alive. In each of our 
trillions of cells, a million ribosomes create proteins—chains 
of amino acids—that are the basis of life. A quintillion protein 
factories rebuild our entire body every seven years.

Ribosome study is nothing new but, “only now we can use 
supercomputers to investigate, in atomic detail, how this very 
complex machine really works,” says Los Alamos National 
Laboratory theoretical biologist Kevin Sanbonmatsu. “It has 
been the holy grail and now our team at Los Alamos is making 
it happen.”

Sanbonmatsu and Theoretical Biology and Biophysics Group 
Leader Chang-Shung Tung created the first atomic-level com-
puter model of a single ribosome.

Sanbonmatsu and his team hope their 3D simulations can 
solve conflicting interpretations about ribosomes. Secondly, 
this technology will provide information required to design 
new medicine to combat drug-resistant bacteria, such as the 
prevalent Staph (Staphylococcus aureus), which causes many 
diseases and fatal infections such as food poisoning.

Nanoscience enables improvements in medical diagnostics and 
drug delivery, bioscience, chemical sensing, military platforms, 
and nuclear defense systems and even helped Los Alamos 
National Laboratory (LANL) create a supreme superconductor. 
Sanbonmatsu’s team is also preparing a new ribosomal simula-
tion code for Roadrunner, LANL’s world’s most powerful com-
puter.

Sanbonmatsu stands inside his ribosome simulation, the 
largest biomolecular-dynamics simulation to date. 

Another success story from the NNSA Laboratory Directed Research 
and Development Program at Los Alamos National Laboratory
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A Sweet Reaction

YOUR LDRD INVESTMENT

Recent studies done at Los Alamos on an enzyme that turns 
one type of sugar into another have yielded some unexpected 
insights into the reaction.

The enzyme xylose isomerase (XI) can convert the sugar glu-
cose into fructose and is used in manufacturing high-fructose 
corn syrup for food products. Similarly, XI can convert the sugar 
xylose into xylulose, which can be used in producing different 
kinds of biofuels. Understanding those conversion reactions 
in detail may aid efforts to make the enzyme work better and 
hence contribute to more-efficient production of fuel and food 
products.

Xylose has five carbon atoms and one oxygen atom bonded into 
a hexameric ring, with several hydrogens and hydrogen-oxygen 
pairs dressing the carbons. To convert from xylose to xylulose, 
the enzyme helps the ring to open and then helps move two 
hydrogen atoms from the second to the first carbon in the now-
linear molecule.

Researchers used the Los Alamos Protein Crystallography Sta-
tion (PCS) for their studies. They collected neutrons diffracted 
from a crystal of XI that had been soaked in a solution of xylose 
and that the enzyme had converted to xylulose. The neutron 
crystallographic data revealed the location and charge states 
(positive or negative charges) of atoms in the XI-xylulose com-
plex. When the results were compared with the team’s studies 
of XI alone, it became possible to see how the atoms had been 
rearranged during the reaction.

In particular, the researchers discovered that a water molecule 
held in the active site of XI loses a hydrogen, whereas the 
enzyme itself acquires one during the shuffling of atoms. The 
finding, which suggests the water may play some role in the 
conversion reaction, may help researchers differentiate among 
several possible reaction mechanisms.

Paul Langan, who built the PCS with Benno Schoenborn, led the 
Los Alamos team.  The work was published as a Rapid Report in 
the journal Biochemistry (Vol. 47, p. 7595, 2008) and listed as a 
“Hot” article.

This crystal may help scientists produce more biofuel.

Another success story from the NNSA Laboratory Directed Research 
and Development Program at Los Alamos National Laboratory
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LDRD Principal Investigator 
Paul Langan and colleagues 
are achieving a greater 
understanding of an 
important enzyme that 
may improve production of 
biofuels and food products. 

Langan’s research is largely 
funded by LDRD through a 
Directed Research project 
titled, “One-Step Biomass 
Conversion: Looking to 
Nature for Solutions to 
Energy Security.”



Thinking Telescope

YOUR LDRD INVESTMENT

On the night of February 6, 2006, Los Alamos astrophysicist 
Przemek Wozniak was awakened by a cell-phone call from 
RAPTOR, the small robotic optical telescope array on Fenton 
Hill, about 30 miles from Los Alamos in northern New Mexico’s 
Jemez Mountains. RAPTOR had found something strange—a 
rapidly rising light signal coming from the position of a very 
short gamma-ray burst detected and located. These bursts 
announce the birth of stellar-size black holes and are the most 
powerful events since the Big Bang.

Following its own logic, RAPTOR recorded the light signal 
every 30 seconds and noted a doubling in brightness over four 
minutes—an afterglow that was rising rather than fading. Run-
ning real-time analysis software, RAPTOR decided to report the 
anomaly to a human.

“This was a first, an autonomous optical telescope finding an 
anomaly on its own with no human intervention,” said Tom Ver-
strand. “If humans had been in the loop they would have said, 
as we did, ‘Gamma-ray bursts don’t act like that. Forget it.’ And 
RAPTOR wouldn’t have found anything.”

RAPTOR’s observation of that spectacular “rebrightening” hints 
that a gamma-ray burst can sometimes “turn itself on” a sec-
ond time, emitting intense visible light but no gamma rays—an 
intriguing possibility.

For the RAPTOR team, the discovery had a broader significance. 
It was proof that RAPTOR has a mind of its own—truly a think-
ing telescope system.

The Los Alamos team is working to make RAPTOR a “discovery 
engine” for astronomy, scanning the entire night sky frequently, 
screening a hundred million visible objects and alerting us to 
something important.  The same autonomous technology that 
detects eruptions at the edge of the universe can be used to 
detect objects orbiting the earth, and will contribute to the 
security of our space infrastructure. 

Tom Vestrand (left) and Przemek Wozniak, with the RAPTOR 
telescope that recorded the rebrightening event in 2006.

Another success story from the NNSA Laboratory Directed Research 
and Development Program at Los Alamos National Laboratory

INNOVATION  
                        FOR OUR NATION

Keeping our nation at the 
forefront of robotic, fast 
response astronomy, LDRD 
Principal Investigator Tom 
Vestrand and colleagues 
have constructed the 
RAPTOR - a robotic 
telescope array that patrols 
the night sky, detecting 
anomalies without human 
intervention.  

Vestrand’s work is funded 
though a Directed Research 
project titled, “Thinking 
Telescopes: Pursing a New 
Paradigm for Discovery in 
Observational Science.”
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Directed Research

40 Strongly Correlated Electrons: Duality and 
Implications
Cristian Daniel Batista

44 Novel Inclusion Compounds for Hydrogen 
Storage
Yusheng Zhao

47 Correlations and Control of Properties of 
Metallic U and Pu
Jeremy Neil Mitchell

52 Metamaterials for Threat Reduction 
Applications: Imaging, Signal Processing, and 
Cloaking
Antoinette Jane Taylor

55 Coexistence of Magnetic and Superconducting 
Electrons in Strongly Correlated Matter
Joe David Thompson

60 Physics of Helium Retention in Palladium/
Tritum Systems
Douglas Joseph Safarik

64 Quantum Control in Condensed Media 
for Studies of Direct Optical Initiation of 
Explosives 
David Steven Moore

67 Biomimetic Hydrogen Production by 
Photoinitiated Transition Metal Catalysis
Richard Brian Dyer

71 Hot Spot Physics and Chemistry in Energetic 
Materials Initiation
Dana Mcgraw Dattelbaum

75 Design, Synthesis, and Theory of Molecular 
Scintillators
Rico Emilio Del Sesto

78 Ultrafast Nanoscale XUV Photoelectron 
Spectroscopy
George Rodriguez

80 Advanced Fuel Forms with Microstructures 
Tailored to Naturally Induce Fission Product 
Separation During Service
Kurt Edward Sickafus

84 Nanoscale Fluctuations in Multifunctional 
Materials
Alexander V Balatsky

89 Structure and Bonding in Actinide Oxides
David Lewis Clark

96 Dynamics of the Onset of Damage in Metals 
Under Shock Loading
Aaron Clyde Koskelo

103 Advanced Actinide Separations in Alkaline 
Media for Spent Nuclear Fuel and Defense 
Materials Processing
Gordon Dennis Jarvinen

110 Biological Effects of Molecularly Engineered 
Nanomaterials
Andrew Paul Shreve

115 New Classes Of Materials For Gamma-Ray and 
Neutron Detection
Darryl Lyle George Smith

120 Advancing the Chemistry Material Science and 
Theoretical Understanding of Actinides
Albert Migliori

Exploratory Research

128 Improved Length Scaling in Accelerated 
Molecular Dynamics Methods
Arthur Ford Voter

132 Coulomb Mechanisms for Ion Damage in 
Insulators in the Electronic Stopping Regime
Cynthia Jane Reichhardt
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134 Synthesis of Nanowire Heterostructures for 
Strain-Controlled Bandgap Engineering
Samuel Thomas Picraux

137 Synthetic Decoys for Biothreat Agents
Rashi S Iyer

140 Magnetic Resonance Force Microscopy Studies of 
Ferromagnets on a Nanometer Scale
Roman Movshovich

143 Controlling Oxidation-States in Actinide-Oxides 
through Crystal Lattice Pinning
Quanxi Jia

145 Tunable Infra-Red Chromophores through N-Type 
Doping of Wide-Gap Semiconductor Nanocrystals
Sergei A Ivanov

148 Non-Precious Metal Nanocomposites for Fuel Cell 
Catalysis
Piotr Zelenay

152 Detection of Respiratory Infection by Scent
Jurgen G Schmidt

155 Spins in Organic Semiconductors
Brian Keith Crone

157 Strain-induced novel physical phenomena in 
epitaxial ferroic nanocomposites
Quanxi Jia

160 Genetically Engineered Polymer Libraries
Jennifer Martinez

163 Probing Unconventional Superconductivity in 
Heavy Fermion Thin Films
Vladimir Matias

166 Photocatalytic Materials Based on Quantum 
Confined Semiconductor Nanocrystals
Milan Sykora

170 Novel Materials for Gamma-Ray Detection based 
on Nano-Engineered Semiconductor Nanocrystals
Richard Daniel Schaller

172 Parallel-Replica Dynamics Study of Tip-Surface 
and Tip-Tip Interactions in Atomic Force 
MicrosCopy and the Formation and Mechanical 
Properties of Metallic Nanowires
Arthur Ford Voter

176 Hierarchical Assembly of Porous Materials: 
Obeying Bio-Inspired Allometric Scaling Laws
Michael Timothy Janicke

180 Nanobiomaterials: Building New 
Nanoarchitectures Using Biomolecular Scaffolds
Jennifer Martinez

185 Understanding the Process of Intercalation 
Using Stable Isotope Labeled Polyaromatic 
Hydrocarbons (PAHs) and Oligomeric DNA; the 
Quantitation of Weak Bonding in DNA.
Louis A Silks III

189 Development of Redox Affinity Materials for the 
Separation of Carbon Nanotubes into Pure Chiral 
Fractions
Stephen K Doorn

195 Nanocomposite Thin Films for Surface Assisted 
Mass Spectrometry
Andrew Martin Dattelbaum

200 Use of Strain Engineering to Tune the Physical 
Properties of Nanoscale Metal-Oxide Films
Quanxi Jia

205 Improved Molecular Catalysts for Water Splitting
Reginaldo Cesar Rocha

211 Shedding Light on the Mechanical Unfolding of 
Individual Proteins
Peter Marvin Goodwin

215 Nanoscale Textured Composite Energetic 
Materials
Steven Joseph Buelow

220 Visualization Applied to Electronic Properties of 
Novel Superconductors
Alexander V Balatsky
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225 New High-Nitrogen Polydentate Ligands for 
Actinide Separations
David Lewis Clark

228 Integrated Multiscale Simulation for Advanced 
Nuclear Fuel
Francis L Addessio

Postdoctoral Research & Development

232 Lifting the Quantum Critical Conundrum
Joe David Thompson

235 Synthesis of Molecular Actinide Nitrides
David Lewis Clark

238 Accelerated Molecular Dynamics at Complex 
Interfaces
Arthur Ford Voter

241 A Chemical Route to Integrate Carbon Nanotubes 
into Microelectromechanical Systems
Quanxi Jia

243 Flexible Plastic Electrodes for Cheap Solar Cells
Quanxi Jia

245 Molecular Actinide Alkylidene Complexes
Jaqueline Kiplinger

248 Superconductivity in Non-Centrosymmetric 
Materials
John Singleton

252 Multifunctional Copper-Carbon Nanotube 
Nanocomposites
Amit Misra

255 Multiscale Simulations for Cascade Overlap in 
Irradiated Materials
Arthur Ford Voter

258 Ultrafast Non-equilibrium Physics of the 
Fractional Quantum Hall System
Antoinette Jane Taylor

260 Time-Dependent Density Functional Theory 
for Ultrafast Optical Phenomena in Strongly 
Correlated Electron Materials
Jian-Xin Zhu

263 Sensitization of Lanthanide Ion Fluorescence 
Using Nanocrystal Quantum Dots
Jennifer Ann Hollingsworth

266 Chemically Synthesized Germanium Nanocrystals 
for Applications in Solar-Energy Conversion
Victor Ivanovich Klimov

268 Molecular Level Investigation of Tunable Energetic 
Mixtures
David Steven Moore

270 Synthesis, Chemistry and Theoretical Studies of 
5f-Element Hydride Complexes
Jaqueline Kiplinger

273 First-Principles-Based Equations of State Including 
Multi-Phase Chemical Equilibrium
Milton S Shaw

276 Study of Hybrid Semiconductor/Molecular 
Systems for Photo-production of Hydrogen
Andrew Paul Shreve

278 Structure-Property Relationship for Strained One 
Dimensional Ferroelectric Nanostructures
Quanxi Jia

280 Synthesis and Characterization of Novel Metal-
Organic Frameworks for Hydrogen Storage
Amr I Abdel-Fattah

282 Semiconductor Nanowire Heterostructures
Samuel Thomas Picraux

284 Size Effects in Nanoscale Ferroelectric Thin Films
Quanxi Jia

288 Fundamental Oxygen Reduction Reaction Studies 
at High pH
Brian Pivovar
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291 Effects of Length Scale on the Fracture Behavior of 
Ultra High Strength Nano-composite Materials
Amit Misra

295 Biological and Chemical Sensor Design Using 
Linearly-Scaled TD-DFT Methods
Anders Mauritz Niklasson

297 Ultrafast Dynamics of Novel Magnetic Materials 
by Time Domain Spectroscopy
Antoinette Jane Taylor

302 High P-T Synthesis of Superhard Carbon Nitride 
from Graphite-Like Precursors
Yusheng Zhao

304 Studies of Sub-Micron Ferromagnetic Particles 
Using Magnetic Resonance Force Microscopy
Roman Movshovich

308 Interface-Governed Behavior of Nano-Layered 
Metallic Composites
Richard Hoagland

311 Ion Synthesis of Novel SiGe Structures
Michael Anthony Nastasi

315 Searching for New Uranium Based 
Superconductors
Joe David Thompson

318 Multiscale Modeling of Irradiation-induced Defect 
Processes in High-Cr Ferritic Steels
Srinivasan G Srivilliputhur

322 High Efficiency Carbon Nanotube-TiO2 
Nanostructured Solar Cells
Quanxi Jia

325 Theoretical Investigations of Plastic Deformation 
in Energetic Materials
Thomas Dan Sewell

330 Structure and Function of Human Mineralised 
Tissue
John G Swadener

332 Vibrational Features and Quantum Transport in 
Molecular Electronics
Sergei Tretiak

334 Lanthanide Main-Group Element Multiple Bonds
Jaqueline Loetsch Kiplinger

Environmental & Biological Research

Directed Research

340 High-Resolution Physically-Based Model of Semi-
Arid River Basin Hydrology
Everett Springer

343 Rapid Iterative Detection Using Smart Pathogen 
Signatures
John Martin Dunbar

346 A Systematic Strategy for Gene Function Discovery
Clifford Jay Unkefer

348 Host-Pathogen Interactions (Pathomics) in Avian 
Influenza
Ruy Miguel Ribeiro

352 One-Step Biomass Conversion: Looking to Nature 
for Solutions to Energy Security
Paul Alfred Langan

354 Flash before the Storm: Predicting Hurricane 
Intensification using LANL Lightning Data
Christopher Andrew Munn Jeffery

357 Genomes to Behavior: Predicting Bacterial 
Response by Constrained Network Interpolation
John Martin Dunbar

360 Complex Biological and Bio-Inspired Systems
Robert Everett Ecke

364 Rational Vaccine Design: Theory and Experimental 
Validation
Bette Tina Marie Korber

374 Pathogen Detection Based on Biomodulation
Basil Ian Swanson
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379 Computational Methods for Protein Function 
Inference
Michael E Wall

Exploratory Research

384 Functional Proteomics Studies of Bacillus 
Anthracis
Ryszard Michalczyk

387 Drug Binding and Catayltic Mechanism in DHFR
Paul Alfred Langan

389 Substrates for the Detection and Differentiation of 
Influenza Viridae
David Bryan Kimball

391 Magnetic Turbulence and Kinetic Dissipation in 
Solar Wind and Solar Corona Plasmas
Hui Li

394 Understanding a Killer: A Predictive Model of 
Tumor Development
Yi Jiang

397 An Experimental and Theoretical Framework for 
Reactive Micromixing
Amr I Abdel-Fattah

400 Subsurface Transport Parameter Estimation with 
Multiscale, Multiobjective Optimization
Andrew Victor Wolfsberg

404 Identifying High Risk Species Critical for the 
Emergence of Pandemic Influenza
Jeanne Marie Fair

408 The Effect of Acoustical Waves on Stick—Slip  
Behavior in Sheared Granular Media:  Implications 
for Earthquake Recurrence and Triggering
Paul Allan Johnson

411 Developing a Remote Sensing of the Solar Surface
Joseph Eric Borovsky

413 A New Approach to Unravel Complex Microbial 
Community Processes
Cheryl Rae Kuske

415 Nonequilibrium Mechanics of Geomaterials
James Alan Tencate

418 Evolution and Function of Microbial Signatures
Murray Alvin Wolinsky

421 Coupling of Genetics and Metabolism and the 
Orgin of Life
Hans Joachim Ziock

425 New Frontiers in Viral Phylogenetics
Tanmoy Bhattacharya

427 Cellulosomes in Action: Peta-Scale Atomistic 
Bioenergy Simulations
Kevin Yosh Sanbonmatsu

430 Testing Embedded Model Assumptions of Stable 
Isotopic Dynamics with Continuous Sampling: 
Are Modelers’ Assumptions of the Global Carbon 
Cycle Correct?
Nathan Gabriel Mcdowell

433 Nascent Protein Folding Inside the Tunnel of the 
Ribosome: Cotranslational Folding
Kevin Yosh Sanbonmatsu

436 Multigene Correlations and Their Implications for 
Cardiovascular Disease
Rajan Gupta

440 Quantifying the Role of the Cold Plasmasphere in 
the Loss of the Electron Radiation Belts
Joseph Eric Borovsky

444 Non-blinking and Robust Quantum-Dot 
Fluorophores for Applications in Biology
Jennifer Ann Hollingsworth

449 Acoustic Effects on Microscopic and Core-Scale 
Colloid Interactions and Porous Fluid Transport
Peter Morse Roberts

454 Complex Dynamical Climate Systems Analysis
Gerald Leroy Geernaert

457 Solid Earth Geoscience: Transient & Steady-State 
Earth Processes
Claudia Johnson Lewis
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464 A Strategy for Effective Antibiotic Delivery
Srinivas Iyer

467 Trapping Rare Culture Mutations for Bioweapon 
Attribution and Forensics
John Martin Dunbar

473 Experimentally Constraining Climate Forcing by 
Black Carbon Deposition on Snow
Manvendra Krishna Dubey

475 Modeling Influenza Infection and the Early 
Immune Response
Alan S Perelson

479 Ultra Deep Sequencing of HIV Acute Infection 
Sample to Determine Nature of Transmitted Virus 
and Understand Immune Escape
Bette Tina Marie Korber

482 Climate Change Forecasts Using Ensemble 
Forecasting Games
Marian Anghel

Postdoctoral Research & Development

486 Creating a Mathematical Foundation for High-
Dimensional Search and Optimization Algorithms 
to Solve Complex Nonlinear Models
Bruce Alan Robinson

491 The Role of NS1 in Disrupting Imune Responses 
During Influenza Infection: A Modeling and 
Experimental Approach
Alan S Perelson

493 Photodegradation of Leaf Litter in Water-Limited 
Ecosystems
Thomas A Rahn

495 Pore-Scale Modeling of Multiphase Flow and 
Reaction in Charged Porous Media
Qinjun Kang

498 Modeling Fast Basal Sliding of Ice Sheets for 
Climate and Sea Level Prediction
William Henry Lipscomb

501 Modeling the Immune Response to Pathogens
Alan S Perelson

504 Spectroscopic Studies and Photonic Applications 
of “Giant” Nanocrystal Quantum Dots
Victor Ivanovich Klimov

506 Modeling Control of Viruses by Immune 
Responses
Alan S Perelson

508 Multi-scale Analysis of Multi-physical Transport 
Processes of Electroosmosis in Porous Media
Qinjun Kang

511 Fluvial Geomorphic Response to Permafrost 
Thawing: Implications for the Global Carbon 
Budget and Arctic Hydrology
Cathy Jean Wilson

513 Determinaing the Mechanisms of Enzymes Xylose 
Isomerase and HIV Protease Using Neutron 
Crystallography 
Paul Alfred Langan

516 Exploring the Membrane Penetration Machinery 
of Bacterial Toxins
Jaroslaw Majewski

520 Numerical Techniques of Rifting and Passive 
Margin Formation: The Role of Mantle Plumes
David Coblentz

527 Measurements of Absorption and Scattering by 
Aerosols: How do they Offset Global Warming?
Manvendra Krishna Dubey

530 Fluorescence Lifetime Spectroscopy by Flow 
Cytometry
James Paul Freyer

Information Science & Technology

Directed Research

538 The Physics of Algorithms
Michael Chertkov

543 Automated Change Detection in Remote Sensing 
Imagery
James Patrick Theiler



32 Los Alamos National Laboratory

2008 Annual Progress Report

548 Information Science and Technology: 
Metagenomics
Nicolas W Hengartner

551 Statistical Physics of Networks, Information and 
Complex Systems
Robert Everett Ecke

555 Information Science and Technology: Streaming 
Data
Sarah Ellen Michalak

558 New Approach to Bayesian Inference Under 
Modeling Uncertainty
Nicolas W Hengartner

561 Sharp characterization of minimizers (typically) 
involving interfaces in images
Pieter Johan Swart

563 Instabilities Driven Turbulence and Mixing in 
Convergent Geometries
Daniel Livescu

566 Moment-Based Interface Tracking for Multi-
Material Flows
Rao Veerabhadra Garimella

569 Hyperbolic Polynomials Approach to 
Approximate Counting and Lower/Upper 
Bounds in Combinatorics, Statistical Physics and 
Computational Geometry
Leonid Gurvits

572 Excited States and Optical Response of Nanosized 
Molecules at Linear Scaling Numerical Cost
Sergei Tretiak

575 Agent-Based Modeling and Simulation of Cellular 
Signaling Systems
William Scott Hlavacek

577 Fast Approximation Algorithms for Systems of 
Linear Inequalities
Donald Rhea Hush

579 Minimal Description of Complex Shapes with 
Applications to Experiments and Validationof 
Large-Scale Codes
Mark B Mineev

582 Conconvex Compressed Sensing
Rick Chartrand

585 Foundations for Practical Pattern Recognition 
Systems
Reid Buchanan Porter

588 Multilevel Adaptive Sampling for Multiscale 
Inverse Problems
John David Moulton

591 Adaptive Algorithms for Inverse Problems in 
Imaging
Brendt Egon Wohlberg

593 Stochastic Transport on Networks: Efficient 
Modeling And Applications to Epidemiology
Ilya Mark Nemenman

597 Critical and Crossover Behaviors at Jamming 
Transitions
Charles Reichhardt

599 Time-reversible Born-Oppenheimer Molecular 
Dynamics
Anders Mauritz Niklasson

Exploratory Research

602 Implicit Adaptive Mesh Refinement:  A 
Magnetohydrodynamics Application
Bobby Philip

607 Automatic Video Analysis Integrating Depth, 
Shape, Texture and Color
Garrett Kenyon

611 Automated Induction of Templates for Extracting 
Information from Text
Cornelia Maria Verspoor

615 Monte Carlo Estimation of Eigenvalues of 
Ultradimensional Matrices and Continuous 
Operators
James E Gubernatis

620 New Method for Complex Contingency Analysis
William Henry Press
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625 Energy Distributions in Granular Flows
Eli Ben-Naim

629 A Faster Multipole Method
Michael S Warren

634 Novel Physics Inspired Approach to Error-
Correction
Michael Chertkov

638 Simulation and Modeling of the Quantum 
Response
Anders Mauritz Niklasson

642 Statistics for the Engineering and Physical 
Sciences
Christine Michaela Anderson-Cook

646 Integrated Feature Vector for Human Pathogen 
Characterization
H Helen Cui

Postdoctoral Research & Development

650 Towards Human Level Artificial Intelligence: A 
Cortically Inspired Semantic Network Approach to 
Information Processing and Storage
Luis Bettencourt

653 Finite State Projection for Accurate Solution of the 
Master Equation
Ilya Mark Nemenman

655 Statistical Physics of Optimization
Michael Chertkov

658 Self-Organizing Wireless Ad-Hoc and Sensor 
Networks with Functional Guarantees
Sami Ayyorgun

Physics

Directed Research

664 Beyond the Neutrino Matrix
Andrew Hime

667 Dark Energy and the Cosmic Web
Katrin Heitmann

671 High-Current, High-Energy, Laser-Driven Ion 
Accelerators: An Enabling and Revolutionary 
Scientific Research Tool
Juan Carlos Fernandez

677 Cold Atom Surface Imaging
Eddy Marcel Elvire Timmermans

681 Multiscale Modeling of Strongly Interacting 
Systems
Robert Everett Ecke

688 Development of a Magnetically Driven Target for 
Thermo-Nuclear Burn Studies (*U)
Robert Gregory Watt

691 Prompt and Radiochemical NTS Diagnostics and 
New Measurements (U)
David J Vieira

693 Global Monitoring of the Sky with Thinking 
Telescopes: Finding and Interrogating Cosmic 
Explosions
W Thomas Vestrand

696 Carrier Multiplication in Nanoscale 
Semiconductors for High-Efficiency, Generation-III 
Photovoltaics
Victor Ivanovich Klimov

700 Probing Physics Beyond the Standard Model 
through Neutron Beta Decay
Alexander Saunders

704 Cosmic Explosions Probing the Extreme: X-Ray 
Bursts, Superbursts, and Giant Flares on Neutron 
Stars
Sanjay Reddy

708 Novel Signatures of Beyond the Standard Model 
at the Large Hadron Collider
Rajan Gupta

711 High-Precision Spectroscopic Search for Variation 
of the Fine-Structure Constant
Justin Roald Torgerson

714 New Approaches to Quantum Computing and the 
Dynamics of Quantum Phase Transitions
Wojciech Hubert Zurek
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720 Heavy Quarks as a Probe of a New State of Matter
Patrick Lee Mcgaughey

726 DREAM: A Dynamic Radiation Environment 
Assimilation Model to Understand Acceleration, 
Transport, and Losses in Natural and HANE-
Produced Radiation Belts
Geoffrey D Reeves

733 Mix Processes in Inertial Confinement Fusion
Anna Catherine Hayes-Sterbenz

Exploratory Research

738 Experimental Study of Driven Magnetic Relaxation 
in a Laboratory Plasma
Scott Chia Hsu

740 Beta Decay of Polarized Radioactive Atoms in an 
Optical Tweezer
Xinxin Zhao

742 Nano-Engineered Casimir Forces
Diego Alejandro Roberto Dalvit

745 Understanding Dynamical Diversity of Extrasolar 
Planets
Hui Li

747 Probing Correlated Electron Behavior via Direct 
Uranium-235 Nuclear Magnetic Resonance
Eric Dietzgen Bauer

750 Cold Atom Quantum Liquid Mixtures
Eddy Marcel Elvire Timmermans

753 Investigation of Energetic Ion Generation 
and Transport in Ultra-Intense Laser-Matter 
Interaction
Brian James Albright

757 New States of Matter in Stars, Nuclei and Cold 
Atoms
Sanjay Reddy

760 Ultra-Low Field Resonant Absorption Magnetic 
Resonance Imaging of Neural Activity
Petr Lvovich Volegov

764 Unique Observations of Nature’s Largest 
Explosions
W Thomas Vestrand

767 Electron-Neutrino Correlation in Neutron Beta 
Decay
Wesley Scott Wilburn

769 Experimental and Computational Studies of 
Magnetic Bubble Expansion as a Model for Extra-
galactic Radio Lobes
Scott Chia Hsu

771 Precision Cosmology and the Neutrino Sector
Salman Habib

773 Finding the First Cosmic Explosions
Daniel Holz

777 Materials and Device Optimization Towards Room 
Temperature Spin-Transport Through Single-
Walled Carbon Nanotubes
Stephen K Doorn

780 The First Precise Determination of Quark Energy 
Loss in Nuclei
Ivan Mateev Vitev

784 Entanglement in Quantum Ground States
Matthew B Hastings

787 CP-violating Moments of Atoms and Nuclei
Anna Catherine Hayes-Sterbenz

789 Ultrafast Nanoplasmonics for Photonics and 
Quantum Control at the Nanoscale
Anatoly V Efimov

791 Probing physics beyond the Standard Model with 
supernovae
Alexander Friedland

794 Three-Dimensional Dynamics of Magnetic 
Reconnection in Space and Laboratory Plasmas
William Scott Daughton

797 The Roadrunner Universe
Salman Habib
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799 Implicit Monte Carlo Calculations of Supernova 
Light-Curves
Aimee L Hungerford

801 Instabilities Driven Reacting Compressible 
Turbulence
Daniel Livescu

803 Saturation of Backward Stimulated Scattering of 
Laser In The Collisional Regime
Lin Yin

806 Physics of Astrophysical Jets
Hui Li

810 Chemical Thermoacoustics
Drew Adam Geller

813 The S-Process in the Sm-Eu-Gd Region - A Probe 
for Stellar Mixing
Aaron Joseph Couture

820 Role of Electrostatic Forces in Space and 
Astrophysics
Gian Luca Delzanno

827 Detecting Spinons with the Wiedemann-Franz 
Law
Filip Ronning

831 Amplification of Surface Plasmons by Stimulated 
Emission from Semiconductor Nanocrystals
Victor Ivanovich Klimov

836 Exploring the Darkness: Cosmic Voids
Katrin Heitmann

841 Quantum Nondemolition Detection of Photons
Michael David Di Rosa

846 Manipulation and Control of Electron Spins in 
Semiconductors with Strain Engineering
Darryl Lyle George Smith

850 Structure and Evolution in Cosmology and 
Astrophysics
Richard Ira Epstein

854 Supersymmetry Breaking in Various Dimensions
Tanmoy Bhattacharya

858 The Secret Life of Quasiparticles
Stuart Alan Trugman

862 Steps Toward Practical Quantum Information 
Processing
Malcolm Geoffrey Boshier

866 Trapped-ion Quantum Simulations of Condensed-
Matter Systems for Understanding of Novel 
Materials
John Chiaverini

Postdoctoral Research & Development

870 Ultrafast Phenomena: Short-Pulse laser 
Interactions with Atoms and Molecules 
Lee A Collins

873 Gamma-Ray Bursts and Gravitational Waves from 
Compact Mergers
Christopher Lee Fryer

875 Theoretical and Experimental Investigation of 
Relaxation Mechanisms in Ultra-low Field NMR 
for Magnetic Resonance Imaging
Michelle A Espy

878 Noise in Biochemical Networks: Rigorous Analysis 
with Field-Theoretic Tools
Ilya Mark Nemenman

881 Detecting the Highest Energy Gamma-Rays and 
Neutrinos to Determine the Origin of Cosmic Rays
Brenda L Dingus

883 Anti-Neutrino Oscillation and Cross Section 
Measurements at MiniBooNE
Geoffrey Blount Mills

885 Phase Transitions in Quantum Systems and 
Quantum Information
Wojciech Hubert Zurek

889 Detecting Dark Matter with Cryogenic Liquids
Andrew Hime
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891 The Dynamics of Dark Energy
Katrin Heitmann

893 Dynamics of Quantum First Order Phase 
Transitions
Dima V Mozyrsky

895 Nonequilibrium Quantum Phase Transitions
Eli Ben-Naim

898 Dissipation and Decoherence in Complex Many-
Body Systems
Wojciech Hubert Zurek

900 Strongly Coupled Fermion Systems: From Atomic 
Gases to Dark Matter
Sanjay Reddy

901 Matter and Light
Katrin Heitmann

904 High Energy Particles in Astrophysical Outflows
Christopher Lee Fryer

907 The Neutrino Matrix and Beyond
Andrew Hime

910 A Multiscale Approach to Modeling Continental 
Rift Tectonics
Carl Walter Gable

914 Quantum Fluctuations of Event Horizons
Emil Mottola

916 Three-dimensional Magnetic Reconnection 
Experiments
Thomas P Intrator

919 Theoretical Studies of Cold Atom Fermi-liquids 
and Bose-Einstein Condensates on Chips
Eddy Timmermans

923 Search for Temporal Variation of the Fine 
Structure Constant
Justin Roald Torgerson

928 Quantum Fluctuations in Bose-Einstein 
Condensates
Eli Ben-Naim

Technology

Directed Research

934 Image Reconstruction with Time-Reversal Mirrors
Paul Allan Johnson

937 Construction and Use of Superluminal Emission 
Technology Demonstrators with Applications in 
Radar, Astrophysics, and Secure Communications
John Singleton

942 Science-Based Prediction and Control of Complex 
Manufacturing Processes
Matthew Thomas Bement

Exploratory Research

948 Cerium-Doped Glass Scintillators
Markus Peter Hehlen

951 Nano-Structured Foams for Hydrogen Storage
Erik Paul Luther

954 Nano-Composite Scintillator for Neutron Capture 
Measurements
Ernst Ingo Esch

956 From Novel Principles to Novel Device Structures 
for High-Efficiency Generation of Solar Electricity
Victor Ivanovich Klimov

959 X, Gamma, Alpha : Ultra-High Resolution 
Spectroscopy
Michael W Rabin

962 A Novel Approach to Manufacturing Ultra-Tall 
Carbon Nanotube Forests
Quanxi Jia

964 Optical, Electronic, and Magnetic Doping of 
ENABLE Grown Semiconducting Films
Mark Arles Hoffbauer
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967 Terahertz Generation Harnessing the Two-Stream 
Instability
Kip A Bishofberger

969 Nano-Fission-Material based Neutron Detectors
Ernst Ingo Esch

971 Efficient Structures for Low-Energy Acceleration of 
Light Ions
Sergey S Kurennoy

975 Compact Millimeter Wave Spectrometer Based on 
a Channel Drop Filter
Lawrence M Earley

978 Novel High Performance Terahertz Metamaterial 
Photonic Devices
John F O’Hara

981 Accuracy of Laser-Induced Breakdown 
Spectroscopy for Trace Detection
Roger Craig Wiens

984 Development of an Engineering Model for Rubber 
Elasticity
David Edward Hanson

988 MRI in Microtesla Magnetic Fields with 
Simultaneous MEG
Michelle A Espy

994 Seeing Undetectable Cancers with Time-Reversed 
Ultrasound
Lianjie Huang

998 Surface Enhanced Raman (SERS) Based Flow 
Cytometry Detection
Stephen K Doorn

1003 Processing of Ultra-High Strength Electrical 
Conductors using a Novel Nano-Twinned 
Structure
Amit Misra

1007 Stabilization of Hydrogen Clathrates: Engineering 
a Solution to Hydrogen Storage
Yusheng Zhao

1011 Generation, Detection, and Manipulation of a 
Single Magnetic Spin
Scott A Crooker
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Introduction

Actinide and Lanthanide elements are among the most 
complex materials from the point of view of their elec-
tronic structure. This complex behavior is one of the 
paradigms of modern condensed matter physics due to 
the diversity of quantum states of matter that emerge 
from it. The goal of the current project is to model 
heavy elements such as actinide and lanthanide based 
compounds in order to reconcile several experimental 
observations that seem to be contradictory. In particu-
lar, we are explaining the origin of the “dual nature” 
of f-electrons (electrons seem to be localized or itiner-
ant depending on the experimental probe) and finding 
novel forms of “normal” states that are precursors of 
the unconventional superconductors. One of the high 
potentials of these new findings is the comprehensive 
understanding of different classes of seemingly unre-
lated materials through the identification of universal 
low-energy models. In this way, our results will have an 
important impact not only in f-electron materials, but 
also in other systems such as the high-temperature cu-
prate superconductors.

Benefit to National Security Missions

Many DOE’s materials-dependent mission needs de-
pend critically on strong electronic correlations, wheth-
er it is the equation of state and metallurgy of actinides 
or control of quantum excitations for new sensor tech-
nologies. Understanding the consequences of electronic 
interactions ties to the Office of Science missions and 
can improve environmental quality.

Progress

Building on discoveries during the preceding year for 
the dual nature of f-electrons in specific materials, we 
identified physical characteristics that signal this dual 
nature. With this information, we have found that many 
previously unexplained phenomena in strongly correlat-
ed f-electron systems can understood self-consistently 
as arising from electronic duality. Using this now much 
broader base of data, we have developed a simple 

Strongly Correlated Electrons: Duality and Implications
Cristian Daniel Batista

20060043DR

phenomenology of duality. At ‘high’ temperatures, 
f-electrons are localized and interact weakly through 
the Kondo effect with conduction electrons, but below 
a material-dependent characteristic temperature T*, 
the localized electrons begin to become collectively 
entangled, through a long-ranged Rudermann-Kittel-Ka-
suya-Yosida (RKKY) magnetic interaction, with conduc-
tion electrons starting to assume a partially delocalized 
character.  The scale T* is reflected in diverse spin- and 
charge-dependent physical properties, for example, 
optical conductivity, spin susceptibility, thermodynamic 
and electrical transport, and all these measurements 
give the same value of T* for a given material.  Hav-
ing identified T* and the Kondo temperature scale TK 
for these materials, we could determine from experi-
ments the magnetic exchange parameter J that controls 
both the RKKY and Kondo scales and discovered the 
remarkably simple material-independent relationship 
T*=0.45J2N(EF) that collapses all of these strongly cor-
related 4f- and 5f-electron materials onto a universal 
phase diagram [1]. One of the most surprising aspects 
of this work is that the simple relationship involves only 
J and the density of electronic states N(EF) of the non-
magnetic, uncorrelated counterpart compound, e.g., 
the La analog of strongly correlated Ce compounds or 
the Th analog of correlated U-based compounds. These 
discoveries will be highlighted in Discover magazine of 
one of the 100 most important scientific developments 
in 2008. Extending these insights to strongly correlated 
Pu-based compounds should be possible but will re-
quire experimental data that presently are unavailable. 

This simple phenomenology is unable to predict the 
nature of ground states that could emerge from elec-
tronic duality. One of the consequences of duality is our 
discovery of a precursor state to unconventional super-
conductivity in CeIrIn5 [2] .Detailed measurements of 
the Hall coefficient and magnetoresistivity of this com-
pound have shown that the mobility of charge carriers 
assume a distinctly different nature below T* but above 
the superconducting transition temperature Tc  and that 
the magnetic field dependence of this precursor state 
scales with the magnetic field that destroys supercon-
ductivity. In many respects, the precursor state, defined 
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by the change in mobility, is similar to the much studied 
pseudogap state in the curprate high-temperature super-
conductors.  

Work started last year on the development of a strongly 
correlated model of the actinides, its applications to Pu, 
and its comparison with experiment was completed and 
submitted for publication. For Pu, the principal finding was 
a blocking of the direct hopping between f-orbitals. This 
result reduced the model to one similar to the one used 
for the lanthanides, Ce, Sm, and Yb and likely provides the 
basis for explaining the observed similarities of some prop-
erties of Pu and these other materials. Our findings have 
been published recently in Physical Review Letters.

Other research focused on the other light actinides and 
consisted of developing a slave-boson-like mean-field ap-
proximation for the model and a computer program for 
its numerical solution. Completed are the programs to 
compute the required matrix elements. In progress is the 
development of the mean-field solver. The initial applica-
tion will be the computation of the photoemission spec-
troscopy of U.

Quantum criticality has been invoked to explain non-
fermi liquid behavior in strongly correlated electron 
systems. Anomalous magnetic susceptibility has been 
observed with neutron scattering in CeCu compounds 
doped with Au.  This phenomenon cannot be explained 
with conventional theories,  so a local quantum criticality 
scenario was proposed.  Since the magnetization exhibits 
large anisotropy in CeCu6-xAux, we started with a Kondo-
Ising model for describing the competition between the 
local Kondo exchange coupling and the RKKY interaction. 
Within the extended dynamical mean-field theory, the 
Bose-Fermi Kondo impurity model was solved by a zero-
temperature Numerical Renormalization Group method. 
We found that local quantum criticality is obtained for a 
two-dimensional spin-excitation dispersion and that the 
magnetic transition point is accompanied by a simultane-
ous breakdown of local Kondo energy scale. This new re-
sult answered a long-standing question about the order of 
the magnetic transition.  

We also found that the Fermi surface topology can induce 
a Kondo stripe phase in heavy fermion compounds. When 
the 4f or 5f systems have weak but isotropic magnetism, 
the spin liquid scenario is an alternative to the antiferro-
magnetic or Neel state at zero temperature. 

Within this scenario, the nature of resultant heavy Fermi 
liquid depends on the Fermi surface topology that results 
from hybridizing the conduction and f-electron bands.  We 
investigated this problem within a Kondo-Anderson lattice 
model. In the limit of infinite on-site Hubbard interaction, 
we showed that a heavy Fermi liquid with a stripe-like pat-

tern is more favorable when the Fermi surface topology 
meets certain criteria.

Future Work

Strong electronic correlations that arise from competing 
interactions are responsible for the complexity and associ-
ated rich spectrum of ordered states and exotic quantum 
behavior observed in lanthanide and actinide materials 
(f-electron systems). Though minimal many-body models 
have been proposed that capture aspects of these strongly 
correlated effects, these models are far from complete 
and are unable to reproduce essential consequences of 
strong correlations on low-energy quantum behavior that 
are of so much worldwide interest. One of the most strik-
ing departures from current models is recently discovered 
experimental evidence that f-electrons can assume dual 
roles, by responding collectively to their environment to 
produce simultaneously localized and itinerant behavior. 
The duality imposed by strong electronic correlations of-
fers a previously unrealized explanation for the multiplicity 
of connected length and time scales characteristic of cor-
related matter and its extreme sensitivity to small pertur-
bations. The scientific opportunity, and our objective, is to 
create and exploit essential, new understanding demanded 
by these discoveries. Achieving our goal will provide the 
scientific underpinning for a predictive understanding of 
plutonium’s solid state, stretch scientific capabilities crucial 
to world-class, mission-relevant materials science, and lay 
the foundation for emerging civilian and defense initia-
tives. By integrating acknowledged expertise in experi-
ment, theory and computation and capitalizing on special 
Los Alamos capabilities for neutron scattering and research 
at high magnetic fields, this project fills a critical gap in the 
understanding of strongly correlated behaviors and their 
consequences. To achieve our goals, a closely coupled 
theoretical and experimental effort is underway to:

Establish the generality of • f-electron duality,

Apply a necessarily broad suite of techniques required • 
to reveal the physical conditions that determine f-
duality, and

Explore the consequences of duality for understand-• 
ing exotic states that appear in correlated f-electron 
materials

Conclusion

We expect to produce new understanding to answer ques-
tions based on previous discoveries in lanthanide and ac-
tinide compounds. This will provide the scientific underpin-
ning for a predictive understanding of the plutonium solid 
state, stretch scientific capabilities crucial to world-class, 
mission-relevant materials science, and lay the foundation 
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for emerging civilian and defense initiatives. By integrat-
ing acknowledged expertise in experiment, theory and 
computation and capitalizing on Los Alamos capabilities 
for neutron scattering and research at high magnetic fields, 
we are filling a critical gap in the understanding of strongly 
correlated electronic behaviors and consequences.
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Introduction

Hydrogen storage is the top technological challenge for 
the future hydrogen economy, which requires revolu-
tionary improvements and breakthroughs in science 
and technology. The recent discovery of hydrogen 
clathrate presents a new methodology for hydrogen 
storage using hydrate polyhedral cages to host substan-
tial amounts of molecular hydrogen. Strong intermolec-
ular interactions result in multiple hydrogen molecules 
occupying a single nanoscale clathrate cage, yielding an 
H2 content of about 5 wt% at P = 100 MPa and T = 180 
K. This content is higher than the current “state-of-the-
art” for H2 storage in metal hydrides. The local H2 den-
sity within the polyhedral cage is even higher (>30%) 
than in solid/metallic hydrogen due to quantum inter-
molecular bonding. High energy content, fast kinetics, 
easy reversibility, and excellent recharge ability are the 
ultimate materials objectives for hydrogen storage.

We have been performing fundamental studies of 
hydrogen clustering in nano-scale cavities, guest-host 
intermolecular interactions, and framework stability.  
A crystal engineering approach is used to synthesize 
novel hydrogen inclusion compounds (e.g., clathrate 
hydrates { H2- H2O} and metal-organic frameworks: { 
H2-MOFs}) with cage-/channel-topology and hydrogen-/
intermolecular-bonding chosen to facilitate hydrogen 
storage. We address effective gas separation and en-
capsulation, H2 storage capacity and phase stability, 
and controlled kinetics of formation and degassing. 
We apply shape-, size-, and bonding-selectivity rules to 
maximize capture efficiency. Our integrated experimen-
tal approaches of neutron diffraction, thermodynamics, 
kinetics, synthetic chemistry, and chemical engineering 
enable innovative molecular design, thermochemical 
control, and ultimately process scale-up. Theoretical 
modeling is used to guide the experiments relevant to 
gas separation and hydrogen storage applications

Benefit to National Security Missions

We address vital research issues on energy, providing 
underpinning S&T to address materials science focusing 
on hydrogen storage.  The project integrates approach-

Novel Inclusion Compounds for Hydrogen Storage
Yusheng Zhao
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es of molecular design, thermochemical control, and 
high-pressure neutron diffraction.  Efficient separation 
and storage of gaseous phases are crucial bottlenecks in 
the future hydrogen economy of the Nation.

Progress

To develop desired materials for hydrogen storage, we 
have synthesized several new metal-organic frame-
works (MOFs) using hydrothermal/solvothermal meth-
ods. The new MOFs include: 

[Zn• 2(OH)(3,4-PBC)3]n (3,4-HPBC = 3,4-pyridylbenzen-
ecarboxylate acid)

[Zn(3,3-PBC)• 2. H2O]n (3,3-HPBC = 3,3-pyridylben-
zenecarboxylate acid)

[Cu(4-TYMP)• 2]n (4-HTYMP = 4-(1h-1,2,4-triazol-1-
ylmethyl) benzoic acid)

[Cd(4-TYMP)2]• n

[Y(BTC).4.3 H• 2O]n (H3BTC = 1,3,5-benzenetricar-
boxylate acid) [1]

[Er(BTC).5 H• 2O]n

Zn(II)-4-tetrazole-pyridine• 

Cu(II)-4-tetrazole-benzonic acid framework• 

ZnNa(BTC)(DMF)(H• 2O)0.5 (BTC = 1,3,5-benzenetricar-
boxylate) (Figure 1)

[Zn• 4O(BTB)(H2O)2](H2O)3.5 (BTB = benzene-1,3,5-
tribenzoate) (Figure 2).
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Figure 1. Crystal structure of ZnNa(BTC)(DMF)(H2O)0.5 (BTC = 
1,3,5-benzenetricarboxylate).

Figure 2. Crystal structure of [Zn4O(BTB)(H2O)2](H2O)3.5 (BTB = 
benzene-1,3,5-tribenzoate).

High-quality crystals of these compounds were grown, 
and their structures were solved with single-crystal X-ray 
diffraction. The samples were also characterized by IR 
spectrometry, thermogravimetry, powder X-ray diffraction 
and gas adsorption measurements. Moreover, we have 
developed a new type of porous materials, named “metal-
organic aerogels”, that have high surface areas (> 1000 
m2/g) and good solvent/chemical stability.

We performed neutron diffraction experiments of Prussian 
blue analogue Cu3[Co(CN)6]2 and Y(BTC) at various H2 gas 
loading, temperature and pressure  conditions. Rietveld 
analysis of the diffraction data allowed determination of 
lattice parameters, atomic positions and atomic displace-
ment parameters (especially for hydrogen). Our results 
reveal that hydrogen interacts with the “naked” metal 

cations (Cu) in Cu3[Co(CN)6]2 but with the organic ligands 
(BTC) in Y(BTC) due to the steric effects of the framework 
channels/cavities. In addition, we have explored the meth-
odology of using GC-MS to study gas separation capabili-
ties of MOFs. This technique also has the advantages of 
determining their thermal stability and activation condi-
tions and has proved very useful in MOF research.

To determine the kinetics of H2 sorption/desorption pro-
cess, we have conducted quartz crystal microbalance 
(QCM) measurements of Cu3[Co(CN)6]2 as a function of 
particle size, film thickness and temperature. The H2 up-
take capacity of Cu3[Co(CN)6]2 film with a thickness of a few 
micron can be as high as 4.6 wt% at ambient conditions. 
However, as the film thickness increases, the H2 uptake 
decreases, suggesting that gas diffusion dominate its H2 
sorption/desorption process. In addition to hydrogen, we 
studied gas adsorption of He, N2, and CO2 in Cu3[Co(CN)6]2. 
This compound shows strong interaction with H2 and CO2 
and can thus be used for separation of H2 and CO2 from 
their N2 mixtures. A parallel effort was devoted to studies 
of conducting polymers for hydrogen storage. In particular, 
we have studied interaction of polyaniline (PANi) with H2 to 
form “quasi-chemical” bonding that has significant effects 
on its electrical conductivity. The hydrogen storage poten-
tial of PANi was explored via PANi morphology control and 
synthesis of MOF/PANi composites.

We focused our theoretical effort on the Cu Prussian Blue 
analogue system to understand hydrogen sorption proper-
ties. First-principles quantum chemical calculations have 
been performed on both cluster and periodic representa-
tions of the crystal structure.  At the periodic level, it has 
been determined that  currently available density func-
tionals provided in plane wave codes are  inadequate to 
correctly represent the weak interactions present involving 
hydrogen molecules interacting with both the isocyanide 
and metal centres. At the cluster level, wavefunction meth-
ods such as Hartree Fock with MP2 corrections appear to 
account for the interactions correctly. We predict binding 
energies ranging from 4-8 kJmol-1 at the free Cu(II) bind-
ing sites, which are considerably less than for molecular 
nitrogen and carbon dioxide at the same site.  This result 
correlates well with our QCM measurements.

A new concept for electric field enhancement of gas adsorp-
tion was developed that includes design of highly polariz-
able centers within porous adsorbents. We have conducted 
an initial experimental demonstration of electric field modu-
lated gas storage centered on CO2 capture. We realized that 
the strong quadrupole found in CO2 was a “handle” that, if 
properly exploited, could facilitate separation. A series of 
proof-of-concept experiments were performed in a small 
Metal-Insulator-Metal capacitor bank. Thin copper sheets 
were used as the capacitor plates while MOF-5 was used 
as the insulator material. Once loaded, the capacitor bank 
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was inserted into a pressure vessel equipped with electri-
cal leads. The gas used was a mixture of CO2, O2, and N2. 
These experiments showed that CO2 was selectively pulled 
into MOF-5 upon application of an electrical potential. This 
system was found to be reversible; upon discharging the 
capacitor the CO2 was released back into the gas phase. 
Quantification of CO2 uptake showed that the CO2 held with-
in the energized capacitor cell was in fact enhanced over the 
concentration found in the absence of the electric field.

Future Work

High-Pressure (Hydrostatic) Neutron Diffraction is a power-
ful tool for the study of crystal chemistry, formation kinet-
ics, and structural phase transitions of hydrogen-bearing 
inclusion compounds, since neutrons directly probe hy-
drogen atoms.  Substitution of deuterium for hydrogen 
sufficiently increases the contrast and efficiency of neutron 
diffraction. It also eliminates the incoherent scattering and 
enhances the signal-to-background ratio. We have devel-
oped a unique hydrostatic pressure cell with large sample 
volume (up to 10 cm3) and precise control of pressure and 
temperature in a range of 1-1,000 MPa and 30-300 K.

Integration of Diffraction and Calorimetry provides a 
unique in-situ technique to better understand the complex 
crystallographic and thermodynamics associated with the 
formation and decomposition of inclusion compounds. It 
provides comprehensive insights of crystal structures and 
thermodynamic properties. Our new design of a hybrid 
pressure cell with large sample volume and insertion of 
thermocouples will permit simultaneous neutron diffrac-
tion and DSC and/or DTA measurements of the same sam-
ple under identical P-T conditions.

Chemical Manipulation of Molecular Structure takes on 
the challenge of synthesizing highly reversible inclusion 
compounds that can selectively store large quantities of 
gaseous phases and readily release it.  Each of these ma-
terials, clathrates, cryptates, clathrasil, and MOFs, lend 
themselves to chemical and structural modification.  The 
alteration of molecular building blocks can enforce chemi-
cal control over these materials, potentially altering the 
cavity shape, chemical functionality, and formation ener-
getics. Carefully engineered alterations in cavity topology 
can allow multiple occupancies of hydrogen molecules.

Theoretical Modeling and Computational Simulation can 
improve thermodynamic (P-T-x) stability of inclusion com-
pounds as hydrogen storage materials while maintaining 
storage capacity and fast kinetics in reversible cycling of 
capture/release will require subtle modifications of com-
position and structure.  Computer simulations of such 
compounds can efficiently identify and test models of the 
pertinent molecular bonding mechanisms critical for hy-
drogen storage and transportation.

Conclusion

Novel inclusion compounds for hydrogen storage must be 
workable over readily accessible temperatures and pres-
sures, in order to be economically feasible.  Within the 
R&D scope of the project, we expect to: 1) provide novel 
engineering materials that can potentially be used for 
hydrogen and byproduct gases separation and storage in 
energy application and environmental protection; 2) de-
velop new unique experimental capabilities and innovative 
theoretical modeling methods for the Laboratory that may 
be applicable to tritium problems relevant to the national 
security; 3) strengthen Laboratory-industrial partnerships 
working on the next generation of energy technologies
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Introduction

Electronic correlation effects are recognized as the key 
physics that accounts for the many anomalous prop-
erties of uranium and plutonium metals, alloys, and 
compounds.  This project takes advantage of recent 
advances in condensed matter theoretical and experi-
mental techniques to make a fresh attempt to sort out 
and understand this physics.  Because of the complexity 
of the actinides, it is necessary to address these prob-
lems from many directions.  We are measuring trans-
port properties, photoemission, specific heat, thermal 
expansion, elastic moduli, and microwave absorption, 
with varying magnetic field and temperature where ap-
propriate. We are applying the most advanced theoreti-
cal physics tools to understand correlation effects and 
how they affect the properties of actinides. Uranium 
has weaker electronic correlations than Pu and working 
on both simultaneously, as well as understanding the 
difference between the two, provides important clues 
as to how correlations control the properties of these 
materials.

Benefit to National Security Missions

This project is generating state-of-the-art data on Pu 
and U. Unique experiments are being performed and 
theoretical understanding of electron correlations are 
being developed. This project is providing LANL with 
solid footing to predict the effect of extreme perturba-
tions on relevant nuclear weapons systems and their 
evolution over time.

Progress

Plutonium Compounds

We spent much of FY08 re-establishing our plutonium 
compound growth laboratories in Wing 5 of the CMR 
Building. This effort was necessitated by the closure 
of Wing 2 early in 2007.  The materials we produced 
this year include dilute Pu Kondo single crystals of Lu1-

xPuxInCu4 (x = 0.005-0.02), Lu1-xPuxCoGa5 (x = 0.005-0.02), 
Th1-xPuxIn3 (x = 0-0.01), and Th1-xPuxSn3 (x = 0- 0.02). Our 
electrical resistivity measurements show no evidence for 

Correlations and Control of Properties of Metallic U and Pu
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the development of a characteristic (Kondo) energy scale 
for Pu in these systems.

We prepared single crystals of PuGa3, PuSb2, and PuCo-
Ga5 to investigate strong correlations by means of de 
Haas van Alphen (dHvA) and angle-resolved photoemis-
sion. Preliminary dHvA measurements on Lu1-xPuxCoGa5 
(x = 0.005) reveal oscillations in a Pu-bearing compound 
for the first time ever.  There is a small change in the Fer-
mi surface in the Pu-doped compound compared to pure 
LuCoGa5.  We measured the effective mass of a few of 
the orbits, indicating that this is a powerful method for 
understanding correlation effects.  Work is underway to 
map the Fermi surface more completely at higher fields.

We grew PuPt2Si2 and PuNiSi2 to better understand the 
role of strong electronic correlations in new Pu systems.  
Magnetization measurements on PuNiSi2 indicate that 
it has a complex magnetic structure involving ferromag-
netism at TC=70 K and subsequent antiferromagnetic 
transition at TN=35 K (Figure 1). Finally, optical conduc-
tivity measurements on PuCoGa5 will provide new in-
formation about 1) electron-phonon coupling, which is 
a necessary ingredient for a realistic model of the band 
structure, 2) a characteristic energy scale for the Pu mag-
netic moments, and 3) the nature of the superconduct-
ing state below 18.5 K.

Figure 1. Magnetic susceptibility measurements of PuNiSi2. 
Note the antiferromagnetic transition at 35 K.
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Uranium Compounds

During the Wing 5 laboratory setup, our efforts focused on 
U and U compounds. Conductivity measurements on α-U to 
fields of 143 T and optical transmission studies were con-
ducted with new apparatus to 185 T. These measurements 
led to the development of a new magnetic susceptibility ca-
pability that has been applied to actinide materials to 170 T.

We discovered a new family of UM2Zn20 (M=Co, Rh) in 
which the U atoms are weakly hybridized with a shell of Zn 
atoms and behave as local-moments embedded in a metal-
lic host.  Anderson model fits in the extreme Kondo (local) 
limit to the magnetic susceptibility, specific heat, and dy-
namic susceptibility data reveal that these materials have 
a characteristic energy scale (Kondo temperature) of order 
TK=20 K.  Thus, UM2Zn20 are model systems to investigate a 
particularly simple (localized) limit of the Anderson model 
that incorporates strong electronic correlations.

Technique Development

Our intensive technique developments are directed to mea-
surements at the National High Magnetic Field Laboratory 
(NHMFL). Significant effort went into a quasi-optical GHz 
technique for measurement of the cyclotron resonance of 
metals for application to the single-turn magnet system. 
Electron paramagnetic resonance experiments and conduc-
tivity measurements were successfully demonstrated with 
the basic components to assess the time response feasibility 
of the technique.

We recently began measurements on USb2 using the 
piezolever torque magnetometer and tunnel diode os-
cillator (TDO) contactless resistivity systems. Quantum 
oscillations were observed using both techniques, al-
though the piezolever has superior resolution (Figure 2). 

Piezolever torque magnetometry Data 

Figure 2. Quantum oscillations in USb2 as a function of tempera-
ture measured using the piezolever torque magnetometer.

These results are an important step towards doing the first-
ever measurements on Pu materials, which we will begin 
early in 2009.

Theory

Our theoretical studies continue to be extremely produc-
tive. We have derived an effective Hamiltonian for α and δ 
Pu, calculated the integrated photoemission spectrum for 
these phases (Figure 3), and calculated their specific heats 
[1, 2]. The latter two compare favorably to experiments 
conducted by co-investigators on this project.

Figure 3. Measured angle-integrated PES for alpha-Pu (a) and 
delta-Pu (b). Experimental data and fit are shown in black lines. 
The different peak components obtained from the fit are shown 
as blue lines, while the measured curve convoluted with the 
experimental conditions is shown in red. Panel (b) also shows the 
hν=115eV Fano resonance scan for delta-Pu as a green line.

Our dynamical mean field theory (DMFT) work on the 
spectral properties of Pu [3] was a significant advance in 
the field in several respects: we did the calculations at the 
temperature at which δ-Pu is stable; we use a Quantum 
Monte Carlo solver, which is the only exact DMFT solver; 
we used a tight-binding fit that made the separation of the 
many-body and one-electron band-structure aspects very 
clean and transparent; and, we showed that it was ex-
tremely important to allow the f-electron occupancy to be 
treated as an adjustable parameter.  We showed that the f-
electron occupancy drastically changes the photoemission 
spectra, and hence the DMFT results cannot be trusted 
to give the correct physics without examining the depen-
dence of the properties on the f-electron occupancy [3].

We applied LDA+U and GW approaches towards under-
standing how they modify the correlations in Pu. Within 
the LDA+U framework, the short bonds in α-Pu stabilize 
the electronic structure from correlation effects, whereas 
the longer bonds in δ-Pu are not as effective.  The short 
bonds in α-Pu create an effective large kinetic energy term 
that inhibits volume expansion as the Hubbard U (correla-
tion) is increased.  In contrast, correlation effects (large 
U) quickly cause a large volume expansion in δ-Pu.  This 
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explains one of the main physical characteristics that ties 
electronic structure and physical properties.

We performed the very first GW calculations on U and Pu.  
GW is the only rigorous first-principles method to include 
correlation physics beyond the band-structure level. We 
find significant band narrowing in U that is characteristic of 
strongly correlated materials [4]. Our Pu calculations show 
that besides the narrowing of individual bands, correla-
tion effects also dramatically reduce crystal field effects, 
which cause the largest reduction in the effective density 
of states [5].

We carefully considered the effect of more realistic Cou-
lomb correlations to provide a better treatment of intra-
atomic Coulombic effects on more sophisticated many-
body theories for Pu.  We have shown that starting from 
a jmj basis rather than the usual lml basis has significant 
advantages for Pu, since a simpler density-density approxi-
mation for the Coulomb terms are a good approximation 
compared to an exact treatment of these effects when 
strong spin-orbit coupling is present [6].  We submitted a 
paper to include spin-orbit properly for f-electron systems 
when using tight-binding theory [7].

We developed a new solver for the single impurity Ander-
son model that is based on recursion operator techniques 
[8].  This is an important since more accurate solvers are 
needed at zero and low temperatures for sophisticated 
DMFT calculations of Pu and other actinides. Finally, we 
published a new mechanism for the atomic pathways for 
the α´ to δ transformation in Pu based on symmetry con-
siderations [9].

Future Work

We made several strategic changes to our project that en-
hance our capabilities: 1) addition of photoemission spec-
troscopy, and angle-resolved photoemission (ARPES) in 
particular, to understand band hybridization and bonding; 
2) focusing efforts on simpler 2D compounds such as PuSb2 
that are better suited for piezolever and TDO magnetom-
etry; and 3), begun development of a δ-Pu single crystal 
synthesis technique that will allow us to measure single-
crystal Pu properties. We will also:

Install induction melter in Wing 5 to make Pu Kondo • 
alloys

Prepare PuCoGa• 5, PuSb2, and Pu2MIn8 (M=Co, Rh, Ir) 
for dHvA and angle-resolved photoemission

Measure ARPES of PuSb• 2 and Pu2RhGa8 for f-to-con-
duction band hybridization and bonding

Measure angle-integrated temperature dependence of • 
δ-Pu for electron-phonon coupling

Calculate the Fermi surface for USb• 2, PuSb2, and Pu3Ga 
for integration with experiments

Finish analyzing GW calculations for δ-Pu as a function • 
of volume and extend these calculations for α-Pu

Make new DMFT calculations on Pu• 3Ga to understand 
the role of Ga in stabilizing the fcc crystal structure as 
well as the strong correlations in Pu

Improve the new recursion operator technique for the • 
single-impurity Anderson-model solvers.

Conclusion

We are collecting experimental data and developing theo-
retical models to elucidate how correlations quench the 
magnetism of U and Pu. This allows an explanation of 
how differences in the electronic correlations in U and Pu 
modify properties of these metals. Innovative cyclotron-
band mass and Fermi surface measurements of U and Pu 
in ultra-high magnetic fields are starting to challenge our 
theories, enabling us to select the best. DMFT is the theo-
retical framework to integrate our experimental results. 
We will calculate effective mass, high-temperature atomic 
forces, and the Kondo properties, understanding how elec-
tronic correlation effects quench magnetism in pure Pu.
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Introduction

The field of metamaterials  has blossomed with the 
realization that it is possible to create “artificial” 
electromagnetic  composites that combine tailored 
magnetic and electric response. This has led to the 
demonstration of unique functional behavior such as 
a negative index of refraction, which is not attainable 
with naturally occurring materials. Such novel electro-
magnetic properties, coupled with the scalability of the 
metamaterial response from radio-frequency to near 
optical frequencies, have resulted in a flurry of research 
activity with a view towards both fundamental under-
standing and practical applications. In short, metamate-
rials provide a new scale-invariant design paradigm to 
create functional materials that revolutionize our ability 
to manipulate, control, and detect electromagnetic ra-
diation. The grand challenge in metamaterials research 
is to fully exploit this potential to create new electro-
magnetic devices addressing threat reduction applica-
tions. Our objective is to advance the understanding of 
metamaterial properties with a view towards utilizing 
such structures to create functional electromagnetic 
structures and devices relevant to threat reduction 
applications at far-infrared frequencies. Specifically, 
we will design, fabricate, and characterize the follow-
ing metamaterial devices for communication, detec-
tion, and electromagnetic cloaking applications at 
far-infrared frequencies. The ability to image objects 
at far-infrared frequencies, to covertly transmit data at 
high bit-rates at difficult to detect wavelengths, or to 
cloak an object from interrogating radiation is highly 
desirable goals with regards to threat reduction. Thus, 
such electromagnetic metamaterials devices offer con-
siderable potential as transformational components of 
an overall system architecture designed to mitigate or 
detect a potential threat.

Benefit to National Security Missions

This work will develop metamaterial devices to push 
the state of the art in terahertz communication and 
detection and lays the foundation for electromagnetic 
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cloaking applications. As such, this work supports NN-
SA’s mission of threat reduction by advancing the possi-
bility of using THz radiation for, as one example, secure 
communication.

Progress

We designed, fabricated, and characterized a series of 
planar THz metamaterials and their inverse structures 
termed complementary metamaterials. These planar 
THz metamaterials can serve as THz filters, transpar-
ent THz windows, find applications in FIR spectroscopy, 
astronomy, laser cavity output couplers, and form the 
base in developing more advanced functional THz de-
vices and components. When planar THz metamateri-
als are fabricated on a high resistivity semiconductor 
substrate, their resonant response can be dynamically 
switched upon photoexcitation of substrate free charge 
carriers, which short-circuit the split gaps of the meta-
material elements and turn off the THz metamaterial 
resonance. In such a way, the metamaterial effective 
permittivity is switched between negative and posi-
tive values, and the THz transmission intensity is ef-
fectively modulated with very high modulation depth 
under relatively low photoexcitation fluence Although 
the switching on could be ultrafast (<1 ps), the switch-
ing off recovery time is relatively slow due to the long 
carrier lifetimes in crystalline semiconductors. We 
overcome this issue by the use of MBE grown ErAs/
GaAs nanoisland superlattice substrates, where the car-
rier lifetimes can be designed to have desired values 
from sub-picosecond to tens of picoseconds. With a 
designed carrier lifetime of ~10 ps, we demonstrate 
a switching recovery time of ~20 ps using either an 
original or complementary metamaterial structures by 
optical-pump THz-probe measurements. In such a way 
we demonstrated high performance ultrafast dynamical 
THz metamaterial switches.   In many applications it is 
desirable to have electrically switchable  metamateri-
als. We demonstrated a unique design of hybrid THz 
metamaterial employing the Schottky diode structure. 
When the all-connected metal metamaterial elements 
are fabricated on a slightly doped semiconductor sub-
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strate, a Schottky diode structure forms and the depletion 
regions can be actively controlled by applying a voltage 
bias between the metamaterial and substrate. This leads 
to a modified conductivity of the substrate particularly 
near the split gaps, thereby actively switching the meta-
material resonant response and the THz transmission.  The 
results show a switching/modulation depth of 50% for the 
transmitted THz intensity, which is one order of magnitude 
improvement over the existing electrically driving terahertz 
switch/modulator based on quantum well structures, and 
importantly, operates at room temperatures.

For THz detection we are developing the use of bimaterial 
cantilever detectors where the absorption of electromag-
netic radiation is enhanced through the incorporation of 
resonant metamaterials. This approach is based on meta-
materials, which provide for the synthesis of design-specific 
electromagnetic resonances coupled with MEMS cantilever 
technology. Fabrication of strongly absorbing MM elements 
on a MEMS cantilever will lead to a deflection of the canti-
lever when terahertz (THz) radiation is incident. The prin-
ciple of operation is that cantilevers are fabricated from two 
materials with different coefficients of thermal expansion 
(typically Si3N4 and Au). The absorption induced deflection 
can, in turn, be measured using optical readout. The pos-
sibility of incorporating MM into the detector is of crucial 
importance at THz frequencies where it is difficult to find 
highly absorbing materials at this wavelength range that, 
further, are compatible with MEMS processing. A crucial as-
pect of any thermally-based detection radiation detector is 
to have a low thermal mass to obtain the greatest possible 
temperature change for a given incident flux. Free standing 
cantilevers meet this requirement. A preliminary thermal 
analysis of these detectors suggests that it should be possi-
ble to achieve a noise equivalent temperature difference of 
~10mK, a very competitive technology for the detection of 
THz radiation. To date, we have fabricated initial structures 
of free-standing metamaterials on bimaterial cantilevers. 
In the next stage of this work, we will fabricate single pixel 
samples, which are optimized for THz radiation detection. 
The deflection of the cantilever upon absorption of THz ra-
diation will be measured using optical readout methods.

An issue that determines, in part, how well a metamate-
rial enhanced thermal detector works is how much of the 
incident radiation is absorbed. We have previously dem-
onstrated that approximately 25% of the radiation incident 
on a single layer metamterial structure is absorbed and 
converted to heat. We have also been investigating more 
advanced two-layer structures to further enhance the 
absorption of terahertz radiation. Our design consists of 
a bilayer unit cell, which allows for maximization of the 
absorption through independent tuning of the electrical 
permittivity and magnetic permeability. Theoretical calcu-
lations suggest that near unity absorption can be obtained. 
The reflection and transmission were both measured and 

from this the absorption determined. An experimental 
absorptivity of 70% at 1.3 terahertz is demonstrated. In 
subsequent work, we plan on increasing the absorptivity 
through refinement of the fabrication process. Ultimately, 
our goal is to incorporate the two-layer metamaterial 
structure onto the bimaterial pixels to maximize sensor 
sensitivity.

One of the key steps to creating an electromagnetic cloak 
at THz frequencies is to fabricate a flexible THz metama-
terial, one that can be wrapped into a circular or tubular 
shape without affecting performance. We have recently 
demonstrated fabrication and characterization of THz 
metamaterials based on flexible Kapton substrates.  Kapton 
is a very flexible substrate but at the same time maintains 
enough transverse dimensional stability to ensure that 
the metallic SRRs fabricated on its surface do not “break 
up” thus destroying their electrical properties. In addition, 
we have demonstrated that these metamaterials can be 
stacked in multiple layers to create a quasi-bulk metamate-
rial, with important implications towards creating a real 
THz cloak.

Future Work

Our objective is to advance the understanding of meta-
material properties with a view towards utilizing such 
structures to create functional electromagnetic structures 
and devices relevant to threat reduction applications at far-
infrared frequencies. Specifically, we will design, fabricate, 
and characterize the following metamaterial devices:

Bolometric focal plane array: the pixels will be com-1. 
prised of highly absorptive electric metamaterials opti-
mized for far-infrared imaging and detection.

Active metamaterial switches: we will develop meta-2. 
material modulators for high-bit-rate signal processing 
and covert communication.

Electromagnetic cloaking: recent theoretical research 3. 
suggests the possibility of using electric and magnetic 
metamaterials to hide objects from electromagnetic 
radiation. We propose to theoretically and experimen-
tally investigate the potential electromagnetic “cloak-
ing” property of metamaterials.

The ability to image objects at far-infrared frequencies, to 
covertly transmit data at high bit-rates at difficult to de-
tect wavelengths, or to cloak an object from interrogating 
radiation is highly desirable goals with regards to threat 
reduction. Thus, such electromagnetic MM devices offer 
considerable potential as transformational components of 
an overall system architecture designed to mitigate or de-
tect a potential threat.

The scientific underpinnings of such devices derives from 
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the recent realization that it is possible to design and fab-
ricate resonant sub-wavelength “particles”. Importantly, 
particles can be designed to exhibit an electrically resonant 
or magnetically resonant response and, further, can be 
combined to achieve novel electromagnetic behavior (e.g. 
negative index). However, as we have recently demonstrat-
ed, SRRs also exhibit a pronounced (and functional) elec-
tric response. In short, we will create new MM particles 
that can subsequently be incorporated into our proposed 
devices to enhance their operational characteristics.

Conclusion

This project will develop metamaterial devices to push 
frontiers in terahertz communication, detection, and elec-
tromagnetic cloaking applications. Four major results are 
anticipated during the course of this work:

Develop terahertz metamaterial switches wherein the 1. 
switching is accomplished using optical or voltage con-
trol.

Develop enhanced detectors of THz radiation wherein 2. 
metamaterials serve to more efficiently capture the 
incident radiation.

Develop theoretical and experimental tools to fabri-3. 
cate initial metamaterial cloaks to hide an object from 
interrogation by radiation.

Quite generally, advance the state of the art in meta-4. 
materials research paving the way for additional ad-
vances using this new material design paradigm.
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There are many hundreds of materials that, at suf-
ficiently low temperatures, become superconducting. 
The physics of their conventional superconductivity is 
very well understood theoretically, and this theory also 
predicts that the electrons participating in supercon-
ductivity cannot be magnetic, a conclusion supported 
by many experiments. Unexpected discoveries dur-
ing the past two decades have shown, however, that 
some materials become superconducting only when 
magnetism is present or ‘nearby’ and when complex 
electron-electron correlations are very strong. These 
unconventional superconductors cannot be explained 
by any theory, yet they hold substantial promise for 
future energy-saving technologies. The problem posed 
by coexisting unconventional superconductivity and 
magnetism is Grand Challenge to US science, and its 
solution also will bring entirely new understanding to 
the physics of actinide materials, such as plutonium, 
whose complexity arises from strong electronic correla-
tions. The goal of this project is to establish experimen-
tally and theoretically how strong correlations allow 
the same electrons to create coexisting magnetism and 
unconventional superconductivity.

Benefit to National Security Missions

This project supports DOE, Office of Science missions 
by enhancing our understanding of unconventional 
superconductivity, which is needed for future energy 
transmission and storage applications, and addresses 
the Laboratory’s mission in superconductivity from 5f 
electrons.

Progress

This year, substantial progress has been made theoreti-
cally and experimentally in revealing and understand-
ing the coexistence of magnetic and superconducting 
electrons in strongly correlated matter. Experimentally, 
research has focused on a class of strongly correlated 
materials CeMIn5 (where M=Rh, Co and Ir) that led 
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to the discovery of the first Pu-based superconductor 
PuCoGa5. Though superconductivity in PuCoGa5 can be 
destroyed by a very high magnetic field, higher than 
any currently available, the critical field required to 
completely suppress superconductivity in its relative 
CeCoIn5, though high, is accessible. Using neutron dif-
fraction at extremes of very low temperatures and high 
magnetic fields, we have discovered that a magnetic 
field creates quantized units of magnetic flux with a 
very unusual distribution in the superconducting state 
of CeCoIn5. This result, published in the journal Science 
[1], led us to suspect that the unusual distribution of 
flux could be due to magnetism. Indeed, further neu-
tron measurements have shown that long range mag-
netic order is established in the low temperature, high 
field superconducting state of CeCoIn5, and most sig-
nificantly that magnetism exists only inside the super-
conducting state. This exciting result, also published in 
Science [2], confirms our earlier conclusion from NMR 
studies that superconductivity is, in fact, necessary for 
magnetic order, a totally new and unexpected phenom-
enon that derives from strong electronic correlations 
and that should be observed in related systems. We 
also have shown that this unusual state is highly sensi-
tive to a small amount (a few hundred parts per million) 
of chemical disorder [3].

CeRhIn5 offers an example where we can study coex-
isting magnetic order and superconductivity in the 
absence of an applied field, but applied pressure is 
necessary to access this coexistence. In a very produc-
tive collaboration, we have used the unique capability 
of field-angle dependent specific heat measurements 
under pressure to establish that pressure-induced su-
perconductivity in CeRhIn5 is unconventional when it 
coexists with antiferromagnetic order [4] and that the 
nature of that unconventional state is inconsistent with 
some theoretical predictions [5].

Besides field-induced coexistence of magnetism and 
superconductivity in CeCoIn5, replacing a small  number 
(~0.5 %) of In atoms by Cd or Hg also induces a phase 
of coexistence in the absence of a magnetic field. Us-
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ing NMR, we have found that magnetism nucleates initially 
around the Cd ‘impurity’ and then spreads spatially to coex-
ist uniformly and homogeneously throughout the sample’s 
bulk [6]. Neutron diffraction on this material shows that the 
development of magnetic order is arrested abruptly as su-
perconductivity sets in, providing very strong evidence that 
the same electrons are involved in producing both magnet-
ic order and unconventional superconductivity. We are pur-
suing these discoveries aggressively using the full arsenal of 
techniques available to our collaborators and us.

One of those techniques is photoemission spectroscopy 
that has been used to reveal the role of strong correlations 
in modifying the microscopic electronic structure of the 
CeMIn5 materials and a related but non-superconducting 5f 
-electron material USb2. These studies show that fine de-
tails of the electronic structure in USb2 are changed in the 
same way as they are in the high-temperature cuprate su-
perconductors, and we have shown for the first time theo-
retically how this change develops from strong correlations.

More broadly, theory and modeling have revealed new 
perspectives on the origin and consequences of coexist-
ing magnetic and superconducting electrons. At the level 
of phenomenology, we have developed Ginzburg-Landau 
models to capture the highly anomalous pressure and field 
responses of CeRhIn5.  These models account for the pres-
sure-dependence of hybridization of d- and f-electrons and 
capture qualitative aspects of experimental observations.  
Related models have been constructed to incorporate in-
teractions necessary for a field-induced magnetic phase 
in unconventional superconductors, such as CeCoIn5.  At a 
microscopic level, we have constructed a model that incor-
porates local spin correlations in a magnetically disordered 
system with strong electronic correlations and have shown 
that this model leads to novel inhomogeneous states that 
are characterized by non-harmonic charge modulation and 
spatially dependent interactions among correlated elec-
trons. The existence of these ‘Kondo stripes’ opens the pos-
sibility of coexisting superconductivity or magnetism [7]. In 
parallel and complementing this work, we have studied a 
low-dimensional version of a Kondo-Lattice model in which 
the conduction band is correlated. In contrast to the con-
ventional boson-mediated paring mechanism, we have dis-
covered that the 1D version of the model contains a robust, 
non-conventional  pairing mechanism due to a confining in-
teraction between topological defects (solitons) attached to 
each carrier. For a long enough antiferromagnetic correla-
tion length, this pairing mechanism leads to a ground state 
with dominant superconducting fluctuations (long-ranged 
superconductivity cannot be stabilized in 1D).  These devel-
opments represent major steps toward understanding how 
magnetic and superconducting electrons might emerge and 
coexist from strong electron-electron correlations.

Though this project focuses on f-electron materials, the 

report this year of new 3d-electron systems in which su-
perconductivity developed in close proximity to magnetic 
order presented an opportunity to apply our expertise to 
understand these (possibly) complementary materials. In 
just three months, we discovered four new superconduc-
tors, CaFe2As2 (under pressure), BaNi2As2, SrNi2As2 and 
SrNi2P2. Our study of these single crystals and related sys-
tems by NMR and thermodynamic as well as electrical and 
thermal transport techniques has shown that magnetism of 
Fe could play a role in producing superconductivity, which 
it certainly does in the correlated f-electron compounds we 
study, but unlike the f-electron systems, magnetism also is 
coupled in some cases to structural transitions.  Magnetism 
seems to play a secondary, if any, role in the Ni-containing 
materials, which more likely are conventional superconduc-
tors, and this is being tested by field-dependent thermal 
conductivity studies.   

Future Work

Theoretical and experimental research has established 
unambiguously that the same electrons in a metal cannot 
support simultaneously magnetic order and conventional 
superconductivity, but a clear separation between mag-
netic and superconducting electrons is not possible in 
all materials, such as the high-Tc cuprates and f-electron 
heavy-fermion compounds, whose complexity is domi-
nated by strong electronic correlations. Understanding 
how electronic correlations allow the same electrons to 
participate simultaneously in creating both unconventional 
superconductivity and magnetic order is a significant scien-
tific challenge and has unexplored consequences for an-
ticipated new energy applications of these materials. Our 
scientific objective is to use superconductivity as an experi-
mental diagnostic to develop a semi-microscopic theory 
that captures essential commonalities of cuprate and 
heavy-fermion superconductors, particularly how the same 
electrons simultaneously create magnetism and unconven-
tional superconductivity. To achieve this goal, a closely in-
tegrated experimental and theoretical effort will delineate 
the feedback effects of magnetism on superconductivity 
and superconductivity on magnetism, establish the nature 
and role of intrinsic inhomogeneity in electronic degrees of 
freedom, and apply universal principles to predict and dis-
cover new strongly correlated electron superconductors

Conclusion

The discovery nearly 20 years ago of high temperature 
superconductivity in complex copper oxide materials held 
great promise for revolutionizing electrical power trans-
mission and storage. The promise of this discovery has not 
been realized fully, in part because we still do not under-
stand how electrons interact strongly to produce uncon-
ventional superconductivity in these and related materials 
formed from f-electron elements. This project focuses on 
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providing basic understanding of the interacting electrons 
and how these electrons affect the utility of unconvention-
al superconductors for energy applications.
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Introduction

The goal of this LDRD project is to develop an atomic-
level understanding of the “aging” of palladium tritide.  
“Aging” refers to the decreased capacity of the palla-
dium host to store radioactive tritium gas, and to retain 
3He generated by the decay of the tritium, with time.  

Tritium (T), and its non-radioactive isotopes hydrogen 
(H) and deuterium (D), is easily incorporated into Pd, 
where it occupies interstitial sites of the type (½, 0, 
0).  In Pd-tritide, 3He atoms are continuously born by 
radioactive decay of tritium (half-life = 12.3 years).  It 
is normally assumed that newly born 3He atoms reside 
in the same (½, 0, 0)-type position occupied by the 
parent tritium atom. Eventually, the 3He atoms coalesce 
into dimers, trimers, and higher-order aggregates.  The 
physics of this coalescence process is not understood.  
When a 3He aggregate reaches a critical size, it trans-
forms into a bubble, where the 3He atoms are not in 
registry with the Pd lattice.  Over time, more 3He is 
incorporated into a bubble, causing it to grow.  Ulti-
mately, all the 3He contained in the bubbles is released, 
presumably by fracture in the Pd-tritide host.  This 
completes the aging process.

In this project, we are integrating experiment, theory, 
and computer modeling to develop an atomic-level 
understanding of aging.   Below we outline the studies 
undertaken and discuss our progress to-date.

Benefit to National Security Missions

This project supports the NNSA mission in Nuclear 
Weapons by enhancing our understanding of the long-
term retention of 3He in a metal tritide host. 

Physics of Helium Retention in Palladium/Tritum Systems
Douglas Joseph Safarik

20070074DR

Progress

Thermodynamics of Pd-(H, D, T) and Pd-T-3He systems 

The Pd-H and Pd-D systems have been extensively stud-
ied, but many of their thermodynamic properties are 
only partially known or poorly understood.  Further-
more, the literature contains scarcely little thermody-
namic data for the Pd-T system. It is therefore imperative 
to carefully characterize the thermodynamic properties 
of Pd-H isotope systems.

We have built two Sieverts’ machines for measuring the 
equilibrium phase diagram of Pd-H isotope systems.  One 
machine, located at MST-8, is being used to characterize 
PdH and Pd-D.  The other machine, located at the WETF 
tritium facility, is being used to study Pd-T-3He.

Figure 1 shows the pressure-composition equilibrium 
phase diagram for the absorption and desorption of D 
by Pd at various temperatures.  The “plateaus” in these 
curves denote the two-phase equilibrium between the 
dilute Pd(D) solid solution (α phase) and the concentrat-
ed deuteride (β phase).  Notice that the plateau pres-
sures for absorption are higher than those for desorp-
tion, which is known as “hysteresis” [1].  From detailed 
analysis of these and similar data, we have discovered 
that the Pd-D(H) phase diagrams published previously 
[2] are likely not correct.  Our work suggests that there 
are two equilibrium phase diagrams: one for coherent 
and one for incoherent coexistence of α and b phases.  
We have further shown that decomposition of single-
phase Pd-D into α and β phases follows a Curie-Weiss 
law and can thus be treated analogously to a second-
order phase transition.  These are completely new ideas, 
and represent significant advances in our understanding 
of Pd-H systems. Two manuscripts about this work are 
currently in preparation. 
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Figure 1. Pressure-composition isotherms (at three different 
temperatures) for absorption and desorption of deuterium in Pd, 
measured in our Sieverts machine located at MST-8.

The Sieverts’ machine we built at WETF has undergone ex-
haustive testing, as required for certification for operation 
inside a nuclear facility.  Preliminary data for the Pd-T sys-
tem show high precision and good agreement with the liter-
ature.  To date, however, we have measured fewer than 10 
pressure-composition isotherms for the Pd-T system, main-
ly because WETF was non-operational for approximately 11 
of the past 13 months. During the last year alone, the WETF 
facility was non-operational (no tritium delivered) during 
11/1/07  to 3/15/08 and 6/1/08 to present.  As a user of 
this LANL DOE facility, we feel that accomplishment of the 
scientific work is given a low priority. 

Ultrasonic studies of hydrogen short-range ordering in 
palladium-hydride 

 In β-phase Pd-H(D,T), the hydrogen atoms are not randomly 
distributed on the octahedral interstitial sites of the Pd host.  
Indeed, ultrasonic [3] and neutron diffraction [4] measure-
ments suggest the presence of short-range ordering (SRO) 
of the hydrogen atoms.  This implies that there are regions 
within the Pd-tritide lattice that are devoid of tritium atoms, 
and hence 3He atoms cannot be born.

We studied the H-atom SRO by measuring the elastic con-
stants of PdHx single crystals (0.58 < x <0.71) between 1.4 
and 300 K. Figure 2 shows the temperature dependence of 
the shear moduli C’ and C44 for PdH0.59

 during both fast cool-
ing and slow warming.  Notice that for C’, we observe an 
anomaly at ≈50 K during warming, and a hysteresis between 
cooling and warming, whereas for C44 we observe no anom-
aly or hysteresis.  Based on these data, we proposed that 
the H-atom SRO becomes kinetically “frozen” as the Pd-H al-

loy is cooled to low temperatures, and then “thaws” as it is 
warmed.  Furthermore, the presence of the hysteresis in C’ 
but its absence in C44 strongly suggest preferential crystal-
lographic orientation of the SRO. Our data are inconsistent 
with a low-temperature thermodynamic phase transition, 
as is claimed in the literature.  We have published two pa-
pers on these studies [5, 6]. 

Figure 2. Temperature dependence of shear moduli C’ = (C11 
− C12)/2 (left) and C44 (right) for PdH0.59, plotted as the relative 
change in the modulus measured with our Resonant Ultrasound 
Spectroscopy system at MST-8.

Atomistic simulations of the Pd-H system, and prediction 
of the phase diagram

To provide an atomistic-level description for the behavior 
of 3He atoms in β-phase Pd-T-3He, we must first model 
the atom-level behavior of the Pd-T(H) host (without He).  
Previous modeling efforts have little applicability to this 
problem because 1) calculations were done for He in pure 
metals, not hydrides, or 2) the atomic interactions were 
described by pair potentials, which does not account for 
many-body electronic effects present in a transition metal 
such as Pd.  Indeed, all previous efforts to model even the 
binary Pd-H system have failed to reproduce its phase dia-
gram.

We have developed modified-embedded-atom-method 
(MEAM) potentials that represent the Pd-Pd, Pd-H, and H-H 
interactions in Pd-H alloys in a more realistic manner. As in-
put data for these potentials we used all the known physical 
and thermodynamic properties of pure Pd and Pd-H alloys. 
Using these MEAM potentials, we calculated the Pd-H phase 
diagram.  Our calculated phase diagram is in good agree-
ment with the measured one for the Pd-H system, far bet-
ter than all previous modeling efforts. This is an important 
advance in our ability to perform atomistic simulations of 
transition-metal/hydrogen-isotope systems.  A manuscript 
on this work is in preparation.
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Ion channeling studies of the position of 3He in Pd 

To understand aging, we must know where a newly born 
3He atom resides within the Pd-tritide lattice.  Because the 
recoil energy of the 3He atom is only a few electron volts, 
it is usually assumed that a newly born 3He atom resides in 
the same octahedral interstitial site occupied by the parent 
tritium atom.  This assumption, however, has never been 
verified by experiment.

 We have performed ion channeling/nuclear reaction analy-
sis experiments on single crystals of PdD0.02, using 750 keV 
3He+

 ions.  Our measurements confirmed that deuterium at-
oms indeed occupy the octahedral interstitial sites of the Pd 
lattice.  Results for channeling along two different axes of 
the same PdD0.02 crystal are shown in Figure 3.  Here, the or-
dinate is the relative signal intensity, either from Rutherford 
backscattering of 3He+ ions (for Pd), or from 14 MeV protons 
generated by the 3He+ + D reaction (for D).  The abscissa is 
the tilt angle between the incident beam and the axial chan-
nel (either <100> or <110>).  

Figure 3.  Normalized yield (relative signal intensity) versus tilt 
angle for axial channeling along <100> and <110> directions of 
a PdD0.02 single crystal, measured at our MST Ion Beam facility 
(collaboration with Y. Wang).

As shown in the figure, for both <100> and the <110> axial 
channeling the Pd signal shows a dip centered about zero.  
Moreover, the D signal shows a dip centered at zero for 
<100> channeling, but a broad peak for <110> channeling.  
These two results for D are possible on the same crystal only 
if the D atoms are located in octahedral interstitial sites [7].

Set-up of liquid-helium cooled, tritium-capable Resonant 
Ultrasound Spectroscopy (RUS) system 

We have completed installation of a tritium-capable RUS 
apparatus, and received all necessary authorizations for 
its operation in the tritium facility. This apparatus will be 
used to measure the elastic constants of Pd-T and Pd-T-3He 
single crystals to 1) study the kinetics and dynamics of 3He 
coalescence, 2) deduce the symmetry of 3He aggregates at 
various stages of coalescence, and 3) aid in development 
realistic MEAM interatomic potentials for Pd-T and Pd-T-3He 
systems.   

Future Work

In the remaining eleven months of this project, we will fo-
cus on the following activities, listed in order of decreasing 
priority.

Measure pressure-composition isotherms for Pd-T and Pd-
T-3He systems.  

Ion channeling/nuclear reaction analysis studies of the po-
sition of 3He in Pd-3He. 

Elastic constant measurements for Pd-T during aging at 
room and cryogenic temperatures. 

Swelling measurements for Pd-T during aging (using a ca-
pacitance dilatometer). 

Development of realistic MEAM interatomic potentials for 
Pd-T and Pd-T-3He.  

A significant problem is that the WETF tritium facility was 
non-operational for the majority of the first two years of 
this project.   At present, the facility is again shut down, 
stopping all tritium work.  Whenever the facility resumes 
operations, we will immediately resume activities 1-3 
above.

This project has also been hindered by personnel loss.  All 
but one of the key participants who started on this proj-
ect are now gone.  Ricardo Schwarz (Laboratory Fellow 
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and former PI), Mike Baskes (Laboratory Fellow), and José 
Archuleta (Tech-7) all participated in the Laboratory’s Self-
Selection Voluntary Separation Plan (SSP).  Also, Co-PI and 
leader of the tritium facility work, Erica Baron, changed 
career paths and left the project only 8 months after its 
start. Baron and Archuleta have now been replaced, and 
Schwarz works 20% time as an unpaid Guest Scientist.  
Nonetheless, personnel loss has caused us to revise the 
project scope, as discussed at our mid-term review. 
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Introduction

The current generation of exploding bridge wire (EBW) 
detonators has the inherent potential for accidental 
initiation via electrostatic discharge (ESD) events, which 
has driven the development of direct optical initiation 
(DOI) schemes. Current DOI are essentially an “optical” 
EBW. Recent advances in ultrafast laser technology 
are being extended in this project to achieve direct 
quantum controlled initiation (QCI) of explosives. In 
QCI, a laser pulse is temporally shaped to achieve 
initiation, an iterative process using adaptive genetic 
algorithms. The use of shaped laser pulses tailored 
specifically to each energetic material offers a new 
approach for efficient initiation at much lower energies 
than used in DOI. At these low laser energies, only the 
shaped pulse can achieve initiation, leading to safer, 
and perhaps encryptable, systems.

We have achieved coherent control of photoisomeriza-
tion branching in our model system - stilbene. The laser 
source, ultrafast pulse shapers, control algorithms, and 
closed-loop optimization from those studies are being 
applied to carefully manufactured explosives samples. 
The feedback that indicates successful initiation is 
obtained using one of several spectroscopic or thermal 
diagnostics. Large-scale modeling is performed to guide 
experiments and gain insight into the fundamental 
reaction dynamics, with perhaps clues towards new 
potential detonator materials with strong quantum key 
links.

More fundamentally, experimental quantum control 
of molecular dynamics in condensed phases is an 
emerging field with widespread application in control-
ling and understanding mechanisms of chemical and 
physical reactions.

Quantum Control in Condensed Media for Studies of Direct Optical Initiation 
of Explosives 
David Steven Moore

20070077DR

Benefit to National Security Missions

The QCI approach may provide resilience not only 
against accidental initiation through the use of less sen-
sitive explosives, but also against illicit initiation, by act-
ing as a “quantum key”. This which both nuclear weap-
ons (NW) and threat reduction (TR) NNSA missions by 
improving the safety and security of the stockpile.

Progress

We designed a simple scheme for efficient, global 
(coarse-grained) parameter space optimization for 
the stilbene ground and excited state potential energy 
surface (PES) dynamics. Our progress includes the 
means for efficient calculation of the ground and 
excited state PES and the inclusion of the shaped 
electric field into the quantum molecular dynamics 
simulations. We generated a program that can simulate 
the numerically exact quantum wavepacket dynamics 
for a single degree of freedom interacting with an 
electric field of arbitrary form. The electric field was 
also added to a more approximate quantum MD code 
that is capable of treating the dynamics of molecules 
with many degrees of freedom. The latter code was 
tested successfully against the numerically exact code 
for an ultra-short electric field pulse.

We calculated the reaction chemistry of high explosives 
(HMX and TATB) at high temperature and pressure, in 
preparation for modeling the control of high explo-
sive (HE) reaction chemistry, with classical molecular 
dynamics using the ReaxFF reactive force field from 
Caltech. This produced significant headway in under-
standing the reaction kinetics of HMX decomposition 
and the difference in carbon condensation for the 
two explosives. We developed a first principles com-
putational package for determining the anharmonic 
couplings between vibrational normal modes (phonons 
and vibrons) in molecular crystals and in particular in 
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energetic materials, including an efficient parallel code to 
handle the extended super cell geometry.

We developed a generalized time dependent variational 
approach for calculations of electronic spectra during 
transit near and through a conical intersection. The results 
will guide experiments by indicating the optimal spectro-
scopic probes. We determined some of the critical initia-
tion diameters of HE of interest using a flexible test bed 
for initiation spot size testing. We utilized single crystal 
HE samples to understand basic HE material phenomena 
such as defect concentration, quasistatic compression, 
isothermal compression, isentropic compression, and THz 
spectroscopy. We utilized 2D-IR spectroscopy to measure 
vibrational dynamics in thin PETN polycrystalline films. The 
2D-IR results include the homogeneous line width, inho-
mogeneous line width, dephasing times (from 1.8 to 3.5 
ps) and intra-vibrational mode couplings.

We developed a state of the art optimal quantum control 
capability including pulse shaping, measurement of 
fitness or result, and closed-loop computer controlled 
optimization of the pulse shape to maximize or minimize 
the fitness. We developed this capability in the visible 
(800 nm) as well as UV (both 400 and 266 nm - the latter 
a world’s first). Using this capability, we demonstrated 
control of the photoisomerization branching ratio in 
stilbene, enhancing or suppressing the cis and trans yields 
at will. We have begun producing the well-controlled HE 
samples needed to extend this optimal quantum control 
capability into the realm of HE initiation control. We 
constructed and tested pulse spectral broadening in a gas 
cell to allow greater control bandwidth, and have achieved 
more than a factor of four increase in control bandwidth. 
Greater bandwidth allows a larger choice of molecular 
vibronic features in the control space. We developed and 
optimized a spectrally resolved electronic transient absorp-
tion spectrometer that can measure small changes in 
spectra across the range 320-750 nm in a single laser shot.

We formulated a nanogold / PETN detonator powder and 
performed direct optical initiation experiments to demon-
strate plasmonic resonance enhancement. The gold nano-
particle size was chosen to maximize coupling to the 1064 
nm drive laser wavelength. DOI data is being analyzed.

Finally, we investigated the properties of the control pulse 
shape needed to achieve a quantum key. The idea of 
“quantum key” hinges on the assumptions that these pulse 
shapes are 1) relatively rare due to the complexity of the 
system, and 2) hard to obtain. Due to the complex nature 
of the chemical control landscape, we tend to think that 
both these assumptions are probably valid.

Future Work

Explosives are very difficult to directly initiate using lasers; 
low-density pressings and large laser energies are re-
quired, if initiation can be achieved at all. A new approach 
that promises efficient initiation is coherent control using 
shaped laser pulses tailored specifically to each energetic 
material. A model system (photochemical branching in stil-
bene) was used to optimize laser sources and develop and 
test control algorithms. Those results are being extended 
to direct quantum-controlled initiation of explosives, which 
may not only lead to the most efficient pathway for initia-
tion, it also naturally embodies a “quantum key” to en-
able the event. Large scale modeling is being performed 
to guide the control feedback experiments, and also to 
achieve inversion of the optimal control waveform into real 
molecular coordinate space on the potential energy sur-
faces, giving insight into the fundamental reaction dynam-
ics and perhaps promoting a discovery path towards new 
potential (and better) detonator materials. We are continu-
ing to address the tasks that were originally proposed for 
this project:

Use adaptive pulse shaping to control both the cis/1. 
trans isomerization ratio and cyclization quantum 
yield in stilbene solutions and solid mixtures, using 
UV/visible absorption as feedback. Perform accurate 
dynamics simulations on stilbene’s well-characterized 
potential energy surfaces; compare to experiment 
(Complete).

Extend task 1 results to explosives.2. 

Manufacture several HE (e.g., PETN, HMX, RDX, HNS) • 
single crystals and polycrystalline thin films; measure 
vibrational dephasing times (when not known).

Perform control algorithm feedback experiments on • 
thin single crystal HE samples using UV/visible absorp-
tion, Raman, and infrared absorption feedback (UV/
visible absorption is the easiest experimentally).

Extend subtask 2b to polycrystalline samples.• 

Compare molecular modeling to experimental results; 3. 
use modeling to guide feedback experiments.

Develop theory and modeling necessary to invert the 4. 
optimal control algorithm onto molecular coordinates.

Devise methods to transfer optimal pulse shapes to 5. 
photonics engineered devices.
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Conclusion

The detonator is the weak safety link in explosive systems. 
Detonators can use environmentally hazardous materi-
als (lead and mercury), or be accidentally set off by elec-
trostatic discharge or illicit means. These drawbacks can 
be avoided using less sensitive materials, but with larger 
energy requirements. This project seeks to develop a new 
laser method to initiate detonation in low sensitivity en-
ergetic materials, increasing the safety of detonators. The 
technique uses adaptive pulse-shaping techniques to drive 
the desired chemical reaction. An additional layer of safety 
is achieved because the pulse shape is like a “key” in the 
detonation “lock.”
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Introduction

The overall objective of this LDRD-DR project is to de-
velop a new approach to the production of hydrogen 
from renewable sources, water, and solar energy. Pho-
tosynthetic water oxidation is catalyzed by the oxygen 
evolving complex (OEC) of photosystem II. Hydroge-
nases from various microorganisms catalyze the pro-
duction of hydrogen from protons and electrons at ex-
traordinarily high rates (up to 104 turnovers/sec) using 
nonprecious metals (principally iron). Despite decades 
of effort, scientists have not yet come close to mimick-
ing these natural systems. Two major scientific barriers 
persist: developing efficient (molecular) catalysts for 
water oxidation and hydrogen production, and coupling 
these reactions to a photochemical energy source. Our 
approach is to use natural systems to guide the design 
of synthetic inorganic catalysts and their assembly for 
photochemical water splitting, to produce hydrogen 
and oxygen. Our approach follows the lead of biology, 
to develop functional modules that can be individually 
optimized and assembled to create a complete system. 
Our specific aims are: 1) to develop hydrogen and oxy-
gen catalyst modules inspired and informed by analo-
gous biological systems; 2) to couple these catalysts to 
photochemical modules that will provide the energy to 
drive the reactions; 3) to integrate each of these mod-
ules into a system capable of splitting water using solar 
energy.

Benefit to National Security Missions

This project supports the DOE mission in Energy and Re-
newable Energy by providing the scientific foundation 
for the development of efficient photochemical produc-
tion of hydrogen from water and solar energy. Deploy-
able energy sources are also critical to the Department 
of Defense and other deployed national security assets.

Biomimetic Hydrogen Production by Photoinitiated Transition Metal Catalysis
Richard Brian Dyer

20070096DR

Progress

Photochemical Water Oxidation

We have developed a family of molecularly bridged 
dyads from terpyridine/bipyridine complexes of ruthe-
nium that combine a sensitizing unit for photoexcitation 
by visible light and a catalytic unit with capability for 
multi-electron/multi-proton reactivity. The preparation 
of such dyads was based on a synthetic methodology in-
volving coupling of the two units (chromophore and cat-
alyst) via metal-catalyzed reactions using various linkers. 
The bimetallic dyads and corresponding monometallic 
components were structurally and electronically charac-
terized by spectroscopic techniques and electrochem-
istry, including spectroelectrochemical approaches for 
the study of all redox states in situ (e.g. RuII/RuIII/RuIV). 
The chemically relevant metal-to-ligand charge-transfer 
states of the photoexcited chromophore-catalyst dyads 
were investigated using time-resolved fluorescence 
and transient absorption spectroscopies. Also essential 
to the photophysical studies were the analytical com-
parisons between the absorption/emission properties 
of the dyad systems and their building blocks. Among 
our key accomplishments this year was the successful 
demonstration that, under simulated sunlight and in 
the presence of sacrificial electron acceptors, the chro-
mophore-catalyst assemblies can 1) undergo activation 
by photoinitiated stepwise electron transfer and charge 
separation, and 2) perform photocatalytic oxidation of 
organics (such as the 2-electron/2-proton conversion 
of isopropyl alcohol into acetone) with several tens of 
turnovers, as probed by NMR spectroscopy and gas 
chromatography/mass spectrometry. We also initiated 
kinetic and mechanistic studies of water oxidation with 
O2 evolution for monometallic catalysts and will then 
focus on incorporating and optimizing such units in new 
dyads with capability for the 4-electron/4-proton photo-
oxidation of water. As a strategy to promote efficient, 
intramolecular electron transfer upon photoexcitation, 
we also designed a triad assembly containing an elec-
tron acceptor (methyl viologen) covalently attached to 
the photosensitizing unit. Following our initial efforts on 
the characterization of homogeneous photocatalysis in 
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solution, we are preparing dyad assemblies functionalized 
with suitable anchoring groups for attachment onto metal-
oxide semiconductor surfaces (especially TiO2) to drive 
heterogeneous water-oxidation photocatalysis in a scheme 
integrated with the H2 module.

Hydrogen Catalyst development

We have continued to make progress on the synthesis and 
characterization of divalent, mononuclear iron complexes 
as hydrogen catalysts.  A series of aromatic N-S ligands in-
cluding pyridine 2-thiol, 2- and 8-mercaptoquinoline have 
been investigated for their ability to stabilize (and aid in 
crystallization) suitable Fe(II) synthons. Preliminary results 
indicate these moieties can indeed be isolated as shown 
in Figure 1. Current efforts are focused on preparing sin-
gly ligated versions of these compounds, because double 
chloride ion abstraction from the (dcpe)FeCl2 precursor 
(using only 1 eqiv of N-SH) seems to compete with mono-
substitution to yield the desired  (dcpe)FeCl(N-S) species. 
Addition of a (sterically encumbered) π-accepting ligand 
directly to the (dcpe)FeCl2 precursor and then reaction 
with one equivalent of pyridine 2-thiol, 2- or 8-mercapto-
quinoline leads to the desired mono-chloride product that 
is currently being investigated for its ability to form coordi-
nate H/H2 fragments. Current efforts are also focused on a 
series of (py)2FeCl2 derived targets as (py)4FeCl2 is a readily 
available synthon, as are a series of alkyl/chloride derived 
adducts derived from this molecule.

Figure 1. Synthetic scheme for preparation of Fe(II) hydrogen 
production catalysts

Our second approach to hydrogen production involves the 
development of catalysts based on Pd-Trost chemistry. 
Upon addition of acid ((CF3SO3)2NH) or formic acid) to the 
Pd-Trost catalyst, we observe the formation of H2 and the 
Pd0Trost* species reverts to PdIITrost*.  Conversely, H2 can 
also be liberated by first, addition of acid to PdTrost* to 
form the fully protonated PdIITrost*(H)2

2+ then reduction by 
(Cp*

2Co). We have been able to observe pertinent interme-
diates along both pathways via NMR spectroscopy.

Catalyst development has been guided by theory and 
computation, using high level Density Functional Theory 
(DFT).  For example, a close interaction between theory 
and experiment has helped to elucidate the mechanism of 
H2 formation in the Pd-Trost catalyst. Much of our effort to 
date has been on generating optimized geometries for the 
intermediate species based on different Pd oxidation states 
and H+ binding sites.  Using a simplified model shown in 
Figure 2a, we are able to show that the structure remains 
fairly intact upon reduction or addition of two H+ atoms to 
the PdII species.  However, more interesting chemistry oc-
curs upon protonation of the doubly reduced species and 
we believe that one of the intermediate products is a Pd0 
14-electron species shown in Figure 2b with a Pd-H dis-
tance of 2.627 Å.  We are currently analyzing the energetic 
landscape of these species to determine a thermodynami-
cally and kinetically favorable route to H2 formation. 

Figure 2. (a) Simplified model used in DFT calculations of the 
Pd-Trost catalyst; (b) Optimized geometry of [Pd-TrostH]-

A second fruitful contribution of theory is our work on 
calculating redox potentials of Fe(II) systems.  First, we 
accurately predicted the redox potentials of a series of bi-
metallic FeIFeI complexes based on the hydrogenase metal-
loenzyme.  More recently, we have extended our research 
to other transition metal complexes, which contain varying 
oxidation states and charges, to benchmark our methods 
to redox couples that are not necessarily reversible on 
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the electrochemical time scale.  A natural starting point 
to probe the abilities of DFT to provide accurate redox po-
tentials was an analysis of ferrocene.  To date, many other 
researchers calculate redox potentials using DFT methods 
and they reference their results to a standard electrode, 
such as the standard hydrogen electrode (SHE).  However, 
using ferrocene as an example, we have shown that calcu-
lating solvation free energies alone is not an appropriate 
quantity when referencing results to SHE.

Photochemistry Module

Work on the photochemistry module has focused on the 
use of nanocrystalline semiconductor materials to accom-
plish light harvesting and initial charge separation. Specifi-
cally we have investigated the use of WO3 nanocrystalline 
thin films for solar water splitting.  We developed a sol gel 
method for constructing thin films of nanocrystalline WO3 
that could be incorporated into a tandem cell for solar 
water splitting.  This tandem cell was used to successfully 
demonstrate the proof of principle of our water splitting 
scheme. We plan to add both H2 production and water 
oxidation catalysts (developed as described above) to this 
scheme that we expect to greatly increase the overall ef-
ficiency of the process.

Future Work

Our general approach to the complex problem of a cata-
lytic water splitting cycle is to subdivide the problem into 
tractable pieces. The key elements of our approach are 
synthetic “modules” involving molecular chemistry that 
for the most part can be conceptualized and developed 
independently of one another. Thus, we will develop a 
photochemistry module, an H2 production module and 
an O2 production module. Their individual chemistry will 
be established, and then they will be assembled pairwise 
(using covalent attachments or nanostructures) to test 
photochemical behavior. The focus is on molecular cataly-
sis of H2 and O2 production, which sets our approach apart 
from existing photochemical water splitting schemes based 
on solid-state materials. This is an important distinction 
because the major deficiencies of existing approaches are 
their lack of efficiency and durability. These shortcom-
ings are a direct consequence of the difficulty in carrying 
out the multi-step electron transfer and coupled proton 
transfer reactions. The bond making steps are critical, and 
in uncatalyzed systems, incompletely oxidized oxygen in-
termediates are produced. Thus, it is crucial for the catalyst 
design to minimize the production of incompletely oxi-
dized, reactive oxygen species.

Conclusion

One of the primary lessons from biology about efficient 
water splitting is the use of functional modules (proteins 
that perform light harvesting, water oxidation, electron 
transfer and H2 production) that are independently pro-
duced, assembled and optimized to perform the overall 
catalytic cycle. We expect to mimic this approach to devel-
op synthetic molecular catalysts coupled to light harvesting 
and photochemical modules to produce an efficient system 
capable of hydrogen production from water and solar en-
ergy.
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Introduction 

In most instances of practical relevance, and especially 
for accident scenarios and non-ideal formulations, 
initiation of energetic materials results from a physical 
concentration of “hot spots.” Hot-spots are localized 
regions of high temperature and pressure within which 
thermal chemistry occurs on a rapid time scale.  They 
can originate from dynamic pore collapse, plastic shear 
band formation, friction along closed cracks, or reflec-
tions from other interfaces. A complex interplay among 
numerous physical and chemical factors, spanning 
several length and time scales, determines whether 
one or several hot-spots will quench or ignite.  Cur-
rently, our understanding of hot-spot physics is mostly 
phenomenological – this research will fill in critical 
and significant gaps in our knowledge relating to the 
initiation and sensitization of explosives, facilitating 
the development of predictive models for hot-spot 
creation and growth that in turn will form the basis for 
a new generation of predictive reactive flow models for 
energetic materials.

An understanding of hot spot phenomena will be 
obtained by studying prototypical energetic materi-
als – nitromethane, trinitrotoluene (TNT), RDX, and 
ammonium nitrate – seeded with defect sources that 
are well controlled and tractable. These scientific inves-
tigations will substantially improve our understanding 
regarding several fundamental yet longstanding ques-
tions regarding hot spot physics and chemistry, includ-
ing:

How are hot spots formed and what functional char-
acteristics influence their behavior for a specified 
material, thermodynamic state, or dynamic load?

What combinations of parameters define the boundar-
ies that separate chemical detonation criticality from 
extinction or deflagration?

Hot Spot Physics and Chemistry in Energetic Materials Initiation
Dana Mcgraw Dattelbaum

20080015DR

What is the influence of specific parameters on initia-
tion mechanism, sensitivity, chemical reaction zone 
length, and detonation propagation in geometrically 
interesting situations?

Experiments and simulations conducted over multiple 
spatial scales will be used to glean unprecedented 
information relating to the dynamics of hot spots.  This 
fundamental understanding will allow us to develop 
physically based mesoscale models for thermal and con-
vective evolution within and among hot spots, including 
temperature-dependent chemistry, thermal transport, 
and mechanics.  In doing so, the project will significantly 
advance us toward a robust, rapid-response predictive 
capability for multi-agency National security needs. 

Benefit to National Security Missions

The ultimate goal of the work is a fundamental 
understanding of hot spots that will translate into the 
ability to design explosives with improved reproduc-
ibility, performance, and surety, as well as provide a 
credibly predictive set of tools for simulating explosives 
behavior.  The research described supports our principal 
mission in stockpile stewardship, and will potentially 
have a major impact to the Laboratory’s emerging roles 
in threat reduction and homeland security, as well as 
DOE-DoD collaborative programs.

Progress

Preparation and Characterization of Energetic 
Materials with Hot Spot Features

We have prepared gelled nitromethane using guar 
gum at 1.5-2.0 wt%, and selected 1.75 wt% for gelling 
nitromethane containing 6 wt% solid silica beads of 
discrete diameters: ~ 2-4, 40, and 100 microns.  To 
characterize inter-bead (hot spot) spacing and settling 
times, a sub-micron x-ray tomographic method has 
been developed for collecting time lapse images of 
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1-4 and 40 micron silica beads in guar gum/NM solutions.  
Optical and scanning electron microscopy methods have 
been used to characterize bead diameters and agglomera-
tion in gelled solutions.  A new gelling agent, high molecu-
lar weight polyethylene oxide, has been tested and will be 
applied to preparation of gels for laser- and gas gun-driven 
shock wave experiments.  Glass microballoons, with and 
without W coatings, have also been selected and will be 
sorted as a second type of hot spot to be interrogated [1].  
To prepare controlled hot spot arrays in explosive crystals, 
we have assembled a femtosecond laser micromachin-
ing apparatus and used it to successfully machine void 
features into HMX, PETN, and RDX.  The relevant param-
eters that allow for successful machining of controlled 
defects internally without cracking the crystals have been 
obtained. Figure 1 shows examples of laser-drilled voids.  

Figure 1. Laser-drilled voids in explosive crystals produced by 
femtosecond-laser micromachining. 

Shock Wave Initiation Behavior

Laser-driven shock wave experiments (HERCULES facility, 
≤50 GPa for 250 ps), diagnosed with interferometric 
dynamic ellipsometry, were proofed on the non-reactive 
liquid cyclohexane [6] in a thin layer target, deriving 
multiple Hugoniot loci from a single laser shot.  The results 
showed good agreement with explosively-driven measure-
ments by Marsh.   We then applied laser shock generation 
and dynamic ellipsometry on liquid nitromethane samples 
to compare to gas gun results. Unexpected features occur 
in the dynamic ellipsometry above an threshold energy. 
Samples of seeded nitromethane (nitromethane with 
100, 450, or 1000 nm silica beads at the surface) have 
been prepared by spin coating and characterized with 
atomic force and optical microscopy. Laser shock experi-
ments on seeded and chemically sensitized (with DETA) 
nitromethane have begun.  A femtosecond stimulated 
Raman spectroscopy (FSRS) diagnostic is being imple-
mented to measure temperature in laser-shocked ener-

getic liquids, and provide experimental information on 
deflagration (burn) front velocities under shock conditions.  

Gas-gun flyer-plate experiments on gelled nitromethane 
(with 6 wt% size-selected silica beads) revealed several 
new insights into hot spot behavior.  We have mapped 
the Pop-plot (run distance to detonation vs. input shock 
pressure) for two particle sizes. 1-4 and 40 micron silica 
beads as well as rough silica (many sizes) were found to 
dramatically sensitize nitromethane at 6 wt%.  A transi-
tion from homogeneous initiation behavior, characteristic 
of neat liquid explosives, to heterogeneous behavior 
commonly observed in plastic-bonded explosives was 
observed in the 40 micron bead materials depending 
on shock pressure (Figure 2).  Our experiments indicate 
heterogeneous, sensitized initiation at all input pressures 
tested for 1-4 micron particle solutions, indicating a critical 
hot spot size between 1-40 microns, depending on loading 
conditions. 

Figure 2. Gas-gun wave profiles showing heterogeneous vs. 
homogeneous initiation mechanisms for different size silica 
beads in gelled nitromethane.

Static High Pressure Experiments

Dynamic experiments and reactive chemistry modeling 
are supported with static high pressure measurements to 
define the isothermal compression behavior of explosives 
of interest, as well as seek new phases at high pressures.  
The isotherms for the explosives nitromethane, trinitrotol-
uene, [3] triamino-trinitrobenzene, [2] ammonium nitrate, 
and diaminodiazoxyfurazan were determined using angle-
dispersive x-ray diffraction experiments at high pressures 
at the Advanced Photon Source.  Pressure-induced absor-
bance changes, newly discovered phase transitions at high 
pressures, and baseline isotherms for validation of density 
functional theory simulations were revealed.  
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Molecular-scale modeling and ReaxFF

Simulations have been performed on a shocked RDX 
crystal with the shock propagating along the [100] direc-
tion (up = 1 km/s; P= 9.7 GPa). Nanoscale shear bands 
that nucleate homogeneously and give rise to high local 
temperatures (due to viscous flow within them) are clearly 
visible behind the shock front (Figure 3) [4, 5].  Figure 3 
also shows the extracted temperatures at 5 nm and 140 
nm behind the front. Statistical methods were applied to 
extract mean temperatures behind the shock front, with 
temperatures of up to 700-800K observed along shear 
bands. These 2-D temperature maps will provide input into 
models at the next length scale.  Additional simulations 
on RDX at this length scale have examined dynamic pore 
collapse, and shocked bicrystals.   In shocked RDX, a stress-
induced phase change was found to nucleate at the grain 
boundary.  

Figure 3: Simulation showing nanoscale shear bands formed in a 
shocked RDX crystal, and associated temperatures at two times 
behind the shock.

Efforts to validate and assess the ReaxFF force field as 
applied to TATB and its known graphite/diamond transi-
tion, on an isotherm in a HE working fluid have also been 
performed as a baselining activity for applying the force 
field to non-ideal CHNO materials. 

Mesoscale Modeling

At the mesoscale, simulations on a prototypical energetic 
material, 2AB + A2 + B2, were performed to examine the 
effects of multiple void collapse events on the chemical 
kinetics and shock hydrodynamics.  Two voids were seeded 
into a sea of AB molecules, and simulations were per-
formed as the molecules (and voids) were shocked.   From 
the data on reacted molecules, and derived position-time 
diagrams of stress and temperature, it was found that the 
initial void collapse induces very little reaction. However, 
when the shock moves beyond the first collapsed  void it is 
highly curved, and collapses the second void more strongly, 

leading to far more reaction.  The preliminary simulations 
provide a starting point for Roadrunner-scale simulations 
planned for FY09-FY10. 

Continuum-level modeling

We are developing a mathematical framework to capture 
the physics of hot spot criticality (ignition vs. quench-
ing) based on energy deposited into a condensed phase 
explosive. The models are formulated for non-ideal equa-
tions of state and general reaction kinetics for ideal and 
non-ideal HE. Cases being examined currently include 
spatial and temporal length scales of the power deposition 
such that hot spots evolve according to a balance between 
compressible and chemical interactions or a balance 
between thermal conduction and chemical interactions. 
Two-dimensional high-resolution reactive flow simulations 
of chemically reactive shock-induced hot-spots in a multi-
material HE model are also being conducted.

Future Work

Research will continue on the ability to prepare and 
characterize materials with highly tunable and controlled 
heterogeneities for laser driven and gas-gun shock initia-
tion experiments as outlined above. Simulation, modeling 
and theory from atomic to micron length scales will 
continue to be used to develop a physical and chemical 
based understanding of the role of hot-spots in explosive 
initiation behavior. 

Conclusion

We have established a strongly synergistic interaction 
among experiment, simulation, and theory on atomic, 
nano-, and micron spatial scales to:

Answer fundamental questions about hot spot physics 
and chemistry as outlined above,

Develop physically-based mesoscale models for thermal 
and convective evolution, including temperature-depen-
dent chemistry, thermal transport and mechanics, within 
and among hot spots from defect sources that are con-
trolled and tractable, and 

Perform evaluative assessments between observed and 
calculated shock initiation processes on mesoscopic and 
continuum scales.  Simulations will be based initially 
on 3-D models that explore the nature of the flow field 
around one or several inclusions (i.e. on a meso-scale), 
and subsequently extended to continuum scales for which 
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direct comparisons will be made to in-situ magnetic 
gauge records.

To meet these scientific goals, we are studying simplified 
and controllable materials. We will intentionally intro-
duce “tunable,” and well-characterized heterogeneities in 
simple, but militarily and commercially relevant, energetic 
materials and logically map out their influence on initia-
tion. We will probe how energy localization occurs, isolate 
specific features of hot spots, and understand complex 
interactions among them.  Three systems- amorphous, 
crystalline, and ionic- enable us to isolate, characterize, 
and probe specific features of explosive sensitization 
through the controlled incorporation of hot spots.  

References

Perry, W. L., T. D. Sewell, B. B. Glover, and D. M. Dat-1. 
telbaum. Electromagnetically-induced localized ignition 
in secondary high explosives. To appear in Journal of 
Applied Physics. 

Stevens, L. L., N. Velisavljevic, D. E. Hooks, and D. 2. 
M. Dattelbaum. Hydrostatic compression curve for 
triamino-trinitrobenzene (TATB) determined to 13.0 
GPa with powder X-ray diffraction . 2008. Pyrotechics, 
Explosives, and Propellants . 33 (4): 286.

Stevens, L. L., N. Velisavljevic, D. E. Hooks, and D. M. 3. 
Dattelbaum. The high pressure phase behavior and 
compressibility of 2,4,6-trinitrotoluene (TNT). 2008. 
Applied Physics Letters. 93: 081912.

Cawkwell, M. J., K. J. Ramos, T. D. Sewell, and D. E. 4. 
Hooks. Homogeneous Dislocation Nucleation and 
Anomalous Hardening in Cyclotrimethylene Trinit-
ramine. Physical Review B. 

Cawkwell, M. J., T. D. Sewell, L. Zheng, and D. L. 5. 
Thompson. Shock-induced shear bands in an energetic 
molecular crystal: Application of shock-front absorbing 
boundary conditions to molecular dynamics simula-
tions. To appear in Physical Review B. 

Bolme, C. A., S. D. McGrane, D. S. Moore, V. H. Whitley, 6. 
and D. J. Funk. Single shot Hugoniot of cyclohexane 
using a spatially resolved laser driven shock wave. 
2008. Applied Physics Letters. 93: 191903.

Publications

Cawkwell, M. J., K. J. Ramos, T. D. Sewell, and D. E. Hooks. 
Homogeneous Dislocation Nucleation and Anomalous 
Hardening in Cyclotrimethylene Trinitramine. Physical 
Review B. 

Cawkwell, M. J., T. D. Sewell, L. Zheng, and D. L. Thompson. 
Shock-induced shear bands in an energetic molecular 
crystal: Application of shock-front absorbing boundary 
conditions to molecular dynamics simulations. To appear in 
Physical Review B. 

Perry, W. L., T. D. Sewell, B. B. Glover, and D. M. Dattel-
baum. Electromagnetically-induced localized ignition in 
secondary high explosives. To appear in Journal of Applied 
Physics. 

Stevens, L. L., N. Velisavljevic, D. E. Hooks, and D. M. Dat-
telbaum. Hydrostatic compression curve for triamino-trin-
itrobenzene (TATB) determined to 13.0 GPa with powder 
X-ray diffraction. 2008. Pyrotechics, Explosives, and Propel-
lants. 33 (4): 286.

Stevens, L. L., N. Velisavljevic, D. E. Hooks, and D. M. Dat-
telbaum. The high pressure phase behavior and compress-
ibility of 2,4,6-trinitrotoluene (TNT). 2008. Applied Physics 
Letters. 93: 081912.



LDRD FY08 Annual Progress Report 75

directed research

Chemistry and Material Sciences
continuing project

Introduction

The illicit movement of radioactive material, with 
ever increasing sophistication, has placed stringent 
requirements on current radiation detector technology.  
Improvements in total efficiency and energy resolu-
tion, combined with reduced detector costs that allow 
wide deployment, are needed.  As a new approach to 
the development of scintillator materials, this project 
focuses on designing new materials from the bottom-
up, and, through characterization and theoretical 
modeling, to understand the processes involved in 
scintillation from the initial incident high-energy gamma 
or neutron interaction down to the thermalization of 
secondary charged particles to yield an emission signal 
for detection.  Understanding these processes will allow 
us to design and optimize materials and predict their 
behavior for specific applications.

Benefit to National Security Missions

This project will support the DOE mission of Threat of 
Weapons of Mass Destruction through enhancement 
of current capabilities for detecting nuclear threats.  
Existing scintillators lack characteristics to fully address 
radiation detector needs. Specifically, it is necessary to 
have large-volume, low-cost, high-performance materi-
als to satisfy radiation detector requirements.

Progress

Approach to Molecular Scintillators

The molecular scintillator is a material which contains 
molecular units of individual functional components of 
a scintillator, i.e. the components that 1) interact with 
incoming radiation, 2) generate excitations, 3) transport 
and thermalize those excitations, and 4) emit light 
to provide signal for detection purposes.  By com-
partmentalizing these functions into individual units, 
structure-property investigations along with theoretical 
modeling can provide insight into the true mechanism 
of scintillation.  These hybrid inorganic-organic scintil-

Design, Synthesis, and Theory of Molecular Scintillators
Rico Emilio Del Sesto
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lators therefore are capable of combining the high 
photoelectric absorption of the inorganic material, with 
the sub-nanosecond light output from the light emitting 
scintillator, for the next generation of composite radia-
tion detectors.     

Synthesis and characterization of materials for gamma 
and neutron detection

We have synthesized a series of materials of the class 
of high-Z particles and clusters for gamma-detection 
applications, as well as boron clusters for neutron 
detection.  These materials are well studied for other 
applications. The clusters provide the aforementioned 
functional units 1 and 2, but are not inherently lumines-
cent at room temperature.  Two options to introduce 
a luminescent unit are organic dyes, or cerium(III) ions 
due to their high luminescence efficiency and short 
emission lifetimes.  In our attempts to introduce lumi-
nescent organic dyes to the clusters, we discovered 
that the clusters become incompatible with the organic 
ligands as they tend to oxidize the organic compounds, 
resulting in charge-transfer species which do not exhibit 
luminescence.  This was confirmed using optical tech-
niques and electron paramagnetic resonance (EPR).  
The other option of utilizing Ce(III) in the clusters was 
also attempted.  However, similar incompatibilities or 
highly colored complexes were observed.  It has been 
demonstrated that intramolecular energy transfer from 
these clusters to an incorporated lanthanide ion can 
occur, but until recently no examples of Ce(III) existed.   
We therefore synthesized a Eu(III)-based cluster into 
several polymers as well as organic liquids, with the 
total high-Z content at approximately 10% by weight.  
A polymer containing the Eu-cluster and under UV-
irradiation are shown in Figure 1.  These materials show 
very bright emission when exposed to ionizing x-ray 
radiation, Figure 2, and exhibit light outputs compa-
rable to that exhibited by commercial plastic scintilla-
tor.  Although the Eu(III) emission has an undesirable 
lifetime approaching milliseconds, it provides proof of 
principle of the conversion of ionizing radiation (x-ray) 
to visible light, utilizing a molecular species which 
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contains functional units serving the purpose of the differ-
ent mechanisms in scintillation.  Characterization of these 
materials under gamma irradiation is currently underway.  

We have also synthesized several boron clusters as 
polymers and liquids for neutron detection applications.  
Typical organic scintillator dyes were added to the liquids 
to convert excitations caused by alpha particles (following 
neutron capture) to a luminescent signal.  Initial charac-
terization showed weak response to neutron irradiation, 
but it appears that solubility of dyes is poor in the liquid 

matrices.  We are currently examining other types of lumi-
nescent sites to be utilized for these systems. 

 Two areas in optical and nuclear spectroscopy capabilities 
have been of primary focus; combined timing and spectral 
measurements for scintillators, calibration of photode-
tectors and calculation of light collection efficiency for 
precise measurement of scintillator light output.  We have 
procured a system which allows us to measure spectral 
intensity as a function of time based on a laser excited 
X-ray tube and streak camera, and have begun commis-
sioning the system.  In addition, we implemented the 
capability to measure gain vs high voltage and quantum 
efficiency as a function of wavelength for photo-multiplier 
tubes.  These tubes were then used to make absolute light 
yield measurements on commercial crystals, in preparation 
for measuring materials developed at LANL.  In addition, 
simulations were carried out to quantify the effects of 
packaging on light collection efficiency, again with rel-
evance to making absolute light yield measurements.

Theory and Modeling of molecular scintillators

The theory and modeling component of this program 
includes first principle calculations of the electronic 
structure of the constituent components of the molecular 
scintillators, and modeling of the dynamics of the excita-
tion generation, excitation transfer between the con-
stituents, and luminescence of the scintillators.  The first 
principle electronic structure calculations provide essential 
input parameters to the dynamics models.  When radiation 
(gamma rays or neutrons) interacts with the scintillator 
material, high energy charged particles, such as electrons, 
are generated.  These high energy charged particles 
generate electronic excitations as they traverse the scintil-
lator material.  The electronic excitations are transferred 
to luminescent centers in the scintillator and light emitted 
from the luminescent centers are detected by a photo-
detector indicating the presence of the radiation. 

The molecular scintillators under investigation in the 
program consist of composites of high-Z particles, in which 
the high energy charged particles generate electronic exci-
tations, and dyes that serve as the luminescent centers.  
We performed Time Dependent Density Functional Theory 
(TDDFT) calculations of the electronic structure of both 
the dyes and the particles or clusters.  Calculated optical 
absorption and emission properties are in good agreement 
with our experimental observations. Calculated transition 
energies and dipole strengths play an essential role in the 
energy transfer modeling. As a specific example, a large 
Stokes shift was observed in the calculated optical spectra 

Figure 1: Structure of Eu(III)-POM cluster; and photograph of a 
polymer containing these clusters, and under UV-irradiation.

Radioluminescence spectra of the Eu(III)-POM containing polymer, 
showing bright emission in response to ionizing radiation.
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of the particles and clusters of interest which was consis-
tent with experiment. We have extended our calculations 
of the optical properties of the scintillator materials to 
include particles and clusters with a lanthanide ion. We 
found that, when the influence of the solvent is included 
in the calculations, a very reasonable energy level diagram 
is obtained, and consistent with measured absorptions at 
333nm (377nm calculated) and 270nm (261nm calculated). 
We have examined other members in this series, including 
the cases where the Ln ion is Yb(III), and Eu(III). Current 
calculations are determining details of the emission 
spectra and lifetimes of these states.

We have also developed: (a) effective dielectric models for 
calculation of excitation transition rates and energy loss 
functions, and (b) rate equations for the calculation of TSL 
(thermally stimulated luminescense), OSL (optically stimu-
lated luminescence) and PL (photo-luminescense) charac-
teristics in the scintillators. Task (a) is tightly coupled with 
the first-principles TDDFT efforts of this project. It uses 
the TDDFT computed excited states, dipole moments and 
oscillator strengths as input. Task (b) uses the calculated 
transition rates from task (a) as input. We also developed 
models for the rate equations using phenomenological 
transition rates fitted to experiments of known scintilla-
tors to benchmark our models. The two parts of task (a) 
are closely related, because they require the calculation of 
materials specific dipole moments and oscillator strengths 
of excited states. We have established an approach for 
calculating the energy loss function from the electronic 
structure input parameters.  

Future Work

The synthesis of a series of materials and obtaining struc-
ture-property relations in the molecular scintillators are 
the major task for the upcoming year.  We can then begin 
to understand materials specific processes which are con-
ducive to, or destructive to, the scintillation mechanism.  
A major challenge for the coming year will be the calcula-
tion of higher multipole moments, which are required for 
the evaluation of the energy loss function. The energy 
loss function is a central property of the material describ-
ing the loss of energy and stopping length of secondary 
electrons created after the initial excitation with a gamma 
ray.  The model rate equations developed in task (b) will 
allow us to compare theoretically predicted luminescence 
properties with experiments. In the coming year, we will 
compare predictions based on first-principles electronic 
structure calculations with experiments on the newly 
synthesized and characterized molecular scintillators. This 
will enable our team to begin tuning materials properties 
for emergent luminescense properties of the molecular 
scintillators.

Conclusion

We have demonstrated a proof-of-concept in which a 
material loaded with high-Z molecular clusters with a 
luminescent site exhibits a response to ionizing radiation.  
We have also developed theoretical models which will 
assist in understanding the mechanisms of scintillation in 
the materials synthesized.  This will allow us to continue to 
develop and optimize new materials which will lead to new 
radiation detectors.  
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Introduction

This project exploits the coherent properties of short 
wavelength light and ultrafast short pulse laser technol-
ogy to convert femtosecond (10-15 sec) visible light pulses 
to the extreme ultraviolet (XUV) soft x-ray portion of the 
electromagnetic spectrum.  Previously only accessible at 
large synchrotron light facilities, a scaled-down table-top 
version is now possible through advances in the physics 
of short pulse laser light-matter interaction for light con-
version into the XUV regime.  Armed with such a light 
source, the extremely short wavelength and coherence 
properties of the light allows us to achieve imaging and 
time resolutions that approach the intrinsic spatial and 
time scales of matter, nanometer (10-9 m) scale in space 
and attosecond (10-18 sec) scale in time. We will use this 
unique light source to probe material core level structure 
and dynamics using a technique called angle-resolved 
photoelectron spectroscopy (ARPES).  In XUV ARPES, ex-
treme ultraviolet light is used to force electrons to be 
ejected from the material that are subsequently ana-
lyzed for their kinetic energy content and angular spa-
tial distribution which provides a detailed signature of 
material bulk electronic structure and dynamics.  Insight 
into quantum effects and collective particle behavior are 
thereby provided for complex materials and nanotech-
nology engineered devices whose emergent properties 
are critical for understanding function.  This project will 
apply these methods to materials relevant to Laboratory 
science in actinides, superconductivity, energy conver-
sion, nuclear waste, and sensor technologies.

Benefit to National Security Missions

The primary scientific motivation underpinning this 
project is a desire to advance our understanding of the 
electronic structure and dynamics of complex emergent 
materials at the nanoscale. Our cross-disciplinary stud-
ies will contribute to predictive materials science that 
supports multiple DOE and NNSA missions including En-
ergy Security, Weapons Physics, Threat Reduction and 
Nanotechnology.

Ultrafast Nanoscale XUV Photoelectron Spectroscopy
George Rodriguez

20080097DR

Progress

This year, project activities have concentrated on the de-
sign, construction, integration, and testing various sub-
systems that comprise the ultrafast extreme ultraviolet 
(XUV) photoelectron spectrometer.  Initial time-resolved 
experiments are to begin the second quarter of FY2009. 
Here we describe the various activities on these sub-sys-
tems and planned initial experiments.

Construction and installation of our ultrafast optical 
light source is complete. An ultrafast 25 femtosecond, 
10 kilohertz repetition rate, 1.8 millijoule per pulse 
Titanium:sapphire laser at 800 nanometers is used to 
focus into and ionize a noble gas (Ar) contained in a 150 
micron hollow core capillary fiber.  XUV photons are cre-
ated via the nonlinear optical high harmonic generation 
process and a coherent beam containing photon ener-
gies from a few eV above 100 eV are generated. The XUV 
beam output is then directed to a special time-compen-
sated, double-grating, XUV vacuum monochromator 
required for spectral characterization of the harmonic 
content and temporal preservation of the XUV pulse.  
High efficiency throughput is achieved by using grazing 
incidence metal optics in the monochromator.  After the 
monochromator, the XUV beam is then directed toward 
a differential vacuum pump line before entering the 
photoelectron spectrometer.  Design, construction and 
integration of an angle-resolved photoemission spec-
trometer (ARPES) chamber with the XUV light source are 
complete.  The system is built around the Phoibos 150 
analyzer from SPECS, Germany, which is equipped with 
high sensitivity detector. Other parts include a stainless 
steel ultra-high vacuum chamber, sample manipulator, 
gas dosing manifolds, sputtering gun and pumps.  Spec-
tral characterization of the XUV source and electron 
energy-momentum resolution of the spectrometer will 
be determined by XUV photoemission experiments off a 
Pt metal surface.  These system characterization studies 
are in progress. The development of the instrument is 
within one month of the schedule set out in our original 
proposal.
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Future Work

In the first half of FY2009, we will concentrate on dem-
onstrating our instrument’s unique capability as a unique 
photoemission tool for studying ultrafast dynamics of core 
level electron dynamics in complex correlated materials 
with time, energy and momentum resolution.  Experimen-
tal and theoretical efforts will be focused on studying time-
resolved 5f electron population dynamics.  Using two-pho-
ton optical-pump XUV-probe, we will study dynamics of 5f 
“empty” states in the Mott insulator UO2 with attention to 
understanding relaxation channels.  Similarly, optical-pump 
XUV-probe studies on anti-ferromagnetic USb2 are also de-
sirable since it would be the first study of dispersion kinks 
and their effects on 5f empty states quasiparticle lifetimes 
and their k-space dependence.

In parallel with these activities, design upgrade of the in-
strument to nanoscale imaging (10’s of nm’s) will be ex-
plored.  This will be accomplished by taking advantage of 
the extremely short wavelength of the coherent XUV light 
source, with special imaging optics that should provide ul-
trasharp imaging at the intrinsic focusing limit of the light 
source.  Should the approach be feasible, implementation 
of this capability will come online in FY2010.  With a nano-
scale imaging capability, we will then examine 1D confine-
ment electron band structure physics of nanostructures, 
specifically semiconductor nanowires, especially focusing 
on the photoelectric conversion energy transport proper-
ties of these materials.  Additionally, heterogeneity studies 
will take advantage of the ultrasmall focusing properties of 
XUV APRPES to probe single-crystallite regions of polycrys-
talline samples of Ce and U to improve our understanding 
of Fano resonance mixing of 4d-4f and 5d-5f states and to 
determine f-electron orbital distributions in the valence 
band and the various decay channels present within the 
resonance. Single grain and orbital identification measure-
ments allow for better comparison with theoretical models 
that compute spectral densities.  In high-temperature su-
perconductors, dynamics of electronic phase separations 
will be studied with core level sensitivity and high spatial 
resolution that enables material contrast in complex multi-
elemental compounds and alloys.

Conclusion

This project will aid us in understanding detailed nanoscale 
quantum properties of materials establishing a basis from 
which new emergent functional materials may be designed. 
The DOE Basic Energy Science (BES) or Defense Homeland 
Security (DHS) Programs could directly benefit from these 
studies as interest for nanowire-based sensors and devices 
have applications ranging from ultra-sensitive drug detec-
tion chemistry to gas sensing of chemical bio-warfare agents 

and solar energy conversion.  Other mission centric actinide 
materials science questions will also benefit, enabling a ra-
tional design basis for materials that can enhance the US 
energy security portfolio in superconductivity, nuclear en-
ergy, and nuclear waste.

Figure 1. Photograph of recently constructed ultrafast laser-
based coherent XUV source, associated monochromator, and 
angle-resolved photoemission spectrometer (ARPES).
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Introduction

Our objective is to investigate key scientific and techno-
logical issues underpinning the design of a revolution-
ary nuclear fuel form possessing desirable attributes of 
conventional nuclear fuel (UO2 or mixed oxide (MOX) 
fuel), but with a tailored microstructure that radically 
eases separation of fission products, drastically reduces 
separation costs, and substantially mitigates prolifera-
tion risks of the separated material. Our advanced 
nuclear fuel design is based on a dispersion (two-phase 
composite) nuclear fuel (so-called “dispersion fuel”) 
concept. The goal of this project is NOT to develop a 
nuclear fuel form that will be readily licensed by the 
Nuclear Regulatory Commission (NRC). Rather, our 
goal is to develop the underpinning science to facili-
tate more rapid evaluation and acceptance of new fuel 
forms and to demonstrate a LANL institutional capabil-
ity to deliver innovative approaches to solving complex 
national problems. This supports DOE’s overarching 
mission: “to advance the national, economic, and 
energy security of the United States and to promote 
scientific and technological innovation in support of 
this mission.” Our project promotes a designed merger 
of two portions of the nuclear fuel cycle, burning and 
reprocessing (these ordinarily are managed indepen-
dently).

Benefit to National Security Missions

This project supports the DOE mission for Energy Se-
curity, especially the DOE overarching mission: “to 
advance the national, economic, and energy security of 
the Unites States and to promote scientific and techno-
logical innovation in support of this mission.”

Progress

Our advanced nuclear fuel design is based on a com-
posite microstructure wherein small fissile material do-
mains (spherical particles or layers) are dispersed in a 
non-burnable host matrix. Fission products with high ki-

Advanced Fuel Forms with Microstructures Tailored to Naturally Induce Fission 
Product Separation During Service
Kurt Edward Sickafus

20080114DR

netic energies form during irradiation and travel about 
5-10 microns before stopping in the host matrix. Thus, 
a natural partitioning evolves between fuel actinides 
and fission products as this fuel burns. We intend to use 
a matrix material that can be readily separated from 
the embedded fissile domain. We have assembled a 
diverse and qualified team to: 1) fabricate prototype 
fuel structures; 2) irradiate these structures to simulate 
their behavior in a reactor and characterize the evolu-
tion of key properties such as microstructural changes, 
thermal conductivity, and solubility; and 3) use theory 
and atomistic models to optimize fuel chemistry / mi-
crostructures.

Initially, our studies focused on MgO/HfO2 composites, 
wherein MgO represents a chemically-separable host 
matrix phase, while HfO2 is a surrogate for a fissile, UO2 
minority phase. Collectively, these composites have the 
common feature that both the majority and minority 
phases are oxides, i.e., ceramic phases. Such compos-
ites are often referred to as cercer composites. Since 
these composites relate most directly to a conventional 
fuel based on UO2, we believe this part of our project 
will most likely impact the development of advanced 
fuels for future thermal, light-water reactors (LWRs).

Our accomplishments on this project are divided into 
three principal tasks:

Synthesis & Fabrication

Here, we fabricated model composite samples using 
three synthesis procedures: 1) conventional bulk pro-
cessing; 2) thin film growth; and 3) particle coatings 
based on fluidized-bed chemical vapor deposition (FB-
CVD). The conventional ceramic is a sample of composi-
tion 90-MgO/10-HfO2. It consists of three phases: MgO, 
HfO2, and delta (d)-phase Mg2Hf5O12. The thin films are 
multilayers with structures given by HfO2/MgO/HfO2/
Si (Figure 1) or HfO2/MgO/HfO2/MgO/HfO2/Si. The par-
ticle coatings are MgO coatings of HfO2 particles.
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Figure 1. Schematic drawing of the thin film, tri-layer architec-
ture used for ion irradiation damage studies in this project, in 
order to simulate a composite (dispersion) nuclear fuel consisting 
of a fissile minority phase (hafnium oxide, HfO2, used as a surro-
gate for uranium oxide, UO2) imbedded in a non-fissile majority 
(matrix) phase (magnesium oxide, MgO, used here).

Irradiation & Characterization

Here, we irradiated samples with heavy ions (Au) at high 
energies (10 MeV) at room temperature, to test micro-
structural stability under extreme environment conditions. 
We characterized the radiation damage response of our 
composites using a variety of experimental techniques, 
including transmission electron microscopy (TEM), X-ray 
diffraction (XRD), and ion beam analysis (IBA). We find that 
our composite samples are durable under high-energy, 
heavy ion irradiation; in particular, they are resistant to 
radiation-induced amorphization. We found that the con-
ventional ceramic, 90-MgO/10-HfO2, resists amorphization 
to at least a dose of 100 displacements per atom (dpa) us-
ing 10 MeV Au ions, though the d-Mg2Hf5O12 component 
of these samples undergoes an order-to-disorder trans-
formation at a dose of only 1 dpa. The thin film multilayer 
samples, HfO2/MgO/2Si, showed no significant changes 
in structure to doses of 3-12 dpa using 10 MeV Au ions 
(Figure 2). In fact, mixing at the MgO/HfO2 interfaces was 
almost negligible. We did observe an interesting phenom-
enon on the surfaces of the irradiated trilayer, HfO2/MgO/
HfO2/Si, samples. Using 10 MeV Au ions, we observed 
radiation-induced “craters” with “spires” protruding from 
the centers of the craters (Figure 3). These features were 
observed from relatively low ion fluences (1013 ions/cm2) to 
very high fluences (> 1016 ions/cm2).

Figure 2. Cross-sectional transmission electron micrographs 
obtained from a pristine tri-layer of hafnium oxide/magnesium 
oxide/hafnium oxide (HfO2/MgO/HfO2) deposited on a silicon 
(Si) substrate (left-hand micrograph) and an HfO2/MgO/HfO2/
Si sample irradiated with 10 MeV gold (Au) ions to a fluence of 
5.1•1015 Au/cm2 (right-hand micrograph).  The elliptical insets 
are enlargements of the tri-layer microstructure. The HfO2/MgO/
HfO2 tri-layer was not greatly affected by the Au ion irradiation. 
On the other hand, the crystalline Si substrate was amorphized 
by the Au ion irradiation across a 2.5 µm thick region following 
irradiation to the Au ion fluence described above.

!

Figure 3. Atomic force microscopy (AFM) image of the crater/
spire features formed on the surface of an HfO2/MgO/HfO2/
Si sample after irradiation with 10 MeV Au ions to a fluence of 
5.1x10^15 Au/cm2. This is a three-dimensional image in which the 
surface plane axes (x & y) are shown at 45° with respect to the 
horizontal (shown in units of 10 µm per division), while the axis 
normal to the sample surface (z) is shown as a vertical axis (with 
units of 100 nm per division).
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Modeling & Simulation

Here, we examined the role of interfaces on radiation 
response using atomistic simulation procedures (first prin-
ciples (e.g., density functional theory (DFT)), molecular 
statics (MS), and molecular dynamics (MD). Our DFT calcu-
lations were used to study the dynamics of fission product 
(FP) migration and segregation to interfaces in a model 
MgO/HfO2 composite. We found using DFT that prominent 
FP species such as Xe, Cs, and Sr, exhibits a strong prefer-
ence to locate in the HfO2 phase within an MgO/HfO2 com-
posite and if these FP are initially located in the MgO, they 
readily segregate to the MgO/HfO2 interfaces. In prepara-
tion for MD studies of the dynamics of these processes, we 
developed a model MgO/HfO2 phase boundary using MS, 
wherein we relaxed the atomic structure at the interface. 
The geometry of the model interface is (111) MgO / (100) 
HfO2. Preliminary defect calculations indicate that oxygen 
vacancies possess energies that are much smaller in the 
HfO2 layer compared to the MgO layer. These results are 
significant because they indicate where the fission prod-
ucts will end up in a heterogeneous material. The FPs may 
not stay where they are originally deposited, but rather 
migrate to a more energy-favorable location.

Future Work

Our future plans involve a number of extensions of our 
past activities:

Synthesis & Fabrication. We plan to fabricate new com-1. 
posite samples based on a different surrogate for UO2, 
namely cerium oxide (CeO2), and alternative matrix 
oxides, namely calcium oxide (CaO), strontium oxide 
(SrO), and barium oxide (BaO).  In addition to these 
cercer (ceramic-ceramic) composites, we will also 
initiate synthesis and fabrication studies on cermet 
(ceramic-metal) composites, based on zirconium (Zr) 
metal matrices.

Irradiation & Characterization. We will continue to ir-2. 
radiate composite samples using heavy ions (10 MeV 
Au ions) in the Ion Beam Materials Laboratory (IBML) 
at Los Alamos National Laboratory (LANL).

Modeling & Simulation. We will examine fission prod-3. 
uct incorporation in UO2/MgO composites and study 
the atomic details of radiation damage events at phase 
boundary interfaces in cercer composites such as 
HfO2/MgO and CeO2/MgO.

Conclusion

We expect to determine whether or not we can create a 
two-part, nuclear fuel that eases the complexities associ-
ated with spent fuel chemical separations processes. This 
fuel form must not only be easy to separate chemically, but 
during service as an energy source, it must exhibit both 
robust and predictable behavior. We will test our advanced 
fuel materials to ensure that they possess the necessary 
physical and chemical stabilities. The natural, in-service 
chemical separations strategy associated with our novel 
approach will greatly reduce both technological challenges 
and costs compared to conventional reprocessing. The 
American taxpayer would benefit with cheaper, cleaner 
energy.
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Abstract

This is a project focused on exploring small-scale fluc-
tuations and inhomogeneities in organic and inorganic 
materials. The goal of this project was to develop an 
understanding   of the physics of noise and fluctuations, 
develop experimental and theoretical tools that would 
allow predictions,  characterization and ultimately 
design of  systems where short scale and time fluctua-
tions are essential. In the work conducted under this 
proposal we focused on the investigation of materials 
that falls under these categories: 1) Inhomogeneity 
and fluctuations in nanoscale systems, like DNA mol-
ecules, and small magnetic particles and in mesoscopic 
magnetic films.  2)  Fluctuations and inhomogeneities 
at the nanoscale also occur in the bulk when the 
physical system has some frustration or competition 
between different states and different interactions.  We 
have looked at collective dynamics in multiferroics as a 
representative of a correlated bulk material. 

Background and Research Objectives

The advantage of studying fluctuations is obvious when 
one focuses on small length and time scales. Properties 
of materials at nanoscale are determined by fluctua-
tions. These small-scale fluctuations can occur in arti-
ficial structures such as quantum dots and other short 
length scale systems. We used noise, fluctuations and 
related short scale inhomogeneities as a tool to reveal 
the physics of materials. To elucidate the meaning of 
the noise spectroscopy concept, we point out that the 
spectrum of excitations and dissipations are closely 
related through the fluctuation-dissipation theorem, 
which states that dissipation is caused by the energy 
being dissipated through excitations of the levels of the 
given system. On the other hand, at equilibrium any 
physical system would experience fluctuations. These 
fluctuations are realized as excitations of the same 
levels of the system that are involved in dissipation. 
Hence dissipations and fluctuations contain the same 
spectroscopic information about the relevant physical 
system.  

Nanoscale Fluctuations in Multifunctional Materials
Alexander V Balatsky
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Closely related to temporal fluctuations are spatial 
inhomogeneities. Often spatial inhomogeneities 
appear at a nanoscale because the size of the objects 
we study is small. Sometime inhomogeneities reflect 
frustration due to competing interactions, e.g. com-
petition between qualitatively different ground states. 
Inhomogeneity reflects short time fluctuations that are 
“frozen” in a material. Both fluctuations and nanoscale 
inhomogeneity reflect the same physics that we are 
trying to uncover in materials and systems of interest. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project is working to develop a fundamental under-
standing in topics relevant to quantum computing, 
nanotechnology and spintronics. These technical capa-
bilities are important to the missions of DOE’s Office of 
Science and Nonproliferation programs.

Scientific Approach and Accomplishments

Multiferroic functional materials

Our optical studies of low-energy excitations in multi-
ferroic materials led to the following accomplishments:

We have completed ultrafast spectroscopic study of 1. 
multiferroic hexaferrite Ba0.5Sr1.5Zn2Fe12O22 (BSZFO) 
and detected coherent magnon motion in time 
domain via transient reflectance. The motion is 
excited coherently via impulsive thermal modifica-
tion of the exchange energy, and the time evolution 
of the magnon coordinate is recorded as a change 
in reflectance caused by the optical frequency mag-
netodielectric effect. Transient reflectance provides 
a sensitive probe of magnetization dynamics in 
materials with strong magnetodielectric coupling, 
such as multiferroics, revealing new possibilities for 
application in spintronics and ultrafast manipula-
tion of the magnetic moment.
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We conducted Terahertz time domain and far-infrared 2. 
Fourier-transform spectroscopy on single crystals of 
multiferroic HoMnO3 in magnetic field, which resulted 
in the detection of the antiferromagnetic resonance of 
Mn ion lattice and crystal field excitations of magnetic 
Ho ions. The measurement is expected to shed light on 
the possible magnetic coupling between Mn and Ho 
ions – an important question in the multiferroicity of 
HoMnO3.

We performed Terahertz time domain spectroscopy on 3. 
single crystals of multiferroic BiFeO3, which resulted in 
the detection of low-energy magnetic and lattice and, 
possibly, coupled magnetic-lattice excitations. Reflec-
tance Terahertz spectroscopy measurements were 
carried out (Figure 1) to distinguish the resonances in 
magnetic and dielectric parts of the refractive index, 
without which unambiguous assignment of absorption 
modes is impossible.
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Figure 1. Transient reflectivity of Ba hexaferrite as a function of 
field. Observe the appearance of oscillation in the spectra upon 
increasing the field from zero and the subsequent changes of 
oscillation frequency.

We made substantial progress in characterization of 
multiferroics with optical time domain spectroscopy in the 
dissipative channel.  We did not reach the stage where we 
could implement noise spectroscopy and nanoscale char-
acterization in multiferroics. Technical demands on devel-
opment of a new experimental techniques proved to be 
too high to develop these noise and nanoscale techniques 
over the span of this projects. 

Noise spectroscopy of small magnetic particles 
accomplishments

We built a scanning magneto-optical Kerr microscope to 
image mesoscopic magnetic films. Preliminary images 
demonstrate that experiments work, and reveal domain 
structure in Permalloy films, dots, and squares. We hired 
Lili Cheng (PhD Columbia U; background in Ferromagnetic 
Resonance (FMR) of magnetic films) to work on these 
experiments.  An explanation of noise in small magnetic 
systems is illustrated in Figure 2. 

Figure 2. Explanation of the nature of spin noise. 

In the course of this work we have significantly advanced 
our instrumentation for spin noise spectroscopy.  Our 
present experimental apparatus uses what is essentially 
the digital back-end receiver of a radioastronomy tele-
scope.  Taking advantage of recent advances in Field 
Programmable Gate Arrays (FPGAs; “programmable 
hardware”), we have adapted a high-speed (2GHz) digitizer 
containing an on-board FPGA processor to compute real-
time FFT spectral averaging with a full 1 GHz bandwidth.  
Doing so avoids the bottlenecks associated with having to 
transfer large amounts of digitized data over a computer’s 
PCI bus – everything happens directly on the digitizer 
board. The massively parallel architecture of the FPGA is 
ideal for this type of application.  Using this system we 
realize a thousand-fold reduction in the data acquisition 
time required for good data, as compared with commercial 
swept-scan RF spectrum analyzers.

Using this system we have been able to: 

Achieve noise floors of the measured Faraday rotation in 
the sub-nanoradian range (bear in mind that a nanoradian 
is the angle subtended by the typical thickness of a human 
hair, as viewed from a distance of 100 kilometers).  This 
sensitivity is required to measure the extremely tiny signals 
from free electron spins fluctuating in solid state systems.   
We have applied our instrument to measure the spin 
noise of free electrons in gallium arsenide, a prototypical 
semiconductor.   We have measured clean noise spectra in 
GaAs as a function of electron doping, temperature, laser 
spot size, and wavelength detuning (Figure 3).

Our interesting finding to date is that the spin noise power, 
Figure 3, measured as a function of temperature, appears 
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to extrapolate back to a finite noise signal at zero tempera-
ture. We have measured from 30K down to 1.5K, and the 
trend is linear (expected) but with a nonzero offset (unex-
pected). This result is against expectation if one considers 
a sea of electrons as strictly obeying Fermi-Dirac statistics, 
and may point to interesting electron correlations in n: 
GaAs beyond the simple Fermi-Dirac statistics.

Figure 3. Measured Spin Noise in 2 Dimensional Eelectron Gas (n 
doped GaAs) with  carrier density n = 10^16/cm^3. 

Using our new apparatus, we anticipate moving to meso-
scopic and nanoscale materials systems, such as semicon-
ductor epilayers and quantum dots.  Further, we intend to 
re-visit magnetization noise in ferromagnetic Permalloy 
metal films for which we have obtained preliminary results.  
Also of interest are spin noise studies of diluted magnetic 
semiconductor nanowires (being grown by collaborators at 
Penn State University), which contain small numbers of Mn 
atoms.  Electron transport through these nanowires may 
reveal stochastic fluctuations of the Mn spins, which may 
be detectable using our sensitive instruments.

Tunneling spectroscopy and DNA nanoelectronics

The small dimensions of the nanostructured materials 
pose high demand to the instrumental part of the 
diagnostics toolkit. The only instrument capable of 
simultaneous electronic and structural characterization 
of the nanoscale with atomic resolution is the Scanning 
Tunneling Microscope (STM). Due to the strong 
dependence of the current on the tunnel contact area and 
tip-surface spacing, variations in the surface topography 
can be mapped with sub-angstrom precision. The major 
virtue of the STM lies in its ability to probe the electronic 
structure of the surface with resolution unapproachable 
by any other method. The combination of two operational 
regimes allows direct and non-ambiguous analysis of the 
relationship between atomic structure of the material 
and its electronic properties. The approach to understand 
materials at the nanoscale requires the ability to model 
STM topography and electron tunneling spectra (I/V, dI/
dV, etc.), providing wealth of information about electronic 
structure and function.

At the beginning of this proposal we proposed to explore 
relations between structure and properties of materials 
at the nanoscale by probing materials at the nanoscale 
directly.  Our system of choice was a hybrid system 
material of DNA on carbon nanotubes. As a proof-of-
principle we applied our setup to distinguish single DNA 
nucleotides in the quest for electronic DNA sequencing 
methods. As a next and more ambitious step we plan to 
implement inelastic electron tunneling spectroscopy, a 
new method adding the chemical sensitivity to already 
exhausting electronic capabilities of our STM.  As we 
discussed in the introduction, dissipative measurement 
is a counterpart to the noise because of the inherent 
connection between fluctuations and dissipation. 

We created a sophisticated STM instrument providing 
atomic scale resolution at pA current levels and cryogenic 
temperature, necessary for DNA immobilization on the 
metal surface (Figure 4a). We implemented a freeze-dry 
technique and instrumentation to deposit DNA on the 
metal surface without subsequent aggregation (Figure 
4b). Such method of DNA pulse injection does not induce 
changes in the surface structure of the metallic substrate, 
reducing the number of artifacts, usually observed in the 
STM images.

Figure 4. STM setup layout (a), and (b) schematic drawing of the 
sample preparation chamber.

As a proof-of-principle experiments and to test our 
instrument abilities, we conducted topographical imaging 
of DNA-wrapped carbon nanotubes (CNT). Figure 5a 
demonstrates the first images of DNA-CNT constructs 
ever observed with such high morphological resolution. 
Our instrument clearly visualizes the periodic wrapping 
of the CNT by the DNA strand. The coiling period was 
mathematically extracted from these images, and 
corresponds very well to the results of molecular dynamics 
simulations (Figure 5c, d). Currently we are working on 
uncovering the correlation between the DNA wrapping 
geometries and structure of the individual CNT using both 
topographic imaging for structural characterization and 
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tunneling spectroscopy to extract electronic properties of 
the material.

(c) (d)

Figure 5. (a) STM image of the DNA-wrapped carbon nanotubes; 
(b) STM image of DNA insertion into the nanotube; (c) DNA 
coiling period statistics extracted from (a); (d) MD calculations of 
wrapping geometry.

In conjunction with experimental work we have developed 
theory of molecular electronic states of DNA bases: A, G, C, 
and T on surface of Cu (111). We have preformed a com-
parison of our simulation results of G tunneling spectrum 
with experimental spectrum obtained by Tanaka’s group. 
We successfully applied developed simulation technique to 
model geometries of the DNA adsorption onto carbon nan-
otube  surface and resulting electronic properties of such 
hybrids. An example is shown in Figure. 5d, where period 
of the DNA coiling has been calculated ab initio to be ~3 
nm, in excellent agreement with experimental observations 
(Figure 5 a,c).

Our method can be applied to verification of a recently pro-
posed hypothesis about DNA sequencing using STM tech-
nique. The importance of successful genome sequencing 
cannot be overestimated, as the establishment of a new 
X-Prize gives proof (the first was offered for the first private 
space ship): ten million dollars will go to the developers of 
a sequencing method capable of providing full information 
on 100 genomes of 6 billion base-pairs length each in 10 
days. Development of the proposed STM diagnostic meth-
od and its application to the DNA sequencing will be very 
useful in identifying short DNA fragments and in studies of 
DNA-pathogen interactions.

Outcomes

We secure funding for STM-on-DNA work through National 
Nanotechnology Enterprise Development Center, and will 
continue tunneling spectroscopy and electronic structure in 
DNA and DNA- carbon nanotube composites. Our work in 
this project has set the stage for us to:

Perform high resolution STM imaging of the geometrical 
structure of single nucleotides and short single stranded 
and double stranded DNA molecules.

Conduct spectroscopic studies of the electronic response of 
DNA-substrate system at cryogenic temperatures.

Perform STM imaging and spectroscopy of DNA-wrapped 
carbon nanotubes. Investigate changes in the structural and 
electronic properties of hybrids as a function of the DNA 
length and composition.
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The actinide oxides are of tremendous technological 
importance in nuclear fuels, environmental transport, 
nuclear waste management, and corrosion reactions 
in nuclear weapons.  The deceptively simple binary 
formula of AnO2 (An = actinide element) belies an 
incredibly complex structural nature, and propensity 
to form nonstoichiometric phases AnO2±x.  The funda-
mental physical and chemical properties of actinide 
oxides that make them so technologically important 
are governed by hybridization and covalency between 
the atomic orbitals that make up the metal-oxygen 
bonds.  With recent developments in both theory and 
spectroscopy, we show that changes in the relative 
roles of 5f and 6d atomic orbitals can be experimentally 
measured, and correlated with the observed trends in 
structural and physical properties.  Understanding the 
nature of 5f-element bonding will provide the key to 
understanding, predicting, and controlling the complex 
oxidation behaviors. The work reported here represents 
the first such study of its kind, and will establish the 
solid scientific foundation essential for engineered solu-
tions to the wide range of actinide oxide issues in the 
stockpile, long-term storage, nuclear fuels, and environ-
mental remediation. Finally, it builds an unprecedented 
competency in materials science of clear benefit to 
the long-term needs of Los Alamos core programs in 
nuclear weapons and energy security.

Background and Research Objectives

The actinide oxides are of tremendous technologi-
cal importance.  They find widespread application as 
nuclear fuels, in long-term storage of surplus weapon’s 
materials, and they play an important role in environ-
mental actinide migration, and in corrosion reactions 
in nuclear weapons.  The deceptively simple binary 
formula of AnO2 belies an incredibly complex structural 
nature, and tendency to form nonstoichiometric phases 
AnO2±x [1].  The actinide series marks the emergence of 
5f electrons in the valence shell.  While the 5f electrons 
clearly participate in the band structure of light actinide 

Structure and Bonding in Actinide Oxides
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metals and some alloys, whether 5f electrons partici-
pate significantly in covalent bonding in compounds 
like the actinide oxides is still unclear.  Understanding 
the nature of actinide oxygen bonding will provide the 
key to understanding, predicting, and controlling the 
complex oxidation behaviors.

Our research objectives were to establish a new inte-
grated materials chemistry capability at Los Alamos; to 
determine the structural chemistry of AnO2±x systems 
associated with specific metal oxidation states in light 
actinides; and to make use of recent advances in theory 
and spectroscopy to predict and measure the relative 
contributions of 5f and 6d atomic orbitals in the differ-
ent bonding modes identified in AnO2±x systems.  This 
work will establish a foundation for developing accurate 
predictive models for the binary actinide oxides and 
related compounds that are central to the Los Alamos 
core mission, and establish new and unique scientific 
capabilities that will strengthen Los Alamos’ role in 
Office of Science (SC) programs.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This work provides technical details on what actinides 
form AnO2+x, the conditions under which they are 
formed, the nature of the solid state structures, and a 
detailed understanding of their electronic structure and 
bonding.  This program will supply detailed information 
about the interrelationships between local structure, 
chemical bonding, electronic properties, and chemical 
reactivity in actinide-oxygen systems, thus providing 
a unique understanding of the physical basis for the 
observed chemistry and physics of actinide oxides.  
Such knowledge will directly fuel the development of 
models for the behavior of oxides in storage environ-
ments, corrosion, transportation scenarios, and the 
environment.  The collaborative nature of this approach 
will extend the Lab’s leadership in actinide science, 
foster the development of new theoretical and spectro-
scopic techniques, provide critical information to the 
weapons and environmental management programs 
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and facilitate the lab goal of becoming the premier actinide 
materials laboratory in the world. Our scope incorporates 
state-of-the art Department of Energy (DOE) Office of Basic 
Energy Sciences (OBES) synchrotron user facilities and col-
laborations with other national laboratories, universities, 
and experts from the international actinide science com-
munity.  Finally, the use of postdoctoral fellows in conduct-
ing this research will assist in attracting and training a 
future generation of actinide scientists to the Laboratory.

Scientific Approach and Accomplishments

Our approach begins with chemical synthesis of high-
purity, well-characterized materials.  Actinides were 
purified by anion exchange chromatography to remove 
chemical and radiogenic impurities, and then converted to 
stoichiometric oxides using high temperature tube furnace 
techniques.  All samples were characterized by x-ray dif-
fraction (XRD) prior to use.  With high quality samples of 
stoichiometric AnO2.0, we used photoemission spectros-
copy (PES) to determine the bound electronic states, and 
a combination of O K-edge near-edge x-ray absorption 
fine structure (NEXAFS) and non-resonant inelastic x-ray 
scattering (NRIXS) to map the unoccupied states above the 
Fermi level.  These were directly compared to the theoreti-
cal density of states (DOS) calculated using hybrid density 
functional theory (DFT) with full periodic boundary condi-
tions (PBC).  Starting from stoichiometric solids of formula 
AnO2.0, we used pressure-volume-temperature (PVT) and 
microbalance techniques to perform controlled oxidation 
with water vapor to generate AnO2+x.  The local structure 
of these phases was determined by metal L-edge extended 
x-ray absorption fine structure (EXAFS) and both x-ray and 
neutron pair distribution function (PDF) analysis to probe 
how the interstitial O atoms enter the structure, and what 
effect it has on existing metal and oxygen atom sites.

Structurally, actinide dioxides form a cubic fluorite-type 
phase over the composition range of AnOx, where 1.6 < 
x < 2.0 for Th – Cf, as illustrated in Figure 1 [2].  The stoi-
chiometric AnO2.0 lattice consists of a face-centered cubic 
(fcc) arrangement of metal atoms in 6-fold “octahedral” 
sites.  Each metal atom is surrounded by 8 O atoms at the 
corners of a cube, and each adjacent 6-fold octahedral site 
is vacant (Figure 1).  The intermediate phase compositions 
and structures displaying O/An ratios between 1.6 and 2.0 
are realized by omission of O atoms in a periodic array.  For 
the composition range AnOx, where 2.0 < x < 2.25, x-ray 
and neutron diffraction reveals a slightly expanded lattice, 
consistent with the formation of a solid-solution for AnO2+x 
(U, Pu) [2,3].  The exact position of the extra O atoms has 
been a topic of debate [4,5,6].

Figure 1. The solid state structure of AnO2 illustrating the central 
fcc arrangement of metal atoms (black) with a cube of oxygen 
atoms (red).

Electronic Structure of Stoichiometric AnO2

For many years researchers have been calculating elec-
tronic structure in solids using density functional theory 
(DFT) in the local-spin-density approximation (LSDA).  
Unfortunately, LSDA often gives incorrect behavior in 
cases like actinide oxides, where the valence electrons 
are partially localized.  We note that both the LDA and 
the generalized gradient approximation (GGA) exten-
sions predict UO2 to be a metal, when it is known to be 
an antiferromagnetic insulator with a gap of 2eV [7]. 
However, new research has established that hybrid func-
tionals, which include a portion of the exact (Hartree-Fock) 
exchange interaction, remedy many of these problems, 
[8] and the introduction of a new screened hybrid DFT by 
Heyd, Scuseria and Enzerhof (HSE) [9] has extended this 
approach to metals and insulators [10].  Our recent appli-
cation of the hybrid DFT approach (HSE06) to UO2 gives a 
magnetic ground state, an insulating gap, and the lattice 
constant all in good agreement with experiment [11].  Our 
calculated HSE06 density of states (DOS) for UO2.0 is shown 
in Figure 2.
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Figure 2. Calculated total (black) and partial DOS (O 2p red, U 5f 
green, U 6d blue) for UO2 calculated using the HSE06 functional 
and scalar relativistic effects.

The occupied and empty states that are predicted from 
this new hybrid DFT calculation can be compared to experi-
mental photoemission spectroscopy (PES) that can map 
the filled states, and a combination of oxygen near-edge 
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x-ray absorption fine structure (NEXAFS) and non-resonant 
inelastic x-ray scattering (NRIXS) that can map the empty 
states.  With simple analytical functions relating the experi-
mental spectrum to the electronic DOS, there is strong 
synergy between PES/NEXAFS/NRIXS and electronic struc-
ture calculations.  Photoemission spectroscopy provides a 
direct measure of the experimental DOS.  Oxygen K-edge 
NEXAFS and NRIXS measure bound state transitions of O 1s 
electrons into metal-based orbitals that contain O 2p char-
acter from covalent mixing, and give a direct experimental 
measure of the O 2p DOS [11].  In our studies, the NEXAFS 
and NRIXS data give nearly identical results, and for brevity 
we will only show NEXAFS spectra here.

We compare the PES and NEXAFS measurements to our 
calculation in Figure 3.  Overall, the agreement with experi-
ment is quite good. For the photoemission spectra (Figure 
3 bottom left) note that the occupied states segregate into 
a U 5f feature near the Fermi energy and a predominantly 
O 2p feature at higher binding energy.  Variable photon 
energy studies clearly identify the O 2p and U 5f states.  
Oxygen NEXAFS data are also shown in Figure 3 (bottom 
right), and these data also compare well to the theoreti-
cal values. For the empty levels, NEXAFS data shows two 
prominent features.  
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Figure 3. (Top) Calculated total (black) and partial DOS (O 2p 
red, U 5f green, U 6d blue) for UO2 calculated using the HSE06 
functional and scalar relativistic effects.  The total DOS has been 
given 0.5 eV linebroadening for comparison with experimental 
data.  (Bottom, left) Experimental PES (blue) and calculated spin 
polarized DOS for UO2 (black).  (Bottom, right) Experimental 
oxygen K-edge NEXAFS (blue) and the calculated spin polarized O 
2p DOS for UO2.

The hybrid DFT calculation tells us that these NEXAFS 
peaks are associated with the U 5f and 6d states, and that 

the general shape and splitting compares quite well with 
the theory.  Of significance is that both experiment and 
theory indicate that there is significant mixing of O 2p 
character with U 5f and 6d levels, and therefore greater f-p 
hybridization and dispersion of the energy bands than pre-
viously thought.  Mulliken population analyses were used 
to quantify the amount of O 2p-U 5f mixing, and the result 
is described in detail in one of our most recent publications 
[11].

Encouraged by the correlation between theory and experi-
ment, we performed the first systematic study of the 
electronic properties of the AnO2 series, An=Th–Es, using 
screened hybrid density functional theory [12].   One might 
expect later members of the series to show even more 
localized character as the 5f orbital radial extent decreases 

with increasing Z.  However, we find two interesting 
features in the calculations: an An 5f–O  2p orbital energy 
degeneracy, which leads to significant orbital mixing and 
covalency in the intermediate region (PuO2-CmO2),

 and a 
strong Hund’s rule exchange opposing spin-orbit coupling, 
which yields an unexpected ground state in CmO2.  The 
calculated electronic structure and DOS is shown in Figure 
4 for U, Np and Pu where the convergence of the 5f and 2p 
DOS is complete at PuO2.
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where An=U, Np, and Pu, at their respective optimum geom-
etries. Note the merging of An 5f and O 2p DOS upon moving 
across the series from U through Pu.
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Nonstoichiometric oxides, AnO2+x

The structure of superstoichiometric oxides with O/
An ratio greater than 2 has been the topic debate [4-6].  
Neutron diffraction studies on UO2+x were interpreted 
as suggesting that the excess O atoms do not enter the 
structure individually, but rather in groups in combination 
with displaced O atoms and O vacancies in specific, highly 
ordered arrangements [13,14].  The interstitial O atoms 
are displaced nearly 1.0 Å from the ideal octahedral site, 
giving rise to a U-O bond shortening from 2.37 to 2.22 Å.  
The U atoms remain in their normal fcc positions, and the 
U-U distances are conserved [4].  This model is appealing 
because of its compatibility with the fluorite structure 
(Figure 1) where every anion site, but only every other 
cation site is filled at integral stoichiometry.  Placing the 
adventitious O in the open cubic holes minimizes the local 
elastic strain. This mechanism has been corroborated by 
DFT calculations on PuO2+x that indicate the most stable 
site for extra O is in these holes [15].  Recent work from 
our team has demonstrated that this description of AnO2+x 
is far too simplistic, with the adventitious O incorporated 
as distinct oxo units that would raise the valence of the U 
atoms to (VI) [5,16] and Pu atoms to (V) [5,17,18].

We examined U L-edge EXAFS of a large number of 
samples of UO2+x with 0 < x < 0.2, and a portion of repre-
sentative Fourier transform spectra are shown in Figure 
5.  For UO2.0 (x=0) the first peak is the contribution of the 
eight nearest neighbor O atoms at 2.36 Å, well separated 
from the more distant second nearest neighbor peak 
of twelve U atoms at 3.85 Å (the peaks in Figure 5 are 
all phase shifted to lower R). Regular features from the 
well-ordered extended structure subsequently continue 
out through very high distance from the central absorbing 
atom (not shown in Figure 5). This spectrum is therefore 
consistent with the crystal structure in Figure 1.  However, 
as x increases to UO2.25, the amplitudes of all of the peaks 
decrease monotonically, indicative of diminished order via 
displacements of the U and O atoms from their lattice sites 
coupled to the incorporation of the non-stoichiometric 
O atoms into interstitial, essentially defect sites. What 
contradicts the current models in this process is the split-
ting of the O shell (clearly evident in Figure 5 for UO2.25) 
and the appearance of a short U=O bond distance of 1.74 
Å.  Diffraction techniques that probe long-range order 
have never observed this phenomenon in UO2 solids, but 
the bond distance is similar to those found in discrete U=O 
bonds in molecular systems which range from 1.74 – 1.80 
Å.  These results suggest that as the U center becomes 
partially oxidized in UO2+x, there is a strong driving force to 
form short, strong, covalent U=O bonds.  The local struc-
ture approach to looking at solids with nominal long-range 

order is clearly changing the way we think about these 
materials.  During the course of this work, we prepared 
UO2+x samples using multiple methods to evaluate 
whether method of preparation could be the result of the 
discrepancy.  We prepared samples using high tempera-
ture furnace techniques, low temperature microbalance 
techniques, and high temperature equilibrium techniques.  
Samples were also studied by a series of neutron and x-ray 
PDF measurements.  Preliminary analysis of these data 
shows the possibility of a very unusual result that the x-ray 
and neutron measurements on the same samples disagree.  
If this is confirmed, then it will corroborate our recent tem-
perature dependent EXAFS finding that in U4O9 and U3O7 
the U-O distribution is altered between 50, 100, and 200 K, 
indicating that the O positions are unusually susceptible to 
dynamical processes.  This work would point to substantial 
modifications to the phase diagram for UO2+x.
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Figure 5. A comparison of uranium L3-edge EXAFS Fourier trans-
form data on the UO2+x series of compounds where the stoichi-
ometry is carefully controlled between pure UO2.00 (bottom) to 
UO2.25 (top) using TGA microbalance techniques.  Note that the 
peaks all occur at lower R values with respect to their true atomic 
positions due to the EXAFS phase shift (φ, c.a. 0.5 Å).

This example illustrates our capabilities for careful actinide 
sample preparation and stoichiometry control in the 
region of interest between UO2.0 and UO2+x, and the close 
integration between hybrid DFT calculations, photoemis-
sion and NEXAFS to develop a consistent understanding of 
the electronic structure in cubic UO2.  The new O NEXAFS 
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data clearly show that there is significant covalency in the 
U-O bonding in UO2, indicating that the U 6d contribution 
is stronger than the U 5f, and that the technique shows 
great promise for extracting the percent contribution 
of both types of orbitals for comparison with heavier 
actinides across the series.  Our use of U L-edge EXAFS 
to examine the local structure of the UO2+x series clearly 
shows that the simple model of incorporation of excess O 
atoms into octahedral vacancies is incomplete, and reveals 
the presence of extremely short U(VI)=O bonds at 1.74 
Å, similar to the oxo groups formed by discrete molecular 
complexes.
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Abstract

Understanding the dependence of shock-induced 
damage on the material properties and microstruc-
ture of metals is essential to predict the behavior of 
strategically important materials. We seek to correlate 
the damage with the microstructure by observing 
dynamically-developed mesoscale defects. During 
shock loading and unloading these defects may lead to 
nucleation of microcracks and voids, which then grow 
and coalesce inducing fracture, fragmentation, and 
spall. 

Background and Research Objectives

Science-based prediction of damage must consider the 
effects of microstructure and material state on material 
behavior. These qualities can vary with differences in 
material processing or history. The microstructure and 
material state impact significantly the localization of 
stress or strain, which initiates the damage accumula-
tion process.

We apply an integrated combination of material synthe-
sis by design, shock/recovery experiments, post-shot 
metallography, theory, and simulation. Samples are fully 
characterized before they are shock loaded with laser-
driven flyers. Sensitive dynamic interferometry is used 
to view localized motions at the optically accessible 
breakout surface. Damage is then analyzed in the recov-
ered specimens. Our goal is to correlate the observed 
localized displacements and velocities during dynamic 
loading with the microstructure, damage location and 
damage character on recovered samples. Results are 
being used to improve current models of damage.

This work is the first of its kind to correlate dynamic 
displacement “images” of the breakout surface of 
polycrystalline materials—with sufficient resolution to 
see localized deformations and simultaneously enough 
spatial coverage to collect meaningful statistics— with 
pre-shot material properties and post-shot damage 
distribution.

Dynamics of the Onset of Damage in Metals Under Shock Loading
Aaron Clyde Koskelo

20060021DR

Importance to LANL’s Science and 
Technology Base and National R & D Needs

We seek an experimentally-derived, physics-based 
understanding of the role of microstructure on material 
damage under shock conditions. Our work will result 
in fundamental advances in the materials science of 
metals. The capability created can provide the basis 
for solving problems of programmatic interest. Current 
production or engineering damage models address 
continuum-averaged properties, ignoring statistical 
fluctuations, which may dominate the bulk behavior. 
Statistics are essential to understand the average 
macroscopic response given the distribution of micro-
scopic quantities, for nonlinear systems. Knowledge of 
the statistics provides: 1) a much deeper understanding 
of the damage process; 2) enables prediction of the 
likelihood of variability in fracture strength and spall as 
a function of material properties; and 3) is essential for 
uncertainty prediction. The ultimate goal for LANL is 
to estimate the probability of mechanical failure under 
particular loading conditions, given statistical informa-
tion on the microstructure.

Scientific Approach and Accomplishments

Experiments spanning the range from barely incipi-
ent spall to nearly full spall were conducted on single 
crystals, multicrystals and polycrystals, comprising over 
270 shots. This data along with our post-shot metal-
lography, pre-shot specimen characterization, and 
hydrodynamic and molecular dynamic modeling, has 
provided a significant amount of information. The fol-
lowing pages touch on some of the more import results 
to date.

Transient Imaging Displacement Interferometry (TIDI) 
is a very sensitive dynamic displacement measurement 
tool [1]. Our experiments reveal—for the first time—
that a rich range of phenomena occurs when a shock 
wave reaches the breakout surface. The phenomena 
include elastic wave scattering from grain boundaries; 
elastic motion out-of-plane of the grain boundaries 
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themselves; scattering of the shock wave from surface or 
near-surface defects after it arrives at the surface; and 
surface waves generated from scattering from surface 
defects. Later in the shock-loading profile, waves scattered 
from buried defects or from dynamically created voids can 
be observed. The result of all of these sources of dynamic 
displacement is each transient image of the surface can 
be quite complex. Fortunately, each of the phenomena 
has their own length-scale and time dynamics permitting 
separation of the phenomena in the analysis.

Bowing of the specimen appears as a long-range variation 
across the image frame and occurs at the beginning of 
breakout and then subsides. The target bowing is several 
microns spanning an image region of ~2mm x 2mm. 
Comparison with “tilt” measurements made with pins on 
gas gun experiments demonstrate that the tilt seen in our 
laser-driven flyer experiments is no worse, and perhaps a 
little better than, the tilt in gas gun-driven flyer shots for 
the same flyer energies [2].

TIDI, in conjunction with post shot analysis; can reveal the 
time dynamics of the origin of surface damage. Figure 1 
is a post-shot microscopic image of surface damage. The 
circle in the lower right of the figure damage originat-
ing from a terminated twin. The dynamic displacements 
observed by the TIDI during the shock loading clearly show 
large distortion of this region early in the shock profile. 
These dynamic displacements indicate that this type of 
location is more susceptible to large-motion in the shock-
loading and is manifested as permanent damage at the 
surface [3].

Figure 1. Microscopic image of the region of damage in a 
shocked multicrystalline copper specimen.

Buried triple points also appear to be more susceptible to 
damage. A three dimensional reconstruction of post-shot 
sections of a multicrystalline copper target is shown in 

Figure 2. The grayscale image at the back of the recon-
struction is an individual slice of the target. The small black 
areas are slices through individual voids and coalesced void 
regions. 

As shown in Figure 2, voids nucleate along grain boundar-
ies (intergranular), within grains (transgranular) and at 
points of intersection between several grains (triple points 
or quadruple points). The pink dot towards the right of the 
reconstruction is a void that nucleated at a triple point. 
The colored regions are three dimensional reconstructions 
from successive slices through the specimen. To simplify 
the figure, the grain boundary structure has been removed 
for these slices but it is clear that some of the coalesced 
damage is intergranular and some is transgranular.

Figure 2. A three-dimensional reconstruction of spall damage in 
a shocked multicrystalline copper target. The shock was induced 
by a laser-driven flyer plate that impacted the target from the 
bottom. The spall plane is the general line of damage through 
the midpoint of the target.

Through analyzing post-shot sections, we are building up 
a statistical distribution of void nucleation likelihood vs. 
relative grain mis-orientation. The distribution obtained is 
the necessary information needed to predict damage in a 
polycrystalline specimen with a given microstructure. A key 
observation is that some mis-orientations result in damage 
away from the general spall plane, i.e. are weaker bonds. 
An example appears in the upper middle of the grayscale 
image of Figure 2—an intergranular crack occurred that 
does not connect with damage at the general spall plane. 

Target with Embedded wire

With the goal of development of a full three-dimensional 
model we conducted several shots that could be modeled 
adequately with a two dimensional hydrodynamic model. 
The object was to reproduce the dynamic data and predict 
what the TIDI diagnostic should see. Figure 3 shows a 
calculation of the displacement wave profile of a copper 
specimen that contained an embedded tungsten wire well 
below its surface. The blue line is a cross-section through 
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the TIDI signature of the embedded wire shot. The other 
lines are the two dimensional hydrocode calculations as a 
function of time. The model results are reasonable consid-
ering the approximations made.

Figure 3. Comparison of a two-dimensional hydrodynamic model 
with a TIDI result. The target was polycrystalline copper with a 
tungsten wire embedded perpendicularly to the shock propaga-
tion direction. The base of the TIDI data cross-section lies above 
the wire and the large displacement wings are caused by the 
shock propagating around the edges of the wire.

Dimples

The single crystal measurements showed a new phenome-
non not seen before. Early in the shock-loading profile, the 
TIDI images show rapid formation of localized depressions 
at the surface of the material. These “dimples” are formed 
once a threshold pressure level is reached. They appear on 
the compressive part of the wave but as the dimples are 
depressions, they must be the result of a localized tension-
like gradient in the compression wave. Such tension 
gradients can be created around regions of high dislocation 
densities or micro-fractures in the material. These regions 
could be pre-existing in the material or may be stress-
induced defects created dynamically by the leading edge of 
the shockwave. This explanation is compatible with theory 
by Zubelewicz [4], but has not been previously experimen-
tally observed. 

The dimples are crystallographic in origin as different 
orientations of specimen show characteristic shapes of the 
dimple. Figure 4 shows a displacement image acquired by 
TIDI at 88 ns after shock arrival for a <110> single crystal. 
The color map illustrates the local out-of-plane displace-
ment relative to the average level of the surface. Red 
signifies a region that is 200 nm above the surface, blue 
a region that is 200 nm below the surface. The “dimples” 
are the rectangular blue regions. Neumann’s principle 
suggests that structures created in the <110> geometry 

should be rectangular in shape as is observed. This is what 
is observed dynamically with the TIDI and in post-shot 
microscopic imaging using a VEECO interferometer. The 
dimples persist and can be clearly identified in the post-
shot specimens. Thus the dimples are clearly due to the 
crystal themselves rather than any unseen subsurface 
inclusions, which are confirmed from post-shot.

Figure 4. One frame in a sequence of eight obtained by TIDI 
during the shock loading of a single copper crystal target. The 
<110> direction of the copper crystal was parallel with the 
direction of shock propagaton. The frame has been analyzed to 
remove the slight bowing in the target.

Point VISAR damage model

Point VISAR has been one of the workhorse diagnostics for 
over 30 years in the shock-loading community. It measures 
the back surface velocity as a function of time, shown in 
blue in Figure 5a. Initially, the surface is at rest. When the 
flyer hits the front surface of the target, a shock wave is 
created which then propagates through the target to the 
back surface. When the wave reaches the back surface, 
the back surface accelerates. For experiments where the 
peak shock state is sustained for a period of time, the 
back surface then travels at a constant velocity. In the 
figure, this portion of the record is at approximately 25ns. 
(Because of the type of information sought in this par-
ticular experiment, the shock does not have a sustained 
plateau). The end of the plateau signals the arrival of the 
release wave originated from the free surface of the flyer. 
The release decelerates the target back surface and this 
motion is reflected in the point VISAR trace from 25ns to 
approximately 100ns.
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Figure 5. The graph in the upper part of the figure is the point 
VISAR record of a shocked single crystal copper specimen. The 
lower 3-D plots are a sequence of frames from the analyzed TIDI 
record. The target bowing has not been removed in these plots. 
The colors range from blue for the smallest out-of-plane displace-
ment and red for the largest.

The physics underpinning the shape of point VISAR records 
upon release, particularly under conditions where damage 
is expected, is not fully understood. We have made hydro-
code calculations using our single crystal shot results to 
parameterize the model. The shapes of the shock rise and 
the release as far as the plastic yield were well matched, 
indicating the adequacy of the single crystal plasticity and 
elastic modeling for the plasticity of the shock rise and the 
beginning or the release. The slope of the experimental 
release curve, after plastic yield, was significantly lower 
than that of the calculation, however. Several model 
enhancements were tried with only limited success. This 
lack of agreement indicates that new physical behavior 
outside the standard modeling used is occurring in the 
shock release. One possibility is early damage creation 
upon release. Another is the emergence of some dynami-
cally-created plastic defect upon release.

Damage development and Spall signature

TIDI results appear to support strong dynamic plasticity 
and/or damage early in the first shock-unloading of the 
surface. Figure 5 shows analyzed diagnostic records of a 
single-crystal copper specimen oriented with the <110> 
axis along the shock direction. The purpose of this experi-
ment was to determine the TIDI signature for developing 
spall. For this experiment, the relative thicknesses of the 
flyer and target were chosen to move the spall plane to 
100 microns of the surface to minimize the effect of disper-
sion of the waves emanating from any nucleating and 
coalescing voids. A side-effect of this experiment geometry 
is to diminish the length of time of the shock plateau as 
described above but for this experiment, a plateau was not 
necessary.

The upper plot in Figure 5 shows the point VISAR record 
from the back surface of the specimen. The blue line is 
the plot of the surface velocity as a function of time. The 
arrows labeled F2-F8 are the position in time the TIDI 
dynamic frames were acquired. Frame 3 is near the point 
of plastic yield of the copper. The overall curvature is the 
slight bowing of the target described above. The small, 
localized depressions in frame 3 are the dimples. In Frame 
3, one also sees the beginnings of “pimples”, i.e. regions 
of small, localized swellings at the surface. The standard 
deviation of all of these small features is 79 nm in frame 
3. By frame 4 this roughening increases to 97 nm and at 
Frame 5 the roughening has increased to 112 nm. Frame 5 
is the position where a compression wave reflected off of a 
spall plane would reach the back surface. Between frames 
3 and 5 is where plastic deformation and void nucleation 
and growth would occur. Definitive statements relating the 
reduced slope in the point VISAR record and the correlated 
increase in back surface roughness seen in both the TIDI 
and line VISAR to the material response await further 
analysis of our data and post-shot metallography of the 
targets.

Molecular Dynamics Modeling

We have simulated the spall process of nanocrystalline 
fcc solid and single crystal Cu under uniaxial loading 
using the embedded atom method (EAM) potential [5-9]. 
The simulations reveal heterogeneous nucleation and 
growth of voids as well as plasticity development where 
the grain boundaries play a key role. The simulations 
on single crystal Cu examine the anisotropy in plasticity, 
spall strength and homogeneous void nucleation, and the 
results can be compared to our laser experiments and 
continuum mechanics simulations. The detailed character-
ization of void nucleation and growth process also allows 
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a direct comparison with classical nucleation and growth 
theory for spall.

Other MD results confirm that TIDI measurements are 
feasible for nanoscale measurements, given sufficiently 
high signal-to-noise ratio and short wave length for probe 
lasers; and establish a scale relation jointly with larger-
scale experiments [10]. 

Conclusion

In conclusion, we have developed new experimental 
means to investigate the physics of spall damage forma-
tion. The capability is unique in the world, in the combined 
detail that can be obtained and the number of shots that 
effectively be conducted. The >270 shots that we obtained 
have provided information uncovering new or never before 
observed phenomena such as “dimples” and “pimples” 
and provided the first dynamic displacement images of 
damage upon release. The level of detail in our sectioned 
specimens is also unprecedented. Because of the large 
number of shots we are able to conduct, we have been 
able to span the entire range of conditions where voids 
first begin to form to where full spall occurs. Sectioning 
the specimens for different shock pressures has clearly 
revealed where voids originally nucleate. Initial results on 
statistical distributions demonstrate the importance of 
triple points and quadruple points. The single crystal target 
shots conducted also are providing the dynamic plasticity 
information needed for a fully three dimensional plasticity 
model. Our two dimensional models reproduce wave prop-
agation reasonably accurately for simple microstructures, 
as we have demonstrated with a targets with embedded 
wires. Full three-dimensional models of statistical damage 
are achievable pending further analysis of our data.
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Abstract

An innovative approach to spent nuclear fuel (SNF) 
reprocessing could offer tremendous advantages over 
traditional methods, augmenting our nation’s energy 
portfolio and increasing our energy security. For the 
past three years, our research team has made signifi-
cant strides in understanding the fundamental chemical 
underpinning for a novel SNF reprocessing scheme. This 
project has provided detailed knowledge of the com-
plexes of key actinide and fission product (FP) elements 
that form when SNF is dissolved in alkaline solutions, 
including their solubility, stability, and reaction kinetics. 
This work has successfully provided the basis for 
developing a separation technology as a revolutionary 
alternative to the PUREX process.

Background and Objectives

The National Energy Policy and LANL Strategic Goals 
state the critical need for the expansion of nuclear 
energy to enhance energy security and reduce domestic 
dependence on foreign oil and fossil fuels. This expan-
sion is hindered by the unresolved problem of SNF 
accumulation, the high costs of SNF disposal, and 
proliferation concerns over increased SNF reprocessing. 
SNF from current U.S. reactors will exceed the legislated 
capacity of the Yucca Mountain repository by more 
than a factor of two. Licensing applications for 34 new 
reactors are expected by 2010 [1]. 

Originally developed to separate plutonium for the 
U.S. weapons program, the PUREX process is used to 
reprocess SNF in large plants in France, the U.K., and 
Japan. The basis of PUREX is the selective liquid-liquid 
extraction of Pu and U from SNF dissolved in nitric acid. 
However, the disposal of the high-level waste resulting 
from PUREX has still not been successfully accom-
plished by any nation. In 1996 a National Research 
Council panel estimated capital costs for a new U.S. 
PUREX-type plant at $2,000-$7,000/kg-SNF-yr [2]. The 
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panel concluded that such a plant would not be eco-
nomically viable in the U.S., and innovative approaches 
to partitioning SNF are needed.

Designing an innovative approach to reprocess SNF 
is constrained by our understanding of actinide and 
FP chemistry that was mostly limited to acidic and 
near-neutral conditions prior to this project. A separa-
tion scheme based on the different speciation and 
solubilities of U, FPs and actinides in oxidative alkaline 
solutions provides an alternative to the PUREX-type 
process with reduced costs and enhanced prolifera-
tion resistance. Our proposed approach uses peroxide 
in alkaline media to enhance the dissolution of the 
uranium oxide matrix of SNF and provides novel routes 
for selectively partitioning the actinides and FPs. The 
carbonate-peroxide system has five major benefits over 
PUREX-type technologies: 1) the efficient removal of the 
heat-loading isotopes 137Cs and 90Sr early in the process, 
substantially decreasing the footprint for heavily 
shielded operations and minimizing dose to workers; 
2) the high binding affinity of peroxide to control metal 
separation; 3) a reduction in the number and complex-
ity of the treatment processes; 4) the minimization of 
secondary organic solvent waste; and 5) the flexible 
group separation of Np, Pu and Am/Cm resulting in a 
significant safeguards advantage. Our goal has been to 
develop a detailed, quantitative, and predictive under-
standing of the most pertinent molecular processes 
in alkaline peroxide solutions, whether applied to SNF 
separations, nuclear weapons materials processing, or 
actinide release and transport in complex repository or 
storage environments.

Importance to LANL’s Science and 
Technology Base and National R&D Needs

This work directly supports LANL’s missions of Energy 
Security and Threat Reduction and addresses the Grand 
Challenges of the Carbon Neutral Fuel Cycle and Super-
conductivity and Actinide Science. The revolutionary 
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separations schemes developed in this project present a 
novel reprocessing technology that minimizes cost, pro-
liferation risks, and environmental impacts of advanced 
fuel cycles. Our research is aimed at eventually closing 
the nuclear fuel cycle and supporting sustainable nuclear 
energy. 

In the DOE’s preferred option for transformation of the 
nuclear weapons complex, LANL will become the “Pluto-
nium Center of Excellence.” Fundamental actinide science 
like that performed in this project is key to maintaining and 
growing that capability for the DOE and the Nation. 

Scientific Approach and Accomplishments

The development of a revolutionary alkaline process for 
the separation of SNF requires the efficient dissolution 
of SNF and separation of key FPs such as Cs, Sr, and the 
rare earths. Work performed during this LDRD project has 
focused on structural and thermodynamic characterization 
of key complexes for the light actinides that form under 
conditions relevant to alkaline SNF reprocessing. We used 
a multi-faceted approach to study the fundamental struc-
tural, thermodynamic, and kinetic behavior of actinides 
and fission products in alkaline solutions by drawing on 
recent advances in actinide diagnostics and theory. Our 
studies used a variety of spectroscopic tools (e.g., UV-
Vis-NIR, FT-IR, RAMAN, NMR, fluorescence, ICP-AES), and 
single-crystal x-ray diffraction (XRD) studies, combined with 
theoretical calculations to characterize both solution and 
solid state species. Most significantly, we have explored 
the new coordination architectures of novel ternary 
actinide complexes, integrated with quantum chemical 
calculations to understand the spectroscopic features and 
electronic structure of these new compounds.

Our primary focus was the peroxide-carbonate system due 
to previous understanding of actinide carbonate speciation 
in solution and solid state. We performed only few studies 
to explore the feasibility of SNF processing in peroxide-
hydroxide solutions, but identified a novel mixed-ligand 
U(VI) peroxo-hydroxo crystal structure [3]. The following 
sections briefly describe scientific highlights of our work.

Dissolution of uranium oxides in peroxide-carbonate 
solution

Initial work, carried out under the auspices of the 
Advanced Fuel Cycle Initiative of the DOE, established 
the enhanced kinetics of UO2 dissolution into a peroxide-
carbonate solution [4]. Expanding on this work, we 
investigated the effects of preparation conditions on 
the dissolution kinetics of three uranium oxides that are 

potential feed materials for advanced reprocessing. Nine 
samples, characterized by powder XRD, BET (surface 
area), and x-ray photoelectron spectroscopy (XPS), were 
synthesized over a range of firing temperatures: U(VI) oxy-
hydroxide “UO3” (350, 400 and 450°C), U3O8 (700, 900 and 
1100°C), and UO2 (500, 700 and 900°C). Dissolution rates 
decrease at higher firing temperature, which correlates 
to a decrease in surface area. XPS surface studies showed 
the presence of U(VI) on the “UO3” surface. The UO2 and 
U3O8 solids exhibited a mixture of U(IV) and U(VI) surface 
species, with increasing fraction of U(IV) with firing 
temperatures. Insight into the dissolution mechanism 
in peroxide-carbonate solutions was gained by studying 
the surface of partially dissolved pellets of UO2 with XPS. 
Exposure to H2O2 radically changes the electronic structure 
of the surface uranium, initiating the oxidative dissolution 
of UO2 by forming U(VI) peroxo or carbonato species on 
the surface. Synergistic dissolution occurs in peroxide-
carbonate solutions by renewal of active surface sites for 
enhanced dissolution.

U-H2O2-CO3
2- Chemistry

The understanding of uranium speciation is critical to the 
successful control of dissolution of spent uranium oxide 
fuel and ultimately fission product separation factors 
from the actinides because uranium is by far the major 
component of SNF. Peroxide has proven to be an excep-
tionally strong ligand for actinide complexation, often 
out-competing carbonate and hydroxide. The complexity 
and dynamics of the U(VI)-H2O2-CO3

2- system are unprece-
dented in uranium chemistry, and much of this project has 
focused on determining the structure and thermodynamic 
parameters for the dominant U(VI) mixed peroxo-carbon-
ate species over a range of reaction conditions.

Figure 1 shows the changes in the absorbance features of 
the U(VI) tris-carbonato complex, UO2(CO3)3

4-, upon the 
addition of H2O2. The monomeric UO2(O2)(CO3)2

4- species 
has been isolated and structurally characterized by single 
crystal XRD studies as K4[UO2(CO3)2(O2)]•nH2O (n=1,2.5) 
[5,6]. The equilibrium constant for the formation of 
UO2(O2)(CO3)2

4- from the reaction of UO2(CO3)3
4-, and H2O2 

was unexpectedly large, nearly 100,000.5 Studies probing 
the reaction stoichiometry and mechanism suggest that 
the second dominant solutions species is a novel dimeric 
U(VI) peroxo-carbonato complex with a proposed formula 
of (UO2)2(O2)(CO3)6

6-. At lower U(VI) concentrations (< 0.5 
mM) the solution speciation favors the formation of only 
monomeric species; at higher U at least 9 distinct 13C-NMR 
resonances illustrate the presence of several other oli-
gomeric species.  In the presence of excess peroxide, 
13C-NMR data shows no carbonate complexes, suggesting 
the formation of the tris-peroxo species, UO2(O2)3

4- [7].
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Quantum chemical calculations were performed to 
determine the thermodynamically favored coordina-
tion geometry of the peroxo ligand in the dimeric U(VI) 
peroxo-carbonato solution species. The configuration with 
the bridging peroxo group aligned perpendicular to the 
metal-metal axis (side-on coordination) is favored over the 
end-on coordination by 26 kcal/mol. The calculated geom-
etries are in good agreement with reported U(VI) struc-
tures with side-on bonded peroxides. No U(VI) structures 
with end-on coordinated peroxide have been reported. The 
IR solution spectrum of this complex was also calculated 
and found to agree well with experimental data.

Figure 1. Spectrophotometric titration of U(VI) with H2O2 in 0.5 
M K2CO3. The changes in absorbance features are indicative of 
peroxide complexing with the U(VI) center and displacing a car-
bonate ligand from UO2(CO3)34- to form UO2(O2)(CO3)4-. 

Pu-H2O2-CO3
2- Chemistry

Aside from the molecular structures of Pu(CO3)5
6- and 

PuO2(CO3)3
4-, little is known about the behavior of Pu in 

alkaline solutions in single or multi-ligand systems [8]. 
Small amounts of peroxide have a significant impact 
on Pu solubility, speciation, and oxidation state stabil-
ity. While U(IV) is oxidized to U(VI) in the presence of 
H2O2-carbonate, Pu(VI) is rapidly reduced to Pu(IV). We 
have isolated and characterized the molecular structure 
of Na8Pu2(O2)2(CO3)6•12H2O, containing a dimeric anion 
Pu2(O2)2(CO3)6

8- with bridging µ2,η2-O2 ligandsm [9]. This is 
the first reported crystal structure containing a Pu-perox-
ide or dimeric Pu complex.

Peroxide titrations of Pu(IV)-carbonate indicate the 
formation of at least two Pu(IV)- peroxo species. A 

spectral comparison of the first solution species to 
Na8Pu2(O2)2(CO3)6•12H2O (Figure 2), suggests that the first 
complex is the dimeric. This complex forms nearly stoichio-
metrically, indicating that Pu2(O2)2(CO3)6

8- is significantly 
more stable than (UO2)2(O2)(CO3)6

6-. The second Pu(IV) 
peroxo-carbonato species forms rapidly in the presence 
of a significant excess of H2O2 and slowly reverts back to 
Pu2(O2)2(CO3)6

8-. The first Pu(IV) solution species is stable 
over a long time period, and its stability is likely controlled 
by the rate of free H2O2 decomposition. 

Figure 2. Spectroscopic comparison showing remarkable agree-
ment of the first Pu peroxo-carbonate solution complex with the 
solid state structure Na8Pu2(O2)2(CO3)6•12H2O.

Plutonium exhibits interesting redox kinetics in both 
carbonate and peroxide-carbonate solutions, with Pu(IV) 
being the stable oxidation state in the presence of 
peroxide. When an equal amount of H2O2 is added to low 
concentrations of Pu(III) in 2 M K2CO3, Pu(III) is rapidly 
oxidized to a mixture of Pu(IV) carbonate and peroxo-car-
bonate, yet the same oxidation takes in excess of 12 hours 
in the absence of H2O2. At 25°C H2O2 rapidly reduces Pu(VI) 
to Pu(IV), but cooling the solution has allowed measure-
ment of the redox kinetics and the observation of a blue 
Pu(VI) peroxo-carbonato intermediate (Figure 3). 
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Np-H2O2-CO3
2- Chemistry

Neptunium in mixed H2O2-CO3
2- solutions exhibits the 

most complex redox behavior of the light actinides. For 
example, H2O2 oxidizes Np(IV) and reduces Np(VI), with 
Np(V) being the most stable oxidation state. The rate of 
peroxide complexation is significantly slower than that 
for U and Pu, while the decomposition rate is significantly 
faster. The solubility of Np can be controlled by the H2O2 
concentration, which allows for tunable partitioning of Np. 

Cesium Separation

The efficient removal of the fission product Cs early in 
the proposed alkaline separation schemes would be very 
useful for reducing the gamma shielding requirements 
and simplifying the radiation damage chemistry. A number 
of potential absorbents or precipitants for Cs in alkaline 
solution have been investigated, including the inorganic 
materials: crystalline silicotitanate IE-911, zeolites IE-95 
and A-51, NaBH4, potassium cobalt(II)ferrocyanide (KCFC), 
and ammonium ferric-hexacyanoferrate (AFCF). Two 
organic materials, SuperLig 644 and BOBCalixC6, were also 
tested. The inorganic systems have the advantage of higher 
radiation resistance relative to the systems containing 
organic components.

Overall, the ferrocyanides achieved the highest removal 
of cesium. In sodium carbonate solutions, a number of 
approaches appear capable of accomplishing removal of 

Cs to greater than 95% including IE-95, A-51, KCFC, AFCF, 
tetraphenylborate precipitation, and BOBCalixC6. In K2CO3 
solutions, most of the previous systems are less selective 
for cesium over potassium, and literature results show 
that tetraphenylborate is not selective. The most promis-
ing candidate in K2CO3 solutions is AFCF, and it is the only 
potential candidate from our study for removing cesium 
from ammonium carbonate solutions.

Lanthanide (Ln), and Sr/Ba Chemistry

We have successfully isolated and characterized by single 
crystal XRD studies molecular structures for the solubility 
limiting carbonate species across the lanthanide series 
(except La, Ce, and Pm) [10].  The addition of H2O2 to 
lanthanide-carbonate solutions results in the formation 
of an extremely insoluble peroxo-carbonate complex. 
Strontium and Ba carbonates are very insoluble, and H2O2 
appears to further decrease their solubility. Our results 
indicate the feasibility of greater than 95% removal of 
Ln(III), Sr, and Ba during the initial dissolution step of the 
alkaline SNF reprocessing scheme.

Mixed Actinide (An) and An/Ln Chemistry

The experimental data from the individual actinide sys-
tems clearly shows the strong affinity of peroxide towards 
An(IV) and An(VI) ions, even in the presence of strongly 
coordinating CO3

2- and OH- ligands. When H2O2 is added 

Figure 3. Plutonium(III) is readily oxidized to Pu(IV) without complexation by H2O2 (left) while Pu(VI) is reduced to Pu(IV) via a Pu(V) 
intermediate while forming a competing Pu(VI) peroxo0carbonate complex. (right)
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to a carbonate solution containing equal concentrations 
of U(VI) and Pu(IV), Pu(IV) is preferentially complexed. At 
higher ratios of U:Pu, U(VI) competes with Pu(IV) for per-
oxide complexation, indicating a higher stability constant 
for Pu2(O2)2(CO3)6

8-. 

Unlike mixed actinide systems, where actinides compete 
for H2O2 complexation, peroxide preferentially complexes 
U(VI) over Ln(III). In general, the lanthanides have shown 
different solution chemistries than U(VI) and Pu(IV): the 
solubility of Ln(III) increases at higher carbonate concentra-
tions, while UO2(CO3)3

4- decreases; the solubility of Ln(III) 
in carbonate decreases in the presence of H2O2 while U(VI) 
and Pu(IV) solubility increases. 
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Abstract

We have used systematic methods to examine the 
responses of cells and biomolecular assemblies to syn-
thetically engineered nanoscale materials in order to gain 
insight into fundamental physical and chemical mecha-
nisms that underlie such effects. Biological, health and 
environmental effects will ultimately influence all applica-
tions of nanoscale materials, and equally important, will 
also influence societal acceptance of nanotechnology. 
Thus, the proposed work contributes to the develop-
ment of fundamental nano-bioscience and also impacts 
long-term applications of nanomaterials in technologies 
such as sensor development, energy production and 
medical treatments. Major results from the project are: 
1) an examination of cellular responses to systematically 
varied fullerene nanoparticles; 2) proteomic and bio-
chemical analysis of protein expression level changes and 
biochemical signaling pathway activations upon exposure 
to synthetically engineered carbon nanoparticles; 3) 
exploration of interaction mechanisms for nanoparticles 
and biological systems; and 4) development of methods 
to separate the influence of physical from chemical prop-
erties in determining cellular effects of nanomaterials.

Background and Research Objectives

A scientific and technological revolution is underway, 
arising from the ability to control and manipulate 
matter on the nanoscale. However, understanding of 
the interactions between engineered nanomaterials 
and biological systems remains primitive. This lack of 
understanding limits development of nanomaterial 
applications in the biological arena, and also raises 
uncertainties about long-term health and environmen-
tal effects of nanomaterials [1]. There is enormous 
interest in such topics because all applications of nano-
materials will be impacted by their long-term health 
effects. Our studies have addressed cellular responses 
to chemically tailored carbon-based nanoparticles 
and have explored underlying physical and chemical 
mechanisms that control the biological interaction of 
nanoparticles.

Biological Effects of Molecularly Engineered Nanomaterials
Andrew Paul Shreve

20060097DR

Our overall goals were to increase mechanistic under-
standing of biological and health effects of nanomateri-
als and to provide a foundation for predictive control 
of the interface between nanoscale materials and 
biology. To achieve these objectives, we implemented 
a research program that has produced significant 
advances in nanomaterial synthesis, material character-
ization, assessment of cellular effects induced by sys-
tematically varied sets of nanomaterials and exposure 
levels, elucidation of biochemical responses including 
up or down regulation of specific protein expression 
levels upon nanomaterial exposure, study of activation 
of signaling pathways after exposure of cells to syntheti-
cally engineered nanomaterials, and control of nano-
material interactions with cells and overall biological 
effects through the use of rational synthesis strategies.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

There is increasing awareness that much better 
fundamental understanding of the interaction of 
nanomaterials with biological systems is needed. This 
fact has been recognized at the national policy level, 
as indicated, for example, in multi-agency strategic 
plans developed as part of the National Nanoscience 
Initiative (links available at www.nano.gov). Within the 
multi-agency framework of the NNI, environmental, 
health and safety aspects of nanomaterials have been 
specifically addressed as an essential component 
of NNI’s coordinated research framework.  At LANL, 
nanoscience represents an important strategic area 
that contributes to existing and future programs, 
for example (bio)threat reduction, energy security 
efforts, fundamental materials science, the Center 
for Integrated Nanotechnologies, and intelligence 
community activities. Overall, the work in this project 
supports LANL’s science and technology base through: 
1) development of high-impact science of importance 
to the laboratory and the nation, 2) addressing 
technical issues of current and future importance to 
a broad range of laboratory customers, 3) building 
new capabilities in multi-disciplinary science, and 
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4) supporting laboratory missions in energy security, 
materials science and threat reduction arenas.    

Scientific Approach and Accomplishments

In order to achieve our goals of obtaining an improved sys-
tematic understanding of biological effects of engineered 
nanomaterials, our approach targeted the three key areas 
of material synthesis, material characterization, and study 
of cellular responses upon exposure to nanomaterials. 
Major accomplishments in each of these areas is high-
lighted in the following sections.

Synthesis

We used chemical synthetic methods to develop a series 
of water-soluble fullerenes from three main categories: 
cationic, anionic and neutral (Figure 1). Such synthetic 
control has allowed us to investigate the role of charge, 
surface properties and aggregate size, the latter arising from 
the fact that various members of the synthesized families of 
materials demonstrate different propensities for aggrega-
tion in aqueous environments. The primary anionic materi-
als studied were so-called tris- and hexa-adducts, where the 
added three (tris) or six (hexa) groups, presented a di-car-
boxylic acid moiety from the surface of the fullerene cage. 
Cationic fullerenes were prepared by attaching ammonium 
functional groups to the end of the substituents. Neutral 
fullerene is obtained by connecting two long ethylene oxide 
chains to the fullerene. Alternatively, water-soluble neutral 
fullerene was generated by the encapsulation of the fuller-
ene in a cyclodextrin molecule. Overall, our synthetic chem-
istry approaches demonstrate the successful achievement 
of tunable solubility, electronic structure, electrochemical 
properties, aggregation states and, as discussed below, 
cytotoxicity and other biological responses [2,3].  
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Figure 1. Examples of fullerene derivatives prepared. On the left 
is a carboxylic acid derivative (tris substituted), which becomes 
anionic by deprotonation under most aqueous buffer conditions. 
In the middle is a neutral fullerene, functionalized with a polyeth-
ylene glycol chain. On the right is a cationic fullerene, made by 
adding amine terminated chains to a carboxylated fullerene.

We also developed strategies for preparation of different 
classes of water-soluble fullerene materials by self-assem-
bly based methods (Figure 2) [4]. Here, an important goal 
was to use the tools of material self assembly to develop 
a rational design approach toward making water soluble 
fullerenes with the same size, but different surface func-
tionality, or different size, but the same surface functional-
ity. This set of materials allowed us to differentiate the 
biological effects originating from aggregation size and 
surface functionalities. Further, these nanomaterial solubi-
lization strategies allow us to shield the nanomaterials with 
polymers and charges, thereby controlling their biological 
effects. Ultimately, such approaches may allow different 
sized payloads of nanomaterials to be delivered to cells, 
while also shielding the materials from interaction with 
non-targeted biological materials. A similar strategy has 
also been implemented using lipophilic peptides, which 
afford the possibility of targeting the solublized nanomate-
rials to specific cells or intracellular structures.
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Figure 2. A schematic of polymer wrapped fullerene materi-
als (inset) and characterization studies of such materials using 
dynamic light scattering (left) and atomic force microscopy 
(right) to determine the size distribution of the fullerene/polymer 
aggregates.

Characterization

An important component of our work has been to apply a 
complete set of characterization tools to understand the 
chemical and physical properties of the synthesized nano-
materials. Such characterization is essential as a foundation 
to the ultimate goal of correlating cellular and biological 
responses with material properties. Characterization efforts 
have included determination of chemical structure, elec-
tronic properties, oxidation and reduction potentials, and 
solubility of the synthesized materials, and these studies 
have relied upon techniques such as nuclear magnetic 
resonance spectroscopy, absorption spectroscopy, electro-
chemistry, dynamic light scattering and atomic force micros-
copy. These methods have been applied to both chemically 
synthesized materials and materials obtained through 
controlled self-assembly methods. As an example, we used 
dynamic light scattering and atomic force microscopy to 
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examine the structure of polymer wrapped fullerenes in 
aqueous solutions (Figure 2), verifying our aims of produc-
ing similar materials that differ either in aggregate size or 
in the chemical functionalization. These results are closely 
linked to cellular responses (see below), as studies on these 
materials indicate that the surface characteristics, but not 
the size nor toxicity of the fullerene, were the dominant 
factors for the cellular effects. 

Cellular response

Our studies of cellular responses induced by fullerene and 
related nanomaterials targeted several different aspects of 
biological and biochemical systems. One aspect of our work 
was focused on overall cellular responses, for example, cell 
proliferation or cell death through necrosis or apoptosis 
(programmed cell death) [5,6]. Studies were performed 
using three relevant cell lines, monocytes (THP1), human 
skin keratinocytes (HEK), and pulmonary epithelial cells 
(BEAS-2B), representing immune, dermal and inhalation 
responses, respectively. As one example of our studies, 
we examined the responses to three types of fullerenes, 
underivatized fullerene solubilized by encapsulation in 
cyclodextrin, and so-called tris- and hexa- substituted 
carboxylated fullerenes (see above). Comparative analysis of 
the differential biological responses induced by these mol-
ecules included studies of cytotoxicity, generation of reactive 
oxygen species (ROS), cell proliferation, cell senescence, cell 
cycle arrest, and immune responses. These studies indicated 
that significantly different responses are obtained depending 
on the chemical functionalization of fullerenes in all three 
cell types examined. For example, depending on the target 
cell type (immune cell, skin or lung) and the chemical func-
tionalization of the fullerene, the type and extent of induced 
programmed cell death (apoptosis) was different. Such 
studies are important because the deregulation of apoptosis 
has been proposed to contribute to the pathogenesis of 
many diseases. Even more interesting in terms of cellular 
responses was the observation that, in immortalized HEK 
and BEAS-2B cells, tris-C60, unlike hexa-C60 and cyclodextrin-
C60, induced premature senescence by inducing cell cycle 
arrest and preventing cell proliferation. Cellular senescence 
is the terminally nondividing state that all normal cells enter 
after a limited number of divisions, and this state has been 
suggested to be a powerful tumor suppressive mechanism 
and to contribute to organism aging, as well as serve a 
general cellular stress response program. The potential rami-
fications of perturbing cell division and inducing premature 
senescence in different exposure scenarios may be quite 
significant, but further understanding of the mechanisms 
involved in the differential responses observed with chemi-
cally distinct fullerenes is still needed. 

We also studied the interaction of various polymer wrapped 
fullerenes with different cells. For some of the polymers 
studied, we found that the polymer alone, as well as the 
polymer/fullerene aggregate, both protect cells from 
apoptosis. On the other hand, other polymers were cyto-
toxic. Interestingly, larger neutral polymers with substantial 
polyethylene glycol content seemed to shield the coated 
nanomaterials from the environment, minimizing cellular 
effects. Therefore, in these systems, fullerenes were not only 
solubilized, but also appear to be well protected by polymer 
coatings.

Other aspects of our work have attempted to address dif-
ferent mechanistic questions related to biological exposure 
to carbon-based nanomaterials. For example, we explored 
in some detail the potential for different fullerenes to cause 
chemical and physical damage to biological membranes. 
These studies relied upon exposure of fullerenes to model 
phospholipid membranes under controlled conditions, 
followed by detailed characterization using techniques such 
as atomic force microscopy. Studies with different types of 
fullerenes indicate a complex, differential response, with 
substantial light-induced membrane damage possible (see 
Figure 3), depending on lipid or protein composition of 
membranes and the chemical functionalization of the fuller-
ene materials. Overall, however, it is apparent that a deter-
mining factor in controlling membrane damage mechanisms 
is the degree of interaction between differently functional-
ized fullerenes and the membrane, which can be controlled 
through chemical functionalization of the nanoparticles.

Figure 3. An atomic force microscopy image of a model phospho-
lipid membrane following fullerene-mediated damage during 
light exposure. The damage is apparent in the splotchy texture of 
the regions of the membrane where aggregaged fullerene was 
present (lighter areas of image). A series of related experiments 
verified that these types of biological membrane damage pro-
cesses are correlated with the propensity of any given fullerene 
derivative to interact with the membrane, which depends upon 
the nature of chemical functionalization of the fullerene and the 
composition of the membrane.
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Though most of our studies focused on fullerenes, we 
also explored how other carbon-based nanomaterials 
might potentially exert bioactivity with regard to the 
innate immune system. A mouse macrophage-like cell 
line (RAW264.7) was exposed to various carbon-based 
nanomaterials. This cell line is routinely used to model the 
innate immune system. No gross toxicity was observed 
when RAW264.7 cells were cultured in the presence of 
multi-walled carbon nanotubes (MWCNTs) for up to 48 
hours. But, upon exposure to MWCNTs, a specific profile of 
cytokine secretion was induced in this cell type. Cytokines 
are small proteins that are active in cellular signaling pro-
cesses. The cytokine profile was observed upon exposure 
to three different bulk MWCNT preparations that varied 
by growth method, average dimensions, and residual 
catalyst content, but not upon exposure to fullerenes or 
single-walled carbon nanotubes. These data suggest that 
the MWCNT-induced cytokine profile is unique to MWCNTs 
and that this profile can be used for biomarkers of MWCNT 
exposure. The accumulation of a specific profile of cytok-
ines upon MWCNT exposure suggested that a specific 
pathway of the innate immune system was activated, and 
our studies have identified one such likely pathway that is 
similar to the innate immune response upon viral infection 
[7].

Another important aspect of our work was to develop the 
capabilities for systematic analysis of protein expression 
level changes associated with nanomaterial exposure. Such 
proteomic analysis provides the means to identify cellular 
signaling and gene regulation mechanisms that might 
be associated with exposure to different nanomaterials. 
During the project period, we analyzed effects on THP-1 
cells. Proteomic analysis showed changes in expression 
level of several key proteins. For example, several anti-
oxidant proteins were upregulated in response to hexa-
carboxy fullerene treatment. Given that the hexa-carboxy 
fullerenes themselves did not induce reactive oxygen 
species (ROS), the upregulation of anti-oxidant enzymes 
points to a role in reduction of basal levels of ROS and 
ROS-mediated apoptosis. Another important upregulated 
protein was Interleukin enhancer binding factor 2, part of 
a dimer that is involved in interleukin-2 expression, which 
in turn is a key cytokine involved in immune response. 
The upregulation of this factor suggests that the cell may 
be potentially manifesting a pro-inflammatory response 
to these particles. Also upregulated was an enzyme (E2Q) 
involved in the important ubiquitination process that 
targets abnormal or short-lived proteins for degradation. 
Thus, the significant reduction observed in several other 
proteins could, in part, be a targeted degradation process, 
indicating the complexity of biological responses that can 
be elicited by nanomaterial exposure. These and other 

results from proteomic studies will be described in a forth-
coming manuscript.

Summary

Overall, our work has addressed the important issue of 
how to control biological and cellular effects arising from 
exposure to engineered nanomaterials. An overarching 
result is that the induced biological responses are quite 
complex and strongly dependent on the physical and 
chemical characteristics of the materials, as well as upon 
dose, exposure time and cell type. Strategies that may limit 
the biological effects of nanomaterials have been devel-
oped, through more general testing is still needed. Funda-
mentally, achieving a detailed mechanistic understanding 
of the myriad of biological effects that can be induced 
by different synthetic nanomaterials remains a daunting 
task of systems biology, but one that must be successfully 
addressed to fully enable future applications of nanomate-
rials in all areas of science and technology.
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full final reportAbstract

Gamma and neutron detectors play essential roles 
in approaches to identify special nuclear materials 
and radiological sources that pose threats as nuclear 
weapons or radiological dispersal devices. Currently 
available detectors do not meet all the requirements for 
many homeland security applications that need large 
area/volume, rugged, low cost, and fieldable detec-
tors.  Recently, there has been dramatic progress in 
electronic materials research that can be employed to 
create a new generation of radiation detector materi-
als. In the last decade both organic semiconductors and 
inorganic quantum-dots have been the focus of intense 
scientific and technological interest.  In this program 
we demonstrated improved scintillation performance 
using a composite scintillator consisting of inorganic 
quantum-dots and an organic semiconductor host.  We 
demonstrated improved light yield from plastic scintil-
lators utilizing a phosphorescent dopant to collect both 
singlet and triplet excitations.  We demonstrated large 
bulk photoconductive gain, greater than 100, in organic 
semiconductor photodiodes which showed that these 
devices are valuable for reading out scintillators used 
for gamma ray detection.

Background and Research Objectives

Gamma Detectors

For nuclear spectroscopy, the standard gamma-detector 
is the liquid-nitrogen-cooled single crystal Ge detector.  
This type of detector is excellent for laboratory work, 
but it is not readily amenable to field applications.  
Fieldable alternatives, including compressor cooled Ge 
(CC-Ge), Cadmium-Zinc-Telluride (CZT) and Thallium 
doped Sodium Iodide (NaI), are available with various 
performance characteristics.  For both CC-Ge and CZT, 
a major limitation is the small size and great expense 
of the crystals.  For NaI, expense is not as great a 
problem, but the energy resolution is significantly 
worse than either CC-Ge or CZT.  These detectors are 
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all grown as single crystals, which contributes to their 
expense.  Plastic scintillator detectors are not single 
crystalline and are much less expensive than any of the 
spectroscopic detectors but they have very poor energy 
resolution. 

Thermal Neutron Detectors

Current thermal neutron detectors include gas detec-
tors, scintillators, and semiconductors coated with a 
thin layer of thermal neutron capturing material (Gd, 
10B, 6Li).  Gas detectors perform well but are expensive 
and need to be relatively large for good detection 
efficiency.  3He proportional counters are the current 
standard thermal neutron detector.  They have been 
thoroughly optimized and their cost is unlikely to be 
reduced.  Scintillators loaded with neutron absorbers 
are sensitive to gamma background.  Existing solid-
state neutron charge collection detection technologies 
include semiconductors coated with neutron absorb-
ing films.  Because the reaction occurs on the surface, 
the detector collects some variable small fraction of 
the incident energy, and is therefore sensitive to the 
gamma-background.

Fast Neutron Detectors

At present energy resolution for fast neutrons is usually 
performed using time of flight techniques.  These 
methods work well in a laboratory environment but 
because of their complexity are not well suited for 
most field applications.  The neutron energy resolution 
required for practical threat identification is not avail-
able using today’s liquid scintillator detectors. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Because γ-rays and neutrons are sufficiently penetrat-
ing to allow detection of nuclear materials at significant 
distances, γ-ray and neutron detection plays an essen-
tial role in approaches to identify special nuclear mate-
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rials and radiological sources that could pose an unconven-
tional threat.  But the detectors currently used as portal 
or distributed monitors have limited isotopic identification 
capability, resulting in excessive false alarms.  We investi-
gated materials for three classes of detectors; 1) γ-ray, 2) 
thermal neutron, and 3) fast neutron detectors.  1) Energy 
resolving γ-detectors are an important approach to isotope 
identification, but currently inexpensive γ-detectors that 
operate at room temperature do not have the energy 
resolution required for precise and reliable isotope identi-
fication. There is a need for γ-detector materials with good 
energy resolution that can be fabricated inexpensively and 
operated at room temperature.  2) The thermal neutron 
background is small and detection of significant thermal 
neutrons is a strong indication of radiological threats.  
But because the γ-ray background is typically 4-5 orders 
of magnitude larger that of thermal neutrons, strong 
discrimination against γ-ray events in thermal neutron 
detectors is a major challenge.  There is a need for sensitive 
thermal neutron detector materials with high rejection for 
γ-ray background events.  3) Detectors capable of energy 
resolving fast neutrons would have many applications.  For 
example, fast neutron spectroscopy is a possible method 
for rapid explosive screening.  Currently neutron energy 
spectroscopy is done using time of flight (TOF) and liquid 
scintillator approaches.  TOF works well in a laboratory 
environment but because of its complexity is not well 
suited for field applications.  Liquid scintillators suffer from 
poor energy resolution. There is a need for energy resolv-
ing fast neutron detector materials. 

Scientific Approach and Accomplishments

Exciton generation and charge extraction in nanoparticles 

Carrier energy in excess of the energy gap (Eg) of a bulk-
phase semiconductor is efficiently dissipated as heat in 
the form of phonons.  However, provided that at least 1Eg 
of excess energy is present in a carrier (either an electron 
or a hole) it is also feasible for that carrier to relax to the 
band edge via excitation of a valence band electron across 
the energy gap.  This process, generically termed “carrier 
multiplication” (CM), can significantly improve radiation 
detector performance if it could be made to be efficient.  
While CM is not efficient in bulk phase semiconductors 
due to strict requirements of simultaneous conservation 
of both energy and translational momentum, we have 
experimentally demonstrated that it becomes efficient in 
semiconductor nanocrystals (NCs). Specifically, we have 
developed an ultrafast transient absorption method in 
which we can directly monitor the production of multiple 
excitons (electron-hole pairs) following excitation with a 
single photon of sufficiently high energy.  Using this tech-

nique we have found that NCs produce multiple excitons 
(up to 7) in response to excitation in the range of 2.0 to 
>6.2eV with efficiencies that are limited only by energy 
conservation.  We have shown that this process is broadly 
general to a variety of NC material systems.

A significant challenge to the utilization of the CM effect 
in radiation detection is the process of Auger recombina-
tion.  In this process, which is the inverse of CM, an exciton 
non-radiatively recombines by transferring its energy to 
another carrier.  Auger recombination typically occurs 
on time scales of tens to hundreds of picoseconds in 
NCs.  This provides a limit on time available for extraction 
of multiple carriers or excitons from an excited NC.  We 
have demonstrated that in assemblies consisting of NCs 
and small molecules the charge can be extracted from a 
photoexcited NC within ~5ps, which is significantly faster 
than Auger recombination time.  This encouraging result 
suggests that the CM effect can be utilized in practical 
radiation detection. 

Modeling electronic processes in nanoparticles 

We investigated electron-hole pair generation by energetic 
charged particles in semiconductor nanocrystals.  We are 
particularly interested in the role of collective excitations 
such as plasmons on this process.  In bulk metals, plasmon 
generation is the dominant energy loss mechanism for 
energetic charged particles.  The plasmons subsequently 
decay into electron-hole pairs.  The standard theoretical 
model to describe charged particle energy loss in bulk 
metals is called the “jellium” model.  The properties of 
charged particle energy loss are described by studying the 
dielectric properties of this model.  There are two basic dif-
ferences between the well-understood case of bulk metals 
and the semiconductor nanocrystals that we investigated: 
a) finite size effects in the nanocrystals, and b) the energy 
gap in these semiconducting materials.  The finite size 
effects mix longitudinal (such as charged particle) and 
transverse (such as photon) excitation.  To investigate the 
finite size effects we have studied the dielectric proper-
ties of finite sized spheres and ellipses in a jellium like 
model.  The effect of the semiconducting energy gap was 
incorporated by investigating the “Penn” model which is a 
generalization of the jellium model introducing an energy 
gap.  We have completed a series of calculations of the 
dielectric properties of the bulk materials described by the 
Penn model and will generalized these calculations to finite 
spheres and ellipses.

We developed a theoretical model for photoluminescense 
of nanoparticles and identified the nanophosphor YSO:Ce 
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(Y2SiO5 doped with Ce) as a model system to benchmark 
our theory.  The nano YSO has the potential of increased 
light output and reduced afterglow over bulk YSO by 
roughly 50%.  Understanding the nature of this increased 
performance requires modeling of the relaxation pro-
cesses of the excitations at the Ce3+ luminescent site in 
the presence of traps, such as O vacancies. Defects and 
traps delay or block the relaxation of an excited Ce site, 
thus hampering the radiative relaxation process and the 
measured light output. Most luminescence efficiency 
models have focused on bulk systems with luminescent 
sites (donors) on a regular crystal lattice and defects or 
traps (acceptors) as substitutional or interstitial ions, while 
nano and bulk YSO:Ce, as well as quantum dots, are in 
the opposite limit.  Our model calculations successfully 
described the time evolution of the photoluminescense 
in nano YSO:Ce at room temperature.  We identified two 
characteristic excitation transfer lifetimes with nanosecond 
dynamics and a very slow afterglow lifetime in the domain 
of minutes.  The nanosecond dynamics of the decay of the 
photoluminescence signal can be described by a fast (~1 
ns) contribution originating from the transfer of a donor 
to a nearby acceptor and a longer lifetime (~34 ns) that 
is comprised of a combination of the intrinsic radiative 
lifetime and donor-donor equilibration.  

Electron beam measurements of radiation detector 
materials

To address relevant physical processes in new materials 
for gamma detection we first had to solve a fundamental 
technical hurdle.  Gammas interact weakly with materials, 
requiring impractically large test material volume.  When 
gammas interact with materials they produce high energy 
electrons.  By using an electron beam to excite radiation 
detector test materials, we addressed the essential physics 
with research scale quantities of material.  We have 
demonstrated this technique on two classes of materials 
systems: colloidal inorganic quantum dot (qdot)/polymer 
composites, and metal-organic/polymer composites. 

We demonstrated a factor of two improvement in the 
light yield of a processable scintillator by incorporation of 
CdSe/ZnS core/shell quantum dots. High energy electrons 
transfer energy to the detection material via Coulomb 
interactions that scale with electron density.  The energy 
required to produce an excitation in the qdot (~3 eV) is 
expected to be much lower than in organic materials (~ 
30 eV).  We studied a composite scintillator that uses a 
luminescent polymer as the organic semiconductor host. 
We measured the optical properties of the composite and 
demonstrated that Förster excitation transfer occurs from 
the qdot to the polymer.  We demonstrated improved 

scintillation performance under electron-beam excita-
tion using the cathodoluminescence (CL) attachment of a 
scanning electron microscope, Figure 1. These scintillation 
results were interpreted using a theoretical model for the 
composite-material detector performance.
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Figure 1. Cathodoluminescence (CL) intensity as a function 
of quantum dot fraction, measure relative to CL intensity at 
quantum.

We demonstrated large bulk photoconductive gain, greater 
than 100, in organic polymer diodes. Photoconductive gain 
was measured in diode structures employing the soluble 
polymer MEH-PPV as the active layer. The MEH-PPV layer 
was either undoped or doped by incorporating a soluble 
C60 derivative or PbSe quantum dots.  We determined the 
spectral response, transient response, and bias depen-
dence of the gain.  The photoconductive gain is due to the 
circulation of hole carriers through the diode in response 
to electrons trapped in the polymer layer.  These results 
demonstrated that organic polymer diodes are valuable for 
reading out scintillators used for gamma ray detection. 

We demonstrated novel processable scintillators incor-
porating phosphorescent molecules, with light yields a 
factor of 3 larger than typical plastic scintillators.  We 
demonstrated improved light yield from plastic scintil-
lators utilizing a phosphorescent dopant to collect both 
singlet and triplet excitations created by ionizing radiation 
using poly-vinyltoluene and poly-9-vinylcarbazole doped 
with an Ir phosphor, Figure 2.  The spectral, temporal, and 
integrated yield responses to pulses of 10 keV electrons 
were measured as a function of dopant concentration.   
Both doped plastics yield a maximum light output of 200% 
of anthracene with decay times of 850 ns.  High light 
yield was obtained for Ir element fractions up to 10 wt %, 
demonstrating that these scintillators are advantageous for 
gamma detection.
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phorescent molecule and Ir wt%.

Neutron detector materials

We evaluated two wide-band-gap lithium-containing 
materials lithium niobate and lithium tantalate, LiNbO3 and 
LiTaO3 as thermal neutron detection materials.  We used 
natural lithium materials for convenience, but isotopically 
enriched 6Li can be used when needed.  The detector effi-
ciency, which includes allowing for the lithium atoms in the 
bulk and not on a surface, for thermal neutrons in LiNbO3 
is calculated to be above 80% for a thickness 1 mm, which 
is comparable to a 1 inch diameter 3He tube.  The possible 
impact of pyroelectric charge, and its subsequent sparking, 
was evaluated and found to be negligible for radiation 
detection applications because we put on metal electrodes 
and regulate the voltage.  Non stoichiometry was found to 
be a major source of intrinsic point defects.  The process 
of vapor transport equilibration (VTE) is a commercial 
process to fill the lithium vacancies, and it produces com-
mercially available stoichiometric crystals.  Various samples 
of doped and undoped material have been obtained from 
different vendors and tested.  We found that we could 
reduce defects with heat treatments in hydrogen or iodine.  
Electron paramagnetic resonance (EPR), electro and optical 
absorption, and internal fields measurements have been 
performed to select samples for photoconductivity and 
time-of-fight measurements.  We submitted an invention 
disclosure for lithium niobate used as a thermal-neutron 
detector, and the US DOE accepted it to file for a patent.  

Detector characterization

We re-evaluated the basis for estimates of the theoretical 
limit of scintillator performance, based on the theoretical 
framework adopted in the literature.  We found by cor-

recting assumptions for limiting yield and neglect of the 
Fano factor for scintillators that scintillator performance 
can be competitive with higher purity Ge performance.  In 
order to achieve this, a low energy/band gap material with 
minimal energy loss mechanisms must be produced.  In 
addition, high quantum efficiency photo-detectors, such as 
photodiodes, are necessary to fully exploit the Fano factor.  
Carrier multiplication in semiconductor nanocrystals will 
increase the limiting yield, thus improving the Fano factor.  
An experiment to verify these calculations involves the use 
of calibrated PMT’s with different photo-cathode quantum 
efficiency in order to measure absolute light yield magni-
tude and variance.  This experiment is being completed 
under DOE/NA-22 funding.  We implemented a Compton 
coincidence spectrometer to measure scintillator linear-
ity.  The novel feature of our spectrometer is the addition 
of a time resolved capability achieved by digitizing each 
pulse from the scintillator.  A measurement of a solution of 
semiconductor nanocrystals has been made and analyzed.
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Abstract 

With the NNSA’s designation of Los Alamos National 
Laboratory (LANL) as a plutonium center of excellence, 
extensive coordination of actinide science, engineering, 
and manufacturing will be needed. This program will 
enhance LANL’s capabilities in actinide science through 
creative research in advanced actinide chemistry, 
actinide materials science, and theoretical understand-
ing of actinide electronic structure.  Innovative research 
has been conducted into new forms of chemical 
bonding, new kinds of reactivity, and creative new ways 
to study covalency in actinide bonding that is crucial 
to advanced fuel cycle research.  We also performed 
state-of-the-art studies on actinide materials properties 
to gain insight into how strongly correlated electrons 
impart important properties to actinide materials, and 
how some new actinide materials can be resistant to 
radiation damage.  All of these areas are important 
to understanding actinide behaviors in nuclear fuels, 
nuclear weapons, and environmental behavior in 
support of DOE and Laboratory missions.  This research 
was conducted entirely by postdoctoral fellows who 
represent the next generation of actinide scientists and 
engineers.

Background and Research Objectives

Knowledge of actinide science continues to be essential 
to the United States and central to the mission of the 
DOE and its laboratories, including nuclear weapons, 
energy security, nuclear safeguards, nonproliferation, 
environmental restoration, and radioactive waste 
management. With nuclear weapons technology 
continuing to play a key role in defense policy for the 
foreseeable future, knowledge and expertise in the 
production, processing, purification, characterization, 
analysis, and disposal of actinide elements is essential 
to U.S. national security. The purpose of the Seaborg 
Institute is to provide a focus for actinide science at Los 
Alamos, to develop and maintain U.S. pre-eminence in 

Advancing the Chemistry Material Science and Theoretical Understanding of 
Actinides
Albert Migliori

20061471DR

actinide science and technology, and to help provide 
an adequate pool of scientists and engineers with 
the quality and breadth to meet the challenging and 
changing needs of the nation. This objective of this 
research program was to conduct fundamental research 
in broad areas of theory and modeling, new materi-
als, and actinide chemistry in order to train the next 
generation of actinide scientists.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project has enhanced our national security mission 
environment and the evolution of actinide (An) science 
and technology. The science developed in this project 
is applicable to national security, stockpile steward-
ship, reducing global nuclear threats, and can help lead 
to sustainable nuclear energy. Los Alamos strengths 
in actinide chemistry, material synthesis, condensed 
matter physics, complex systems, emergent phenom-
ena, and theory and modeling provide a world-class 
foundation from which we developed new science. 
Knowledge and expertise in actinide science is central 
to the mission of DOE and the NNSA, including national 
defense, energy security, environmental restoration, 
and radioactive waste management. By developing new 
syntheses of novel actinide materials, and understand-
ing how to control material properties and emergent 
phenomena, researchers can begin to tailor unique 
properties of actinide materials for new applications. 
Examples include the development of advanced nuclear 
fuels, new ways to purify and process Pu, self-healing 
materials for long-term storage of nuclear wastes, 
corrosion-resistant alloys for enhanced safety, bioreme-
diation of contaminated sites, and the selective separa-
tion of actinides from spent nuclear fuels.

Scientific Approach and Accomplishments

This project supported only postdoctoral fellows in 
many areas of actinide science, focusing on the three 
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main areas of theory and modeling, new materials, and 
actinide chemistry. We summarize briefly the achieve-
ments of many of the postdoctoral fellows working on 
various subtasks of this project, broken down into the 
three main areas of focus.

Theory and Modeling

Theoretical modeling of nanoscale heterogeneity in Pu/U 
alloys and oxides, David Andersson, is focused on actinide 
dioxides derived from the AnO2 fluorite lattice because 
they are of high technological relevance due to their 
application in nuclear reactor fuels. Oxidation of AnO2 
compounds emerges as a central theme in all use sce-
narios. The present work used density functional theory 
calculations to study the oxidation of uranium, neptunium 
and plutonium dioxides, AnO2 (An = U, Np or Pu), in O2 and 
O2/H2O environments. The calculations demonstrate that 
the stability of these clusters is an effect of the increased 
hybridization between actinide ions and excess oxygen ions 
that is enabled by their particular geometry (Figure 1).

Figure 1. Green/blue atoms constitute two split di-interstitial 
O clusters that together form a bound state, the so-called split 
quad-interstitial. These clusters are the fundamental building 
block of a range of nano-scale structure patterns in UO2+x. The 
cubes represent the simple-cubic oxygen sublattice in UO2.

The δ to α transformation pathway in Pu was studied using 
empirical potentials by Roman Groger. The mechanism re-
sponsible for the phase transformation between the high 
temperature fcc δ phase of Pu and the low temperature 
monoclinic phase represents an outstanding problem the 
elucidation of which will significantly contribute to an under-
standing of the physics of this important metal. This research 
project used the MEAM (modified embedded atom method) 
for Pu to investigate which of the intermediate phases is en-
ergetically more favorable.  This required a new empirical 
potential that will explicitly account for strong directionality 
of bonds due to the incompletely filled f orbitals.

Chemistry

Plutonium biogeochemistry studies by Alison Costello con-
centrated on the stabilization and potential remediation of 
Pu contaminated sites by a detailed study of the processes 
and factors affecting Pu speciation and mobilization under 

environmental conditions. The studies indicate that certain 
microbes enzymatically reduce Pu(VI)/Pu(V), producing in-
soluble biogenic plutonium oxides. Characterization of the 
biogenic PuO2 show the solids are deposited on the cell sur-
face as crystalline nano-particulates and are structurally ho-
mologous to synthetic PuO2. 

5f –Element coordination chemistry was studied by Andrew 
Gaunt in reference to the key separation problem of the Ad-
vanced Nuclear Fuel Cycle, removal of actinides from lan-
thanides and other fission products. Research focused on 
isolating a series of actinide complexes that were compared 
both with each other and to related lanthanide complexes. 
This research provided an unprecedented systematic study 
of isostructural trivalent f-element complexes with soft 
donor atom ligands.  The results consistently demonstrate 
shorter An-E than Ln-E bonds and for the first time provide 
a pattern and trend that supports a modest enhancement 
of covalency in An(III) vs Ln(III) bonding.

Multiple metal-ligand bonding in the actinides was studied 
by Trevor W. Hayton. This topic is of great interest because 
the information uncovered may lead to a better understand-
ing of the nuclear fuel cycle. The task resulted in successful 
synthesis of the first imido analogues of the uranyl ion (Fig-
ure 2). These complexes are true analogues of uranyl; they 
exhibit a linear N-U-N arrangement, extremely short U-N 
bonds, and the bis(imido) fragment is difficult to disrupt. 
This work resulted in a publication in Science which was 
awarded an honorable mention in the 2007 Postdoctoral 
Prize in Experimental Sciences competition at LANL.

Figure 2. Solid-state molecular structure of U(NtBu)2I2(THF)2

Factors affecting the stability of the imido ligand were ex-
plored by Robyn Gdula who showed that aromatic groups 
stabilize the uranium-nitrogen multiple bond, but that ali-
phatic groups result in reduction to U(V). 

The unique bonding in uranium-nitrogen multiple bonds was 
explored by Liam Spencer who reported the syntheses of 
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bis(imido) [U(NR)2]
2+ and oxo-imido [U(NR)(O)]2+ ions which 

possess many of the bonding features found in UO2
2+. His 

current research with these ions has focused on important 
questions pertaining to the reactivity of the imido ligands in 
the [U(NR)2]

2+ ion and how this reactivity differs from tran-
sition metal imido analogues, and 4) f-orbital communica-
tion in dinuclear bis(imido) U(V) complexes. This f1-f1 system 
displays antiferromagnetic coupling between U(V) centers. 
This is a rare and important discovery that demonstrates f-
electron communication between actinide metal centers.

Peroxide enhanced partitioning of SNF (spent nuclear fuel) 
in alkaline solutions was studied by George Goff by design-
ing an innovative approach to reprocess SNF. A separations 
approach based on the different speciation and solubili-
ties would be revolutionary. The approach uses an alkaline 
carbonate-peroxide system with major benefits over con-
ventional technologies: 1) the efficient removal of the heat-
loading isotopes early in the process 2) the high affinity of 
peroxide to control metal separation; 3) a reduction in the 
number and complexity of the treatment processes, 4) the 
minimization of secondary organic solvent waste, and 5) the 
flexible group separation of Np, Pu and Am/Cm. 

Terminal molecular uranium nitrides were explored by Rob-
ert Thomson. Uranium nitride [U≡N]x is a very promising al-
ternative to uranium dioxide [UO2]x, which has traditionally 
been used as the fuel source in nuclear reactors. While the 
uranyl ion [O≡U≡O]2+ and uranium imide complexes (U=NR) 
have been heavily studied, very few uranium nitrides (U≡N) 
are known, with only one report of a multimetallic molecu-
lar system, and no known terminal nitrides. Two main path-
ways into uranium nitrides are under investigation, one in-
volving azide complexes, and the other employing reactive 
imides. The first pathway has focused around the generation 
of well-defined uranium azide complexes (U-N3) using TMS-
F elimination, and the conversion of these azide species 
(U-N3) into nitride complexes (U≡N). The second pathway 
used to access U nitride complexes involves the generation 
of reactive imide complexes (U=N-R), where the N-R bond 
can be cleaved under the appropriate conditions.

Materials

Magnetoresistance has been studied by Susan Cox in 
charge-density-wave systems because it is important to im-
prove our understanding of CDWs in uranium. A particular 
puzzle has been the electrically-insulating phase of colossal 
magnetoresistance materials. The results show that instead, 
the electrons collectively form a wave-like entity, known as 
a charge-density wave (CDW). It was established that the 
transition in manganites is second order, and is accurately 
modeled as a Peierls in contrast to the previously accepted 
picture of charges localized at atomic sites. The effects of 
disorder on the heat capacity of a charge-density wave have 
also been seen in U. The work overturns a traditional view, 

and suggests instead that the transition is driven mainly by 
a Fermi- surface instability. This result adds to the growing 
body of evidence that the colossal magnetoresistance pres-
ent in manganites is driven by the delicate balance between 
the ferromagnetic and stripe phase.

Strongly correlated electron materials studied by Sonia 
Francoual in the proximity of a quantum critical point (QCP) 
give rises to novel ground states such as magnetism, uncon-
ventional forms of superconductivity and non Fermi liquid 
(NFL) behaviors. The actinide alloy URu2Si2 shows the attri-
butes of quantum criticality. She addresses the consequenc-
es of Rhenium doping on the reentrant ordering around the 
QCP. The experimental approach consists of investigating 
the magnetization and magnetoresistance properties in 
URu2-xRexSi2 single-crystals at several different values of the 
Rhenium content at low temperatures in pulsed high mag-
netic fields. 

Actinide dioxide benchmark calculations were made by 
Lindsay Roy. It was shown that screened hybrid DFT mim-
ics the photoemission spectrum (PES) for UO2.

 The total 
and projected density of states are compared with the ex-
perimental photoemission spectrum in Figure 3. The peak 
positions and bandwidths are in good agreement between 
calculation and experiment.

Figure 3. Experimental PES and the spin polarized DOS for the 
AFM ground state for UO2 is shown on the left.  The right panel 
depicts the total and partial DOS for UO2 calculated using the 
HSE functional and scalar relativistic effects. 

Covalency within 4f-element complexes was studied by 
Andrew Sutton. The sharing of two electrons between ele-
ments to form a covalent bond is a fundamental concept 
and the simplest way to envisage a chemical bond. In 4f-
element chemistry, it has been long believed that bonding 
is primarily electrostatic with the valence f-orbitals being 
core-like and hence unable to overlap effectively with ligand 
orbitals. In order to probe the existence and extent of Ln 
covalency, the aim of this project is to synthesize a range 
of lanthanide complexes exhibiting a multiple bond to a li-
gand. A new range of cerium metallocycle complexes have 
been synthesized and will be used in a comparative oxygen 
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K-edge XAS study to elucidate the nature of the Ce-O bond.

Thermodynamic measurements of actinides were explored 
by Yoko Suzuki. Actinides in general have very complicated 
bonding structures associated with 5 f electrons. Pu is par-
ticularly interesting because it goes through many structural 
phases as temperature increases between 0 to 906 K. Mea-
surements of the temperature dependence of the elastic 
moduli of alpha and delta Pu show extreme softening on 
warming by an order of magnitude more than expected for 
ordinary metals with similar Debye temperatures. Thermal 
vibrational amplitude, not volume, appears to be a strong 
candidate for the parameter that drives electron localiza-
tion. 

Radiation damage effects in uranium-bearing d-phase oxides 
were studied by Ming Tang. This task involves the synthesis 
and fabrication of complex ceramic oxide samples, which 
are fluorite structural derivatives of compounds with stoi-
chiometries near to M7O12, namely, the so-called d-phase, 
made from mixtures of uranium oxide (both UO2 and UO3) 
and sesquioxide compounds such as Y2O3. Certain d-phase 
oxides have been confirmed to be extraordinarily radiation 
tolerant; in particular, they are especially resistant to amor-
phization transformations. This task accomplished signifi-
cant advances regarding investigations of radiation damage 
effects in fluorite derivative uranium (U) bearing oxides, in-
cluding: (1) synthesis and fabrication of d-phase U-bearing 
oxides (Y6U1O12, Gd6U1O12, Ho6U1O12, Yb6U1O12, La6U1O12, 
Lu6U1O12) and the RhII-structured compound, Y6U2O15 and 
(2) irradiation and characterization of d-Y6U1O12 and RhII-
Y6U2O15. Experimental results reveal that no irradiation-in-
duced amorphization was observed all these Kr irradiated 
uranium-bearing d-phase compounds even at very high ra-
diation dose ~ 50 displacements per atom (dpa), while the 
tungsten d-phase compounds became amorphous at the 
similar irradiation dose. Ultimately, we strive to discover 
radiation tolerant ceramics unbeknownst to the scientific 
community and to develop these materials for application 
in hostile, radiation environments, especially as actinide 
hosts for advanced nuclear fuels or wastes.

Theoretical study on understanding of bonding interactions 
was done by Ping Yang. Research focused on theoretical 
study on understanding of bonding interactions and chemi-
cal behavior between actinides using modern density func-
tional theory (DFT) and time-dependent density functional 
theory (TDDFT). Excellent agreement is obtained between 
DFT calculated structure and crystal structures for both tho-
rium and uranium fluoroketimides. The theoretically pre-
dicted low-lying excited states are consistent with experi-
mental low-temperature luminescence spectroscopic data. 
This consistency between theory and experiment is also 
observed in high energy core excitation of various ligands, 
where the electrons in the inner shell of atoms are excited. 
The calculations also predicted the antiferromagnetic cou-

pling of a dimeric bis(imido) uranium iodide complex, which 
was verified by magnetic susceptibility measurements.
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Introduction

The molecular dynamics method is an extremely pow-
erful tool for studying problems in chemistry, biology, 
physics, and materials science. Starting only with an 
interatomic potential describing the forces between 
atoms, a system is propagated forward in time using 
Newton’s laws, and the true dynamical behavior of 
the system emerges. This approach is now commonly 
used to study processes such as fast fracture of a solid, 
structural fluctuations in a protein, liquid diffusion, fast 
chemical reactions in solution, and sputtering of a solid 
surface. A major limitation, however, is that because 
the equations of motion must be integrated with time 
steps on the order of femtoseconds (one femtosecond 
is a millionth of a millionth of a second), the longest 
time a simulation can run on current computers is typi-
cally less than one microsecond. This precludes direct 
simulation of a vast number of interesting and techno-
logically relevant processes, such as surface diffusion 
and surface growth, deformation of a surface during 
manipulation with an atomic probe, thermally activated 
annealing processes after a radiation damage event or 
ion implantation, protein folding, grain boundary diffu-
sion, etc. Because we cannot access these longer time 
scales directly, we typically resort to more approximate 
models that do not properly incorporate the full com-
plexity of the atom-by-atom interactions and motions, 
and we have no real error control on the predictions 
from these higher-level models. 

For many systems, the long-time dynamical evolution 
consists of infrequent events; the system is caught in 
a single energy basin, wandering around vibrationally 
millions or billions of times before finding an escape 
path (e.g., the hop of a surface adatom) that takes it 
over a barrier to a new energy basin, where it begins 
vibrating again. Over the last ten years at Los Alamos, 
we have been developing a new simulation approach 
that exploits the characteristics of this infrequent-event 
behavior to reach much longer time scales than one 
can access using direct molecular dynamics. The key 
concept in this “accelerated molecular dynamics” class 
of methods [1] is to let the trajectory find an appropri-
ate way to escape from each basin, but to trick it into 
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doing so more quickly, perhaps at the expense of losing 
information about the vibrational motion. The result is 
that the system passes from state to state in a dynami-
cally correct way reaching times of milliseconds, and 
sometimes even seconds and beyond, with full atom-
istic fidelity. Interestingly, the transitions the system 
makes are often much different than we would have 
expected from our intuition. 

A remaining problem with these accelerated molecular 
dynamics methods is that they are limited to small sys-
tems of ~1000 atoms. In this project, we are developing 
new procedures and algorithms to extend the acces-
sible size scale of these methods so that a much wider 
range of phenomena can be treated. We are achieving 
this primarily through spatial parallelization, and we are 
also exploring other approaches in which we directly 
modify the algorithms themselves. Our first applica-
tions are to the growth of metal films. 

Benefit to National Security Missions

This work advances the state of the art for simulation 
of processes such as radiation damage in nuclear fuels 
and nuclear waste, dislocation motion in structural ma-
terials, surface growth processing, and fracture, thus 
contributing to the DOE missions in Energy Security, 
Nuclear Security, Environmental Responsibility, and Sci-
entific Discovery and Innovation.

Progress

In the project to develop and apply a spatially parallel-
ized temperature accelerated dynamics (ParTAD), we 
have now used our new ParTAD method [2] to study 
the growth of a copper surface from vapor deposition 
at low temperature [3].  This work is being done in col-
laboration with Prof. Jacques Amar’s group at University 
of Toledo.  X-ray diffraction experiments performed by 
Miceli’s group [4] over the last few years have indicated 
that for growth below T=~100K, there is a significant 
strain in the film, which they interpreted as arising from 
a significant number of bulk vacancies (~2%) incorpo-
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rated into the growing film.  Combining molecular dynam-
ics deposition simulations (lasting a few ps per deposition) 
with ParTAD simulations to evolve the system for the much 
longer time between deposition events, we have been 
able come much closer to the true experimental deposi-
tion conditions than have been possible before now.  We 
employed a much larger system than we could have with 
regular TAD, and this larger system was necessary to fully 
understand the morphology of the growing surface.  We 
achieved a deposition rate of 5000 monolayers per second, 
which is much faster than in the experiment, but is roughly 
5 orders of magnitude slower than is possible with a direct 
molecular dynamics (MD) study, allowing us to study the 
effect of thermally activated events.

From the films grown using MD+ParTAD, we have simu-
lated the X-ray diffraction patterns for comparison with the 
experiment, as shown in Figure 1.  

Figure 1. X-Ray diffraction (XRD) patterns during growth of 
copper films on Cu(100).  a) synthesized XRD spectrum from 
molecular dynamics (MD) and ParTAD simulations at normal 
deposition angle.  b) Comparison of experimental XRD pattern [4] 
with XRD pattern predicted from MD at deposition angle (from 
normal) of 55 degrees. c) Comparison of XRD spectra predicted 
MD and ParTAD at 60 degrees.  The ParTAD films, grown 100,000 
times slower, show a softening of the peaks due to the smooth-
ing of the surface caused by the thermal diffusion events during 
deposition.

Using direct MD simulations, in which no thermal events 
have time to occur between successive depositions, we 
find reflectance oscillations that are in near-quantitative 
agreement with the experimental pattern (see Figure 1b) 
when we use a deposition angle of 55 degrees (where zero 
degrees would be normal deposition).  The experimental 

deposition angle is thought to be close to this value.  Com-
paring the MD simulations with ParTAD simulations, we 
find that the effect of thermal events, up to a temperature 
of T=77K, is to slightly soften the reflectance oscillations in 
the X-ray diffraction spectrum, but the shape is largely un-
changed (as shown in Figure 1c).

Perhaps most significantly, as shown in Figure 2, we see 
an interesting nano-scale roughness in the grown surface, 
even after just a few (e.g., 7) monolayers, with surprising 
[100] oriented vertical cliffs (Figure 2d).  It appears that 
this roughness, rather than the incorporation of vacan-
cies into the film, is responsible for the experimentally 
observed strain in the film.  In contrast to the experimental 
claim of 2% vacancy concentration, we observe a much 
lower concentration of incorporated vacancies (less than 
0.1%).  Moreover, we find that if these vacancies are filled 
in before modeling the X-ray spectrum, the spectrum is 
essentially unchanged, indicating fairly conclusively that 
the peaks in the X-ray diffraction spectrum are not due to 
vacancies.

Figure 2. Surface morphology for copper films grown to 7 mono-
layer thickness on Cu(100) at T=40K using ParTAD.  The deposi-
tion rate is 5000 monolayers per second.  a) Normal deposition 
incidence – note the smoothness.  b) Deposition angle (from 
normal) 40 degrees, and c) 60 degrees.  Note the increasing 
nanoscale roughness with increasing deposition angle (arrows 
show the direction of deposition) and the steep canyon walls at 
60 degrees.  d) Close-up of c), showing completely vertical cliff 
walls.

We have also made further progress on defining a gen-
eralized hyperdynamics in which the bias potential is de-
fined locally, thereby allowing arbitrarily large systems to 
be propagated forward in time.  We have developed an 
algorithmic procedure for this local hyperdynamics and 
we have implemented it for both model systems and for 
more realistic embedded atom method (EAM) systems. 
We have developed an efficient on-the-fly approach for 
fitting the coefficients that define the bias potential; this 
refitting needs to be performed each time the system en-
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ters a new state.  For the three different model systems, 
we have shown that it gives very accurate results.  One of 
these model-system tests is shown in Figure 3.  In our most 
demanding and precise test, up to a boost factor of 100, it 
gives rate constants that agree with the exact results (from 
direct MD) to within 5% or better.  Presumably it works 
well for even larger boosts, but it becomes very expensive 
to compute the MD results against which we need to com-
pare.  We have not yet been able to provide a mathemati-
cal proof that the method is valid, but we have a heuristic 
derivation and we believe the method can be shown to be 
exact in some limit.   A particularly exciting feature of this 
local hyperdynamics is that it should be easy to implement 
in the context of large-scale molecular dynamics simula-
tions.  For example, on the new Los Alamos Roadrunner 
system, this could allow us to reach an unprecedented size 
and time scale of billions of atoms for microseconds.
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Figure 3. Test of the local hyperdynamics method for a one-
dimensional surface diffusion system in which adatoms that are 
separate at time zero diffuse and coalesce into larger clusters 
as the simulation proceeds.  The number of clusters of various 
sizes as a function of time is monitored in the plot.  The local 
hyperdynamics results are in good agreement with the direct MD 
and global (i.e., regular) hyperdynamics results.  To indicate how 
good this agreement is, the dashed line shows how much the 
cluster coalescence behavior changes when the temperature is 
changed by just 5% (from 0.20 to 0.19).

Future Work

In the ParTAD project, we have now begun to study low-
temperature deposition of copper on silver and silver on 
copper.  We are also beginning to study radiation damage 
annealing in fcc metals.  Time permitting (this project ends 

partway through fiscal year 2009), we will also investigate 
this same spatial parallelization approach on the hyperdy-
namics method.

We will continue to develop and implement the local hy-
perdynamics method.  In particular, we will perform tests 
on surface-diffusion processes in metals accurately mod-
eled by the embedded atom method (EAM).  We continue 
to seek a rigorous derivation of the method, although it 
already seems clear that it is powerful enough and accu-
rate enough to be a useful method.  Time permitting, we 
will apply the local hyperdynamics method to large-scale 
film growth or some other problem where large size and 
long time are both required.

Conclusion

We are developing methods that can treat, with full ato-
mistic detail, the dynamics of systems involving many 
thousands (perhaps millions) of atoms for time scales of 
microseconds, milliseconds, and beyond.  We are achiev-
ing this both through spatial parallelization of the existing 
temperature accelerated molecular dynamics code, and 
through a redesign of the hyperdynamics algorithm to ex-
ploit the local nature of typical thermal transitions in ma-
terials. We expect these methods to be powerful for many 
systems that need to be studied for longer time scales than 
molecular dynamics can reach and larger sizes than our 
previous accelerated molecular dynamics methods could 
reach.  We have already applied the spatially parallelized 
temperature accelerated dynamics approach to reinterpret 
an experimental study of copper films grown at low tem-
perature, showing that nanoscale roughness, rather than 
large vacancy concentration, causes the observed features 
in the X-ray diffraction spectrum.
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Introduction

Currently, there is no understanding of the microscopic 
formation of damage tracks by fission fragments in the 
electronic stopping regime.  This process is important 
for ceramic fuel materials needed for the President’s 
Global Nuclear Energy Partnership.  We are combining 
theory, simulation, and experiment to study a detailed 
microscopic mechanism of damage in the electronic 
stopping regime based on Coulomb explosion process-
es which result from intense electric fields generated 
in the ion tracks.  Predictions of the theory and of large 
scale atomistic simulations are being tested through 
direct experimental investigation of track formation in 
spinel materials and UO2.

Benefit to National Security Missions

This project will support the DOE mission in Energy 
Security and the Office of Science mission in Nuclear 
Energy by enhancing our understanding of the micro-
scopic mechanism of fission fragment damage in ce-
ramic nuclear fuel materials.

Progress

The most important accomplishment of the past year is 
a significant advance in the microscopic theoretical mod-
el for latent track formation.  A detailed investigation of 
the lifetime of the charged track generated by the ion re-
vealed that electrons ejected from the track region play 
an important role in the process of latent track forma-
tion.  The electrons cause secondary ionization events in 
the material surrounding the track, resulting in the tem-
porary formation of new scattering centers.  As a result, 
the mean free path of the thermally induced conducting 
electrons is dramatically reduced on a temporary basis.  
This permits the charged region at the center of the 
track to persist for a significantly longer period of time 
than in a pristine material, and allows latent damage to 
occur.  We are currently calculating theoretical predic-
tions for charge track lifetimes which can be compared 
with the formation of latent tracks both in the experi-
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ments being performed as part of this project and with 
data from the literature.  We stress that this secondary 
electron damage mechanism has never been considered 
before, and sheds important new light on the damage 
process.  In our computational modeling efforts, we have 
performed detailed simulations of spinel and magnesia 
samples to study the rate at which displacements due to 
Coulomb explosion processes can occur, as well as the 
persistence of the latent tracks under thermal anneal-
ing.  Based on earlier theoretical developments, we have 
explored the effects of a bond-release mechanism as-
sociated with the charged track formation, and showed 
in simulation that with this mechanism, the amount of 
latent damage that forms should increase with tempera-
ture, in agreement with theoretical predictions.  In our 
experimental efforts, we have fabricated and irradiated 
both high Z (lutetium oxide) and low Z (scandium oxide) 
polycrystalline samples, and measured the resulting ion 
tracks.  In both cases, we observe tracks that are ap-
proximately ten nanometers in size, but we also find an 
apparent phase transformation in the lutetium oxide as 
a result of the irradiation.  Based on the recent theoreti-
cal predictions, we are now exploring the effects both of 
temperature and of the preexisting density of scattering 
centers on track formation.  The experimental data is be-
ing used in the further development of the microscopic 
theoretical model.

Future Work

We intend to develop and study a new model for the 
detailed microscopic mechanism of ion damage in the 
electronic stopping regime using a combination of 
theory, simulation, and experiment.  Our approach in-
volves Coulomb explosion processes in the target which 
occur much faster than phonon time scales.  The electric 
fields generated in ion tracks are extremely intense, and 
the resulting strong target atom acceleration has not 
been fully considered in previous work on track forma-
tion.  We will extend our preliminary theoretical work on 
calculations of the track charge and charge persistence 
time to generate a quantitative theoretical model that 
accepts experimental values as input and contains no 
free parameters.  This model will provide predictions for 
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the conditions under which damage track formation should 
occur.  The theoretical modeling will be complemented by 
large-scale atomistic simulations of ion damage processes 
in insulating materials.  Here, the detailed effects of lattice 
geometry on track formation will be considered.  Simula-
tions will be performed both for atomistic potentials and for 
accurate UO2 potentials.  In order to test both the theoreti-
cal and numerical work, we will carry out a series of experi-
ments on a series of insulating materials, including spinels 
and UO2.  The samples will be irradiated with swift heavy 
ions and the damage track structure will be analyzed with 
TEM and AFM techniques.  We will compare the nature of 
damage tracks formed at different irradiation energies with 
the predicted damage from the theory and simulations.  If 
our new model successfully passes our tests, it can serve as 
a foundation point for the development of quantitative, pre-
dictive models for radiation damage in insulators, including 
materials such as UO2.

Conclusion

To reduce the nation’s dependence on foreign oil, it is im-
portant to develop alternative energy resources such as 
nuclear energy.  In our work, we will study aging and dam-
age processes that affect ceramic nuclear fuel materials.  A 
better understanding of the damage process will improve 
our predictive power for the properties of nuclear fuels and 
could lead to the development of better, more damage re-
sistant fuel materials in the future.
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Introduction

The goal of this project is to gain a fundamental un-
derstanding of the synthesis of epitaxial nanowire het-
erostructures and their potential for strain-controlled 
band gap engineering with new electrical, optical, and 
thermal properties. It is based on our chemical vapor 
deposition system which has been specifically designed 
for the catalytic growth of electrically doped semicon-
ducting nanowires and nanowire heterostructures. The 
small size and high strain of these three-dimensional 
nanostructures provides a new approach for the ratio-
nal design of functional materials exhibiting proper-
ties not previously attainable. Our studies exploit the 
unique combination of a new electrically doped silicon-
germanium nanowire growth capability, nanoscale 
microscopy and optical characterization tools, and com-
putational simulations. These materials are anticipated 
to open the way to new applications in high efficiency 
thermoelectrics, solar cells, and low power electronic 
sensing devices. The scientific knowledge gained from 
this research will enable a new approach to band gap 
engineering based on heavily strained nanowire archi-
tectures.

Benefit to National Security Missions

This project supports DOE missions in threat reduction, 
energy research, and nuclear weapons by advancing 
our fundamental understanding of nanoscale electronic 
materials for new materials synthesis, chemical and 
biological sensing, solar energy harvesting, thermo-
electric energy conversion, and electronic systems for 
future low power, miniaturized applications.

Progress

We have established the conditions for the vertical 
growth of silicon, germanium, and silicon-germanium 
alloy nanowires with uniform sidewalls by the vapor-
liquid-solid technique using the new LANL cold wall, 
low pressure chemical vapor deposition system (see 
Figure 1). Uniform growth with smooth sidewalls is 

Synthesis of Nanowire Heterostructures for Strain-Controlled Bandgap 
Engineering
Samuel Thomas Picraux
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critical in achieving axial heterostructures where the 
composition of the nanowire is changed from one 
material (e.g. silicon) to the other material (e.g. ger-
manium). The temperature, pressure, and pre-anneal 
conditions for nanowire growth have been determined 
and qualitatively understood. In addition the conditions 
for the growth of n-type electrically active silicon and 
germanium nanowires using phosphorous containing 
molecules as the doping element have been established 
and optical characterization of excited state carrier life-
times have been carried out. Publications resulting from 
these studies include [1-3].

Figure 1. Dense vertical array of ~40 nm diameter Ge nano-
wires.

Methods to synthesize axial silicon/germanium nano-
wire heterostructures with sharp interfaces are being 
studied. An in situ optical reflectivity measurement 
technique has been installed and brought on line which 
has greatly assisted these studies by directly monitoring 
the onset of nanowire growth and growth rate, both 
initially and at the time of heterostructure interface for-
mation. Maintaining uniform growth upon switch-over 
of the precursor gases at the heterostructure interface 
has been a critical issue, because the liquid metal seed 
at the end of the nanowire which controls the growth 
morphology tends to become unstable with change 
in the gases. We are making progress in establishing 
growth conditions to minimize and eventually eliminate 
this instability of the liquid eutectic seed that lead to 
subsequent interuption or kinking in the nanowires. 
We have grown axial heterostructures between pure 
germanium and silicon nanowires (see Figure 2), as well 
as between the pure elemental nanowire and silicon-
germanium alloy nanowires. Using transmission and 
scanning electron microscopy techniques we are mea-
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suring the composition profile across the heterostructure 
interface to understand the conditions for achieving the 
sharpest interfaces. A new theoretical model to describe 
the interface sharpness of axial heterostructures has been 
developed and shown to compare well with our initial 
experimental profiling results. This new model allows us 
to predict the dependence of the interface sharpness on 
experimental parameters. The results from this model 
indicate that the interface sharpness can be significantly 
increased by reducing the nanowire diameter and lowering 
the growth temperature.

Figure 2. Vertical silicon nanowire with short axial Si-Ge hetero-
structure. Light-colored dome on top is the Au growth seed.

A new molecular dynamics atomistic simulation code has 
been developed and implemented for predicting the strain 
distributions near nanowire heterostructures [4]. The 
code is based on the Modified Embedded Atom Method 
(MEAM). A MEAM silicon-germanium interatomic potential 
has been developed and verified based on known materi-
als properties of silicon-germanium alloys as well as those 
of elemental silicon and germanium crystals. The simula-
tion studies have been applied to silicon/germanium axial 
heterostructures and the strain distributions determined. It 
was discovered that localized regions of strain confinement 
as shown in Figure 3 will occur at the interface even in uni-
form nanowires with an abrupt composition transition and 
unanticipated deformations of the interface atoms which 
varies with nanowire diameter are present. Such molecular 
dynamics modeling of realistic-sized nanowire heterostruc-
tures has not been carried out previously and these results 
could not have been predicted from previously used con-
tinuum modeling approaches. 

Figure 3. Contour plot of the in-plane strain in the Ge interfacial 
layer of a 10 nm diameter Si-Ge axial nanowire heterostructure 
as determined by molecular dynamics simulations.

Deformation potential theory has been used to show that 
large changes in the band gap of the silicon and germa-
nium can be achieved due to the large strains in these 
nanostructured materials. Also the strain localization along 
the nanowire near the interface is shown to scale with 
nanowire diameter. The predictions for the axial case are 
now being compared to our experiments. 

These simulations also allow us to predict the limits of 
defect free nanowire growth at large diameters for the 
heterostructured nanowires. For a pure silicon to pure ger-
manium interface, which corresponds to a 4 % lattice mis-
match, the axial heterostructure results show this interface 
to be stable against misfit dislocation formation for nano-
wire diameters below 70 nm regardless of the nanowire 
length. This limit falls well within the10 to 50nm diameter 
region of desired nanowire design. This nanowire stabil-
ity results from the lack of lateral confinement in these 
one dimensional structures. Nanowire heterostructures 
are thus found to have much greater stability than for 
2-dimensional silicon-germanium layered heterostructure 
growth, where dislocation introduction occurs at approxi-
mately 1.4 nm layer thicknesses.  As a result much greater 
strains and resulting band gap modifications are shown to 
be possible in nanowire heterostructures than in conven-
tional layered structures, supporting a key premise of this 

LDRD project.

Future Work

To accomplish the objectives of this project we have been 
systematically exploring silicon-germanium nanowire het-
erostructures through novel growth strategies, nanowire 
structure and property characterization, atomistic simula-
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tions, and theoretical modeling.  Key deliverables of this 
project include: 1) establish the synthesis of axial silicon-
germanium nanowire heterostructures and the degree of 
sharpness of interfaces; 2) demonstrate methods for selec-
tive heterostructure growth of shells over nanowire cores; 
3) predict silicon-germanium nanowire heterostructures 
that will exhibit localized band gaps; 4) establish atomistic 
simulations of nanowire heterostructure strain distribu-
tions; 5) establish the limits of defect free growth of strain 
achievable in unconstrained nanowire heterostructures; 
and 6) determine the strain-dependent change in germa-
nium and silicon band gaps for highly strained heterostruc-
tures. These objectives are almost complete for the case 
of axial heterostructures. We are currently finishing up 
experimental studies of the control of growth morphology 
during the axial heterostructure growth and establishing 
the composition profiles across the heterostructure inter-
face as a function of nanowire diameter for comparison 
with our theoretical predictions. A remaining key objective 
is to extend these axial nanowire heterostructure stud-
ies to the case of core-shell (cylindrical) structures both 
experimentally and theoretically, and this area will be the 
primary focus of work for the coming year.

Conclusion

This project is gaining a fundamental mechanistic under-
standing of the synthesis of epitaxial nanowire hetero-
structures and their potential for strain-controlled band 
gap engineering for the rational design of new functional 
materials. Specifically, we are using the vapor-liquid-solid 
growth technique to study the science of synthesiz-
ing three dimensional nanowire heterostructures with 
silicon-germanium as our model system. The studies are 
exploiting the unique combination of a silicon-germanium 
nanowire growth capability with our in situ optical probe, 
electron microscopy-based characterization tools, and 
theoretical simulations.  Our goal is to understand the 
principles to enable synthesis of sharp nanowire hetero-
structures, and to design and understand the properties of 
the resulting new highly strained nanoscale heteroepitaxial 
materials. We are developing new insight and predic-
tive understanding of the structural limits and electronic 
properties of these highly strained materials to achieve 
strain-controlled carrier separation, confinement, and 
ultra-narrow channel transport . The fundamental knowl-
edge gained from these experiments and simulations will 
enable rational design of defect-free, 3D nanoscale het-
erostructures with materials combinations, interfaces, and 
strain-induced electronic effects not previously accessible. 
These new materials are of great interest for applications 
in low power electronics, chemical/biomolecular sensing 
with near single molecule sensitivity, high efficiency ther-
moelectric devices, advanced solar cells, and for next gen-
eration 3D electronics and flexible electronics.
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Introduction

As widespread resistance to conventional antibacterial 
agents continues to pose a major threat, the demand 
for novel therapeutic approaches to the treatment of 
infection is increasing. The ability to inhibit bacterial 
cell-to-cell communication and ensuing virulent gene 
expression offers a novel treatment strategy. Most mi-
crobes require a ‘quorate population’ to manifest an 
infection in its target host.  Quorum sensing (QS) is trig-
gered by highly specialized molecules synthesized by 
individual bacteria and is critical for cell-to-cell commu-
nication. Many human pathogens, including the Bacillus 
(anthracis), Pseudomonas, Burkholderia, Salmonella, 
Staphyloccoci and Yersinia species, regulate expres-
sion of virulence factors required for pathogenicity via 
QS. Given the central role of QS systems in successful 
bacterial pathogenesis and possibly host cell defense 
mechanisms, these bacterial-derived chemicals and 
their molecular targets present an excellent therapeutic 
opportunity. The overall goal of this project is to design, 
synthesize and use chemical analogs of QS molecules 
(mimics) as a therapeutic strategy in microbial infec-
tions. We will determine the pathogenic response of 
the bacteria to these synthetic analogs and investigate 
the efficacy of the synthetic decoys in attenuating bac-
terial infection in target host cells.

The synthesis of intelligent QS inhibitors will have a sig-
nificant impact on both, clinical and agricultural strate-
gies to combat infections. Results from this project will 
provide targets for drug development [we have a port-
folio (already reviewed for significance by TT) of mo-
lecular synthesis intellectual property and would place 
this under that umbrella]. Agencies such as DHS, NIH, 
NIAID, DOD and CDC have growing interest in the de-
velopment of novel therapeutics because of its impact 
on national security and public health, thus we expect 
future investment in this area. Finally, this project could 
lead to a patent portfolio with the potential to generate 
substantial IP licensing.

Synthetic Decoys for Biothreat Agents
Rashi S Iyer
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Benefit to National Security Missions

This project could tremendously improve our ability to 
develop an entirely new treatment paradigm for bacte-
rial infection. Improved treatments against bacterial 
infection directly support biothreat reduction and im-
proving human health, missions particularly relevant to 
DOE, DHS, NIH, and other government agencies.

Progress

Our specific goal is to perturb bacterial communication 
and signaling using synthetic QS analogs, thus providing 
targeted therapeutic intervention. Towards this goal, 
we propose to: 1) design and synthesize QS analogs 
that can act as decoys,  2) determine the pathogenic 
response of the bacteria to these synthetic analogs, and 
3) investigate the efficacy of the synthetic decoys in at-
tenuating bacterial infection in target host cells.

Specific Aim 1:  We have successfully synthesized sev-
eral analogs of AHL molecules that we have determined 
to be effective in perturbing inter-bacterial QS commu-
nication. The bacteria thus far studied to be responsive 
to our synthetic analogs are, Pseudomonas aeruginosa 
(PA), Yersinia pestis (YP), Yersinia enetrocolitica (YE) 
and Burkholderia cepecia (BC). Our submitted patent 
(AHL-S1207) has been determined to be valuable and 
we have submitted a new patent disclosure for our new 
analog (QS0208). 

The QS analogs QS0208 significantly inhibited biofilm 
formation in BC and Yersinia spp. In addition, QS0208 
inhibits growth of YP, YE and Y. pseudomonas in biofilm 
(Figure 1) but not in planktonic growth. Preliminary 
data indicates that the QS0208 analog may effectively 
inhibit virulence of all three tested strains of Yersinia, Y. 
pestis, Y. enterocolitica and Y. pseudomonas. 
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Figure 1. Effect of QS0208 on biofilm production by Y. pestis, Y. 
enterocolitica and Y. pseudomonas. 

Specific Aim 2: Using the analogs described above we have 
examined several virulence and pathogenic responses of 
PA, YP, YE and BC. We screened the different analogs for ef-
fectiveness in shutting down virulent bacterial proteins and 
correlated the type of virulent response affected by a spe-
cific synthetic analogs. The following key parameters were 
evaluated; growth characteristics of bacterial cultures, 
twitching-motility and biofilm formation (critical in the 
infection process), production of pyocyanin (required for 
pathogenecity) a key virulence factor and protease activity. 
In this study we have included P. aeruginosa PAO-1 (wild 
type) and its three mutants JP-1 (-/- C12HSL), PDO-100 (-/- 
C4HSL) and JP-2 (-/- C12HSL and C4HSL) to observe change 
in biofilms formation in presence of QS-S analog.

Preliminary data indicates that QS Analog AHL-S1207 may 
potentially enhance virulence of PA, this is probably due 
to increased uptake of the QS Analog AHL-S1207 at below 
threshold concentrations.  This function of QS Analog AHL-
S1207 can be exploited in two ways:  

QS Analog AHL-S1207 can potentially be used to ‘de-1. 
ceive’ bacterial cells to express early virulent genes 
and pathogenic behavior, thus ‘revealing’ themselves 
to host immune cells before they reach a quorate pop-
ulation or result in a biofilm-protected colony.

The QS Analog AHL-S1207 can be conjugated to a rel-2. 
evant antibiotic resulting in not only targeted delivery 
but also enhanced uptake of the antibiotic by PA, in-
creasing efficacy of antibiotics that are currently being 
used to combat biofilm producing pathogens. In liue 
of that, we examined the uptake of this analog by bac-
teria. Here, we conjugated the native AHL molecule to 
FITC and monitored its bacterial uptake with and with-
out the analog. A decrease in the total uptake of native 

AHL was observed suggesting that we can use our ana-
log for targeted and enhanced uptake of antibiotics. 
We have conjugated the antibiotic ciprofloxacin to this 
analog (Figure 2) and are in the process of determining 
its uptake by the bacteria. We are currently evaluating 
the response of Yesrinia and Burkholderia strains to 
this analog.

Figure 2. FTMS and MS of Ciprofloxacin conjugated to 
AHL-S1207.  

Specific Aim 3:  We investigated the ability of the selected 
synthetic AHL analogs to prevent host infections caused 
by QS using pathogens. Since, QS0208 effectively inhibited 
biofilm production and the expression of other virulence 
factors in PA we set out to determine if QS0208 was effec-
tive in preventing P. aeruoginosa infection in target host 
lung epithelial cells. In these experiments cells were either 
treated with the QS0208 alone, PA alone, and QS0208 pre 
and post-infection with PA.  As expected, significant cell 
infection and death was observed in the PA-infected cells. 
In contrast, cells that were exposed to PA and either pre-
treated or post-treated with QS0208 did not demonstrate 
any significant cytotoxicity or growth of bacteria. These 
results clearly indicate that QS0208 can potentially protect 
target host cells from infection by PA (Figure 3).
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Figure 3. Effect of QS-0208 on the infection of human lung epi-
thelial cells by P. aeruginosa. 

Future Work

In many bacterial species, including several biothreat 
agents, a simple chemical molecule, homo serine lactone, 
and its acylated form (AHL) is one of the cell-density de-
pendent signal molecules. Critical concentrations of AHL 
regulate infection, virulence and survival functions. As 
such, they offer multiple target sites for intervention since 
the disruption of cell-to-cell communication can be ac-
complished either by blockade of signal synthesis, by signal 
molecule degradation, or by inhibition of signal reception.  
Also, as QS molecules are absent in the host cells, they are 
ideal drug targets due to the reduced potential for unde-
sired effects. Thus, interference with the bacteria’s quorum 
sensing circuits using synthetic analogs is a potentially ef-
fective and targeted therapeutic approach.

The goals of the project are to:

Design and synthesize QS analogs that can act as in-• 
hibitors/decoys.

Rationally design libraries of QS inhibitors and syn-• 
thetic derivatives.

Methodically determine the rate of hydrolysis of AHCL • 
under defined conditions  using stable     isotope labels 
and NMR spectroscopy.

Determine pathogenic expression of the bacteria to • 
these synthetic analogs

Screen the different analogs for effectiveness in shut-• 
ting down virulent bacterial    proteins

Correlate the type of virulent response affected by • 
specific synthetic analogs. In this aim we will use syn-
thetic AHL analogs generated in Specific aim 1 and 
evaluate their ability to interfere with key physiological 
responses of PA and YP.

Investigate the efficacy of the synthetic decoys in at-• 
tenuating bacterial infection in target host cells

Determine if AHL-analogs are effective in inhibiting PA • 
and YP infection in host cells

Evaluate and compare the role of AHL molecules and • 
AHL analogs in manipulation of typical host defense 
responses to promote the survival and virulence of the 
pathogen.

Conclusion

Successful completion of our specific aims will provide ef-
fective, targeted and relatively non-invasive prophylactic 
and therapeutic intervention for treatment of infections 
caused by QS-using pathogens.  These include several po-
tential biothreat agents. I Development of analogues of an 
acylated form of a simple chemical molecule, homo serine 
lactone,  (AHL) will enable us to interfere with disease 
processes that will have a significant biomedical and ag-
ricultural impact.  We anticipate that the results will have 
commercial potential and will actively pursue licensing of 
developed intellectual property.

Publications
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Introduction

When the size of a ferromagnetic particle is sufficiently 
reduced, its magnetization can behave as a single large 
spin that is thermally fluctuating in time between 
various local ground states (directions of the magne-
tization). This phenomenon determines the limiting 
small size of the magnetic particle that can be used in 
information storage devices, and is called superpara-
magnetism. The energy barriers between these states 
depend on several fundamental intraparticle interac-
tions (i.e. electron-electron, electron-lattice, spin-orbit) 
via the sample’s shape, crystallographic, or surface 
anisotropy.  We will use magnetic resonance force mi-
croscopy (MRFM) to study the effect of these proper-
ties on the superparamagnetic behavior of individual 
particles. In addition we will implement the Magnetic 
Force Microscopy (MFM) mode of the operation of our 
low temperature scanning magnetic probe apparatus. 
The advantage of this surface magnetic scanning probe 
is higher spatial resolution that will be used for detailed 
investigation of the magnetic phenomena (ferromag-
netism, vortex matter in superconductors) on the scale 
down to few tens of nanometers.

Benefit to National Security Missions

Nanotechnology is a rapidly growing field that impacts 
much of modern technology. Developing the tools to 
study nanomaterial properties is crucial for continued 
advancement of this field. A specific focus of this work 
is on information storage and retrieval that impacts 
numerous missions in DOE, DHS, and other government 
agencies.

Progress

Significant progress was made during the last year of 
this project on a number of fronts. MRFM investiga-
tions of ferromagnetic films have yielded a number of 
important results. Investigation of the samples fabri-
cated with optical lithographic techniques where differ-

Magnetic Resonance Force Microscopy Studies of Ferromagnets on a 
Nanometer Scale
Roman Movshovich
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ent ferromagnetic films are separated by a distance of a 
few nanometers demonstrated 1) submicron resolution 
of the MRFM apparatus; 2) that MRFM can differentiate 
the material under the tip, i.e. it is material-sensitive. 
The results of this work have been published [1].

The field profile of a magnetic tip in MRFM has always 
presented a practical problem: many tips were fabri-
cated by ion beam milling of a larger magnetic particle 
attached to a micro-mechanical cantilever. As a result of 
a possible ion beam bombardment damage to the fer-
romagnetic material of the remaining material, and an 
irregular shape of the remaining magnetic particle, the 
field profile, crucial to the analysis of the data and mod-
el simulations, was not known. We have approached 
this problem from two directions. Firstly, the utilization 
of a regular few-micron size spherical particle on Nd-
FeB, allowed us to model the field of the cantilever as 
that of a perfect dipole. However, even in that case, un-
certainty might exist as to the direction of the magnetic 
field created by the magnetic tip due to possible micro-
domain structure, direction of the field due to the crys-
talline and surface anisotropy. We have developed the 
experimental approach to characterize spatial distribu-
tion of the magnetic field produced by cantilever tip of 
an arbitrary shape by performing MRFM measurements 
on a well characterized diphenyl-picrylhydrazyl (DPPH) 
film. Thereby we were able to map the 3D field profile 
produced by a Nd2Fe14B probe tip by using the “lead-
ing edge” of the MRFM spectra obtained as the sharp 
edge of the DPPH is approached at different distances 
from the edge [2].

Our collaboration with the Ohio State University group 
of Pr. C. Hammel resulted in a demonstration of  the 
direct imaging of the array of the micron-size ferromag-
netic particles with Magnetic Resonance Force Micros-
copy [3]. This work was also was featured in May 26, 
2008 issue of Virtual Journal of Nanoscale Science & 
Technology (http://www.vjnano.org.).

We have performed magnetic resonance force mi-
croscopy of a 50 nm thick permalloy film as a function 
of the probe-sample distance and the angle between 
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the film plane and the direction of the externally applied 
magnetic field. At larger angles the multiple resonance 
modes were observed at small probe-sample distances. 
Micromagnetic simulations, , which include the inhomoge-
neous magnetic field of the probe tip, reveal the localized 
nature of the exited resonance modes [4]. Observation of 
the localized modes is the first step on the way to spatially 
resolved ferromagnetic resonance measurements in a con-
tinuous ferromagnetic media.

We have implemented the Magnetic Force Microscopy 
capability to enhance the spatial resolution of magnetic 
imaging. We built a modular cantilever stage that allows 
for an easy replacement of the cantilevers. We substituted 
a  commercial MFM cantilever for our home-made MRFM 
cantilever, and optimized data acquisition software for 
MFM mode of operation of the apparatus. In addition, 
we implemented a scanning probe controller, SPM100 
from RHK Technology, to use as a part of a dual Magnetic 
Resonance Force Microscope / Magnetic Force Microscope 
(MRFM/ MFM) apparatus, and used this apparatus to pro-
duce MFM images of the patterned micron-sized squares 
of ferromagnetic film, and for the first time in our lab, to 
superconducting vortices in a niobium film. An overview of 
this dual apparatus and its performance are described in 
an article that is to be submitted to the Review of Scientific 
Instruments journal. The dual MRFM/MFM low tempera-
ture capability is unique, and enhances LANL’s suite of the 
magnetic scanning probes into the nanometer range.

Future Work

The objective of this project is to achieve understanding of 
the phenomena governing behavior of the magnetic nano-
particles and interfaces on nano-scale. We will probe the 
magnetization and its dynamics in micron and submicron 
ferromagnetic particles using Magnetic Resonance Force 
Microscopy (MRFM), and push this capability at LANL to 
achieve single particle resolution, allowing studies of su-
perparamagnetizm. 1) We will investigate the influence of 
magnetocrystalline, shape and surface anisotropies on the 
superparamagnetic transition temperature. 2) We will ex-
plore the influence of fabrication methods on the magnetic 
properties of nanomagnets.  3) We will determine the 
ultimate practical size and shape of magnetic particles suit-
able for application as magnetic bits in recording devices. 
4) we will perform theoretical studies of magnetic modes 
in individual particles, and collective modes of densely or 
sparsely packed particles , as well as 5) develop theoreti-
cal tools to understand magnetic phenomena exhibited by 
nanosize ferromagnetic and ferromagnetic – antiferromag-
netic systems in support of experimental data.

The nano- and micro-size magnetic samples will be pre-
pared utilizing both “bottom up”, solution/colloidal- based 

fabrication chemical synthesis (3 to 10 nm size spheres of 
Co encapsulated in a CdSe shell of variable thickness), and 
“top down” lithography approaches, including focused ion 
beam (FIB, down to 20 nm), electron beam lithography 
(EBL) (down to 50-100 nm), and photolithography (>1mm 
feature size)

As a part of the exchange bias studies we will implement 
the scanning capability of MRFM over a large area (cm x 
cm) to map out the spatial distribution of the exchange 
field in various bilayer structures. Based on our studies 
we will propose directions for improvements of GMR read 
heads. Complementary theoretical component will per-
form detailed analysis of interaction between the magnetic 
(ferro and antiferro) modes and the MRFM tip.

We will continue to optimize the Magnetic Force Microsco-
py mode of operation of the dual MRFM/MFM apparatus 
to enhance spatial resolution, and utilize the MFM mode 
to study a variety of the superconducting and magnetic 
compounds.

Conclusion

We will investigate large (micron size) magnetic islands 
with well-defined shape and structure, as well as samples 
containing a large number of nanometer-size ferromagnets 
to optimize the Magnetic Resonance Force Microscopy 
(MRFM) apparatus performance, improve its sensitivity 
and develop theoretical understanding of anisotropy and 
magnetostatic energies present in ferromagnetic systems. 
We will perform studies of single domain nanoparticles 
and ferromagnetic and superconducting films. We will use 
samples prepared by chemical synthesis, e-beam thin film 
deposition, e-beam and ion-beam lithography methods 
with characteristic sizes down to a few nm. We will imple-
ment Magnetic Force Microscopy mode to enhance spatial 
resolution and use it to investigate a variety of supercon-
ducting and magnetic systems.
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Introduction

The study of oxidation-states of the actinide-oxides, 
such as uranium- and plutonium-oxides, is of great in-
terest to the U.S. Department of Energy as it addresses 
the issues of national nuclear security, the safety of 
the environment, and the safe handling and storage of 
waste generated by energy and nuclear weapons pro-
duction. Scientifically, many important aspects of the 
oxidation kinetics of the materials have not been fully 
understood. Technologically, actinide materials’ long-
term storage properties are an area of key importance 
to the future of nuclear energy and require a good un-
derstanding of the chemical interaction between such 
materials with the environment. Historically, sintered 
polycrystalline actinide oxides (where the grain bound-
aries and/or crystallographic imperfections can have 
a profound effect on the experimental results) have 
almost always been used exclusively for modeling and 
understanding such materials. This has been primar-
ily due to limited capabilities to prepare single-crystals 
with controlled oxidation-states. In this project, we are 
growing single-crystal like epitaxial actinide-oxides with 
desired oxidation-states through pinning the crystal lat-
tice. This is the first such attempt in this area of study. 
Furthermore, we will investigate the physical, electron-
ic, and thermal properties of epitaxial oxides to explore 
other potential applications of depleted uranium, which 
DOE currently has huge stockpiles. The success of this 
project to make epitaxial actinide-oxides easily acces-
sible will place LANL in the forefront of understanding 
the intrinsic physical properties of actinides. LANL’s 
strategic goals in materials science, energy security, and 
nuclear weapons will all benefit from this project.

Benefit to National Security Missions

This project will support the DOE mission in nuclear se-
curity, safety of the environment, and the safe handling 
and storage of waste generated by energy and DOE’s 
nuclear weapons production.

Controlling Oxidation-States in Actinide-Oxides through Crystal Lattice Pinning
Quanxi Jia

20070380ER

Progress

In the last year, we have made tremendous progress for 
this project. Here we highlight the photo-emission mea-
surement of epitaxial UO2 films and their surface stabil-
ity under normal condicitons.

Epitaxial films, whose crystallographic order is mainly 
controlled by that of the substrate, have often been ad-
opted as a substitute for single crystals and have been 
extensively used in the semiconductor industry. For 
example, epitaxial materials are routinely utilized as ac-
tive layers to build high performance devices because 
they exhibit much better physical properties than poly-
crystaline substrates do. The simplest form of epitaxy is 
homoepitaxy on which the same material is grown on 
top of a crystalline source. Heteroepitaxy, on the other 
hand, is the growth of a given material upon a differ-
ent substrate. The crystal structure of the substrate can 
greatly influence the film’s preferred crystallographic 
orientation and structure.

With this in mind, we have tried to “lock in” or “clamp” 
the lattice of actinide-oxides through epitaxial growth by 
matching the lattice of the substrate and the film along 
the interface. For the first time we have found that the 
lattice matching in heteroepitaxy can stabilize the oxida-
tion state in uranium oxides.  In other words, a variety 
of uranium oxides with controlled phases and controlled 
oxidation states have been achieved by pinning the crys-
tal lattice in epitaxial films by taking advantage of strong 
bonding across the interface between the substrate and 
the film in heteroepitaxy.

It should be pointed out that the epitaxial UO2 and 
U3O8 films are extremely stable in air. Our x-ray dif-
fraction measurements do not show any noticeable 
degradation after the films have been exposed to air at 
room temperature for more than 400 days. This lack of 
sensitivity to atmospheric conditions may be expected, 
since the films were formed at 1000 C in an atmosphere 
of either O2 or air. The extraordinary stability of UO2 
films down to a few top-most crystal layers is further 
confirmed by the lack of significant changes in the va-
lence band structure between the as-deposited and the 
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sputter-etched surfaces. To test the surface stability of our 
epitaxial films in environments other than air and/or oxy-
gen, we have performed a controlled H2 dosing experiment 
with angle resolved photoemission, in order to find the 
changes in valence band electronic structure introduced by 
chemisorption of hydrogen. We have started with an epi-
taxial UO2 film with light Ar sputtering to remove surface 
adsorbates without changing the structure of UO2 film, and 
subsequently exposed it to a total dose of 25 Langmuirs 
and 125 Langmuirs of H2, respectively. For comparision, we 
have also performed similar experiment on a UO2 single 
crystal cleaved in vacuum, with H2 dose up to 315L. No 
changes in valence band have been detected in either case, 
other than a signal attenuation of the order of 10%, which 
can be explained by the surface physisorbed hydrogen.

Other important accomplishments are listed here:

We have deposited other actinide-oxides films based 1. 
on this concept. For example, we have demonstrated 
epitaxial growth of ThO2 film on UO2 using a solution 
deposition technique.

The epitaxial UO2 films have been delivered to other 2. 
researchers at Los Alamos for further structural and 
transport studies.

We have deposited doped U-oxides for irradiation 3. 
damage studies.

More effort is underway to grow UO3 films based on 4. 
our lattice engineering concept.

Future Work

To model and understand the oxidation-states and surface 
chemistry of actinide-oxides such as uranium-oxides, sin-
tered polycrystalline materials are almost exclusively used 
due to the limited capabilities to prepare single crystal 
actinide-oxides with controlled oxidation-states. The use of 
polycrystalline materials in experiments can create tremen-
dous ambiguity when extracting intrinsic properties of the 
materials. For instance, experimental results indicate that 
the kinetic rate of U3O7 formation on UO2 varies when 
the materials are either powders, polycrystalline pellets, 
or crystals. Thus it is crucial that high quality single-crystal-
like actinide-oxides be prepared for a better understanding 
of the intrinsic physical properties of actinides as these are 
fundamental physics and materials issues of great scientific 
interest.

This project combines the ideas of locking-in or clamping 
lattice in heteroepitaxy, controlling the oxidation-states 
in actinide-oxides through pinning the crystal lattice, and 
growing single-crystal-like actinide-oxide films to make a 
potential new class of electronic devices using depleted 
uranium.  The detailed research objectives/goals are to:

Grow epitaxial uranium-oxide films: our goal is to con-• 
trol the phases of oxides since UO2, U3O7, U3O8, and 
UO3 with different oxidation-states coexist.

Grow polymorphic uranium-oxides: our goal is to con-• 
trol the crystal structure since, for example, both or-
thorhombic and hexagonal  U3O8 coexist.

Investigate the physical, electronic, and thermal prop-• 
erties of epitaxial uranium-oxide films with different 
oxidation-states: our goal is to explore other potential 
applications of depleted uranium-oxides since DOE 
currently has huge stockpiles of such oxides.

Extend our investigation to plutonium-oxides: our goal • 
is to search new area of research involving actinide-ox-
ide surfaces, such as the investigation of the chemical 
reactivity of the materials.

Conclusion

The study of oxidation-states of actinide-oxides is of great 
interest to DOE as it addresses the issues of nuclear secu-
rity, the safety of the environment, and the safe handling 
and storage of waste generated by energy and nuclear 
weapons production. Using our patented polymer-assisted 
deposition process, we have successfully developed a 
methodology to control the oxidation-states of actinide-
oxides through pinning the crystal lattice. We have also 
successfully deposited single crystal like epitaxial U- and 
Th-oxides with controlled crystal structures. Our future 
work will concentrate on the scientific understanding of 
the intrinsic properties of actinide-oxides and the growth 
of other actinide-oxide materials.
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Colloidal semiconductor quantum dots (QDs) are small, 
2-6 nm in diameter, pseudo-spherical crystals of a 
semiconductor material coated with organic molecules 
(ligands-surfactants) to protect them from agglomera-
tion, to render them dispersible in solvents, and to pas-
sivate (inactivate) their surface from further reactions 
and defect formation. Binary II-VI semiconductors have 
the general composition formula AB where A = Zn, Cd, 
Hg and B = S, Se, Te, and each ion in the lattice forms 
four bonds to nearest neighbors in tetrahedral fashion, 
giving rise to either sphalerite-type cubic structure 
(diamond-like arrangement of atoms alternating cat-
ions and anions) or wurtzite-type hexagonal structure. 
Unlike bulk form of the same semiconductor material, 
one of the striking properties of ligand-passivated col-
loidal QDs of II-VI semiconductors is their ability to emit 
photons in the visible part of electromagnetic spectrum 
upon excitation with UV light (luminescence).

Synthetic methods for such high-quality QDs of II-VI 
materials with high uniformity in size and dispersed in 
water or organic solvents have been well developed, 
but because of the large energy gap of II-VI semicon-
ductor QDs (gap, Eg, between occupied and unoccupied 
electron levels), these materials emit light only in 
visible part of spectrum and are restricted to visible-
light applications (e.g., biolabeling, tagging). As such, 
our ability to tune there optical properties by adjusting 
the particle size is limited. To use QDs in important 
applications such as tunable infrared sensors, tunable 
low-threshold lasers and photovoltaics, one needs QDs 
with smaller Eg. One of the ways to circumvent the 
limitation on band-gap tuning would be the doping of 
II-VI material n-type (introduction of extra electrons 
into QDs via incorporation of electron-rich ions into QD 
lattice). This procedure would “convert” II-VI “visible” 
QDs into IR chromophores (materials that interact with 

Infra-Red light). 

Tunable Infra-Red Chromophores through N-Type Doping of Wide-Gap 
Semiconductor Nanocrystals
Sergei A Ivanov

20070445ER

Although QD research has flourished over the last 20 
years, approaches to doped QDs are limited to isovalent 
transition metal (TM) ion doping. The large surface-to-
volume ratio for a QD translates into a large portion of 
dopant present at or near the surface layers, possibly 
facilitating diffusion of dopant atoms out of the growing 
QD (“self-purification” process). Tradition high-tempera-
ture (lyothermal) syntheses of QDs involve the injection 
of QD precursors into hot coordinating solvent. High 
concentrations of QD precursors at high temperature 
induce formation of critical nuclei (very small clusters 
of the semiconductor material) followed by nucleation 
and QD growth at lower precursor concentrations [1]. 
Incorporation of a dopant in the critical nuclei increases 
the energy required for nucleation. Therefore, in a lyo-
thermal doping experiment, nucleation of doped crys-
tals might not be competitive with nucleation of pure 
undoped nanocrystals. As such, successful doping pro-
cedures must employ techniques for doped QD growth 
that do not involve critical nuclei. To this end we will 
explore two synthetic pathways meeting these require-
ments: a single source precursor approach [2,3] (Path A) 
and a QD seed-based approach [4] (Path B) (Figure 1).

Figure 1. Two synthetic routes to be explored for the synthesis 
of doped II-VI semiconductor QDs. Path A involves the syn-
thesis of single-source precursor with consecutive growth of 
doped charged NC followed by the reduction to neutralize 
the charge. Path B involves the synthesis of small undoped 
seed of QD, adsorption of dopant on the surface, shell deposi-
tion to incorporate the dopant into interior, and reduction of 
formed doped charged NC to neutralize the charge.
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Benefit to National Security Missions

Our goal to develop IR chromophores out of semicon-
ductor QDs will provide critical enabling technology for 
significant advances in both basic and applied energy sci-
ences, such as a) tunable robust IR sensor systems, b) high-
efficiency photovoltaics, c) tunable low-threshold broad 
band lasers. Robust optical media for use in autonomous 
sensor systems will support the missions of the DOE and 
DHS in reducing the threat of weapons of mass destruction 
and terrorism. Further, an optimized n-doped QD medium 
comprises an enabling technology for next generation pho-
tovoltaics supporting the DOE’s Energy Security mission. 

Solution of the key issue – stable population of higher elec-
tronic levels of a semiconductor QD – would allow doped 
QDs to make substantial contributions to fundamental 
nanochemical/nanophysical studies and cutting-edge 
sensor and energy-capture technologies, providing an im-
portant alternative to traditional semiconductor-material 
dependent applications. 

This project supports two core competencies of the Chem-
istry and Materials -Synthesis (CMS) ER Category. First, if 
successful, it will provide an enabling technology for the 
development of next-generation tools for tailoring the 
electronic properties of materials to control energy trans-
fer (Core: “Functional Design”), which supports the larger 
missions of Energy Security and Threat Reduction. Second, 
if successful, it will provide an enabling technology for 
the control of nanoscale structures of bulk systems (Core: 
“Nanoscale Synthesis and Assembly”), which supports ba-
sic and predictive science goals of the DOE. 

Progress 

Out of four semiconductor systems of common II-VI mate-
rials, CdS, CdSe, CdTe, ZnSe that are theoretically accept-
able for n-doping [5], two systems were experimentally 
identified as primary for future work, namely CdSe and 
CdSe, since CdTe is prone to oxidation and its single source 
precursors are unstable, and ZnSe is less desirable as fewer 
single-source precursors available. Since indium(III) ionic 
radius is the closest to that of cadmium among elements 
of the 13th group of Periodic Table, and relatively stable 
low oxidation states of indium are accessible in indium 
compounds, we have identified this element as the most 
suitable for CdSe and CdS doping. 

After the synthesis of multiple single-source Cd-In-S and 
Cd-In-Se precursors together with several indium com-
plexes we have continued working to identify reaction 
conditions leading to the incorporation of In into CdS or 
CdSe QDs via the single-source precursor route (Figure 1). 
We were able to isolate small Cd-X nuclei from different 
reactions that lead to the formation of final NC product, 

but these nuclei did not contain dopant atoms. Originally 
it was assumed that under conventional lyothermal condi-
tions, the dopants (indium ions) do not incorporate into 
the NC interior as such process is thermodynamically un-
favorable. However, undertaken theoretical investigation 
of this phenomenon, using small Cd-S clusters as models 
for real size critical nuclei revealed that both processes, 
the substitution of Cd2+ with In3+ on the NC surface and the 
subsequent reduction (addition of an electron), are ther-
modynamically preferred processes (Figure 2). Finally, one 
of the reaction conditions was proven to be successful to 
incorporate In3+ ion(s) into CdS NCs (Figure 3) in agreement 
with theoretical findings. 

Figure 2. Calculated free energy change upon replacing one 
of Cd2+ ions with In3+ in Cd10S10(NH2Me)10 and upon the 
consecutive reduction of Cd9InS10(NH2Me)10+ into neutral 
Cd9InS10(NH2Me)10. Calculations were conducted at OPBE/
LANL2DZ level of theory.

Figure 3. Main panel shows the reaction schematics that lead 
to the incorporation of In3+ into CdS NCs. Panel A shows the ele-
mental analysis (EDAX) data confirming the presence of indium in 
CdS NCs. Panel B reveals the discrepancy between spectroscopi-
cally and microscopically (TEM) determined sizes of NCs. The 
discrepancy was theoretically predicted for CdS NCs with In(3+) 
incorporated into NC interior.

In parallel, complementary to conventional lyothermal syn-
thetic conditions, we have started experiments with mi-
crowave synthesis of doped QDs, since they require lower 
temperatures [6] that might facilitate dopant incorporation 
and deliver the energy directly to the reactants without 
significant convection heating. Preliminary results of el-
emental analysis and powder X-ray diffraction indicate that 
indium atoms can be incorporated into the crystal lattice of 
CdS NCs, although the degree of incorporation is less than 
targeted.

We have continued our experiments with dopant adsorp-
tion on a surface of small nanocrystal seeds followed by 
semiconductor shell deposition, which is the second ap-
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proach that was proposed. Elemental analysis of In-doped 
CdSe NCs showed In content less than 0.2% indicating that 
desirable concentration of the dopant inside of NCs has 
not yet been achieved. The main obstacle is the stabiliza-
tion of adsorbed dopant on the surface of the NC seed 
long enough to overcoat it with a shell of the same semi-
conductor material.

It appears that the main challenge in NC doping is the dop-
ant annealing out of the nanocrystal during the growth 
stage due to the close proximity of the NC surface. If that is 
true, the doping of semiconductor nanowires (NWs) is ex-
pected to be easier, as in NWs surface is not as close to the 
center of NW interior along two dimensions, and even far-
ther removed from the center along the third, NW-growth 
dimension. We have successfully doped ZnSe NWs with 
such a conventional dopant as Mn2+, although we have not 
been able yet to compare the doping efficiency with Mn-
doped ZnSe QDs.

Finally, to gain an insight into the doping mechanism, we 
undertook a study of a reverse system, where Cd2+ ions are 
introduced into the lattice of InAs, rather than In3+ ions into 
the lattice of CdX (X = S, Se, Te). Preliminary results again 
point to the incorporation of the dopant, but optimal con-
ditions for efficient incorporation have not been achieved.

Future Work

We will continue investigation of the single-source precur-
sor route via slightly modified approach: an incorporation 
of In3+ into NC interior followed by the reduction of doped 
NC with one electron, formally converting In3+ into In2+. 
Since phase separation between CdSe and InxSey is still an 
issue as we attempt to dope CdSe NCs with In3+, further 
exploration of single-source precursors and growth condi-
tions is needed. One of the impediments to In3+ doping 
of CdS or CdSe NCs can be charge imbalance as we try to 
replace doubly positive Cd2+ with triply positive In3+. To 
address it, M+-M’3+ charge compensation scheme will be 
tried. In this approach, In3+ dopant ions will be used to-
gether with Cu+ cations in 1:1 ratio. As In3+ and Cu+ incorpo-
rate into the lattice by replacing two Cd2+ ions, the overall 
charge of the system does not change. 

Finally, since the dopant annealing out of the NC interior 
is still a challenge during synthesis, we will address it by a) 
continuing the investigation of Microwave-Assisted doping 
since lower temperatures are needed in this approach; b) 
doping of semiconductor NWs, since surface influence is 
diminished compared to QDs and c) continuing theoretical 
investigation of In3+ incorporation into CdS NC interior and 
studying the inverse doping of InAs with Cd2+ to get further 
insight into the doping mechanism. 

Conclusion 

The main conclusion from our work to day has been 
the demonstration of the successful doping of CdS 
nanocrystals with In3+ experimentally, which was guided by 
the theoretical justification of thermodynamic favorability 
of this process. 
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Introduction

Due to its unique electronic and surface properties and 
resulting ability to facilitate oxygen-oxygen bond split-
ting, platinum is currently the most active catalyst of 
oxygen reduction reaction (ORR) in polymer electrolyte 
fuel cells (PEFCs).  The limited resources and high cost of 
platinum call for the development of less expensive, ef-
fective, durable, and easy to manufacture ORR catalysts.

Research in this project focuses on the development of 
ORR catalysts using two novel approaches. The first ap-
proach employs unconventional synthesis to generate 
highly dispersed metal centers in the coordination envi-
ronments, known to enhance the ability of these metals 
to reduce oxygen. This approach involves incorporation 
of transition metals, e.g., Co, Fe and Cu in matrices of 
heteroatomic organic polymers, such as polypyrrole.  
The second approach relies on the modification of elec-
tronic and surface properties of carbon-based materials, 
very poor ORR catalysts in their ordinary form, to create 
surface sites with significantly enhanced oxygen reduc-
tion activity.  Unlike in the first approach, relying on the 
ORR activity of sites specifically containing transition 
metals embedded into a heteroatomic polymer matri-
ces, in this approach ORR activity can possibly be tied to 
light elements like nitrogen and carbon. The role of tran-
sition metals in this approach is in creating active ORR 
sites during the heat-treatment step and/or maintaining 
their activity through interactions with subsurface tran-
sition metal species, sufficiently protected to survive the 
acid leach. The formation of active sites of this type has 
been typically achieved through the thermolysis of met-
al-doped organic compounds in the presence of carbon 
substrate. Both approaches are radically different than 
those used so far in fuel cell electrocatalysis. If proven 
successful, this research can greatly facilitate large-scale 
commercialization of fuel cell power systems for auto-
motive transportation.

Benefit to National Security Missions

This project supports the DOE mission to protect nation-
al and economic security by promoting a diverse supply 
and delivery of reliable, affordable, and environmentally 

Non-Precious Metal Nanocomposites for Fuel Cell Catalysis
Piotr Zelenay

20070451ER

sound energy and providing world-class scientific re-
search capacity and advancing scientific knowledge.

Progress

We continued with the development of new non-
precious metal catalysts for oxygen reduction reaction. 
The research focused on strategies for the preparation 
of nanoporous heteroatomic polymers, incorporation 
of non-precious metal ORR sites into these polymers as 
well as determination of active ORR sites and oxygen 
reduction mechanisms. An emphasis was placed on the 
determination of active ORR sites and elucidation of 
structure-activity dependence. For this purpose, exten-
sive electrochemical (fuel cell and/or RRDE) and ex situ 
spectroscopic (EXAFS, XANES, EPR, XPS) experiments 
were performed. Two new X-ray absorption techniques 
were added: an in situ EXAFS/XANES at the transition 
metal edge and a high-vacuum ex situ EXAFS. While in 
situ EXAFS/XANES allows for real life studies of the cata-
lytic activity vs. structure relationships, ex situ EXAFS 
helps to probe the bonding of light elements: nitrogen 
and oxygen. Whenever possible, the experimental re-
sults were complemented by molecular modeling stud-
ies employing Parameterized Model 3 (PM3).

The presence of various coordination environments of 
cobalt in Co/polypyrrole/carbon composites under dif-
ferent fuel cell operating conditions (cell voltage and 
humidity) was demonstrated using in situ EXAFS. The 
transitions between these environments were revers-
ible, but relatively slow. No significant changes in cata-
lyst activity beyond those resulting from the cell voltage 
could be associated with the transitions. In accordance 
with the in situ EXAFS data, the semi-empirical model-
ing demonstrated that various ORR sites can exist in Co/
PPy/carbon composites and that ORR facilitates their 
formation and transitions between them. These pro-
cesses are believed to be responsible for the increase 
in catalyst activity that always occurs during the initial 
hours of fuel cell operation in spite of some loss of Co 
from the catalyst layer. EXAFS and EPR experiments re-
vealed the presence of metallic Co particles in the fresh 
catalyst and their disappearance during the fuel cell 
operation. The loss of cobalt from the catalyst layer was 
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attributed to the dissolution of metallic particles.

Attempts were made to determine the actual oxidation 
state of active cobalt sites in Co/PPy/carbon composites. 
The PM3 modeling suggested the presence of mixed va-
lence (3+ and 2+) states with the unpaired spin density 
delocalized over the polypyrrole backbone, i.e., +3 as the 
actual oxidation state of metal at fuel cell relevant poten-
tials (Figure 1).  The delocalization of free spin in activated 
catalysts is confirmed by the strong temperature depen-
dence of respective EPR spectra (Figure 2), consistent with 
“motional narrowing,” which is often observed in materi-
als, where the electrons are highly mobile.

Figure 1. Free energy diagram for ORR catalyzed by a molecule 
derived from tetrapyrrole and four Co cations. Stoichiometry of the 
molecule corresponds to one Co(II) and three Co(III) centers, but 
free spin density (green and purple) is localized on the ligand (inset).

Figure 2. Temperature effect on EPR spectra of activated Co-PPy-
XC72 catalyst. “Motional narrowing” of the EPR signal consistent 
with unpaired electron of divalent Co donated to the polypyrrole 
backbone.  

Three new transition metal/polypyrrole/carbon composites 
containing Fe, Cu and a bimetallic Co+Fe catalyst were syn-
thesized. Their activity was only slightly lower than that of 
Co/PPy/carbon composites. A new generation of catalysts 
was developed. These are carbonaceous materials, modi-
fied through surface deposition of transition metal/polymer 
composites, followed by a heat treatment and leaching of 
any transition metals still remaining on the catalyst surface. 
More than fifteen different heat-treated catalysts derived 
from (Fe,Co)/polyaniline, (Fe,Co,Cu)/polypyrrole and 
(Fe,Co)/cyanamide composites were synthesized and char-
acterized. Pure metal/alloy nanoparticles, oxide-like phases 
and their combinations were detected by ex situ EXAFS in 
the heat-treated (Fe+Co)/polyaniline- and (Fe+Co)polypyr-
role-based catalysts. The speciation was found to change 
with the conditions of synthesis and the material compo-
sition before the heat treatment. In situ EXAFS at the Co 
K-edge revealed that metallic nanoparticles are immobile 
and most likely buried inside the catalyst particles, whereas 
the spatial distribution of remaining cobalt changes during 
the fuel cell operation. XPS experiments demonstrated the 
presence of two different types of potentially active sites in 
some of the heat-treated (Fe+Co)/polyaniline-based cata-
lysts. While experiments indicate that these sites are asso-
ciated with the presence of pyridinic and quarternary nitro-
gen atoms on the catalyst surface, the role of the metal in 
their activity remains unclear. The (Fe+Co)/polyaniline- and 
(Fe+Co)polypyrrole-based catalysts are currently studied 
using ex situ EXAFS at the nitrogen/oxygen absorption edg-
es in an attempt to identify the most active ORR sites.

The most promising heat-treated catalysts were identified. 
These are polyaniline- and polypyrrole-based materials that 
contain both Co and Fe and a novel Fe/cyanamide compos-
ite that also includes sulfur (Figure 3).  The catalytic activity 
of the latter was attributed to C-N-S surface clusters, based 
on indirect evidence from XPS and EXAFS measurements. 

Figure 3. Fuel cell polarization plots demonstrate good perfor-
mance of heat-treated (FeSO4 + cyanamide)-based catalyst. The 
catalytic activity could not be linked to the presence of metallic 
iron and iron-oxide-like phases indicated by EXAFS results (inset).
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Future Work

In the upcoming year, we will continue to work on the fol-
lowing tasks: 

Identification of novel nanocomposite ORR catalysts and 1. 
viable ways of their synthesis;

Determination of active ORR sites and oxygen reduction 2. 
mechanism on nanocomposite catalysts;

Optimization of nanocomposites for maximum catalytic 3. 
activity 

Development and optimization of membrane-electrode 4. 
assemblies (MEAs) for maximum fuel cell performance 
and durability.

The development and synthesis of ORR-active non-precious 
catalysts will focus on the incorporation and stabilization of 
potentially ORR-active sites on 1) nanofibers of heteroatomic 
polymers, 2) CNT/(heteroatomic polymer) structures, and 
3) highly-dispersed carbons, either heat-treated or not. The 
fundamental kinetic and mechanistic studies of oxygen re-
duction on non-precious oxygen reduction catalysts (task 2) 
will utilize a variety of techniques, including EXAFS, XPS, po-
rosimetry, RRDE, and many others. While these techniques 
have already been quite extensively used to characterize 
catalysts and determine their active sites, our current under-
standing of ORR catalysis by these materials suffers from the 
inherent limitations of many characterization methods, such 
as XPS), that measure signals from several-nanometer-thick 
surface layers of materials rather than only from the surface. 
In order to better characterize surface of catalytically active 
materials, we will include EXAFS at lower X-ray energies (L-
edge) than those used to date (K-edge). If successful, these 
difficult experiments will greatly improve the understanding 
of ORR catalysis by non-precious nanocomposites and facili-
tate the effort to maximize their catalytic activity (task 3).

The development and optimization of membrane-electrode 
assemblies (task 4) will be continued using the know-how 
acquired during more than thirty years of fuel cell research 
at LANL. The work will include optimization of MEA composi-
tion and fabrication as well as fuel cell stability testing for at 
least 300 hours, particularly important for precious-metal-
free catalysts.

Before concluding this project, we will create a short-list of 
methods and materials with the highest activity in oxygen 
reduction and best stability. We will then perform long-term 
fuel cell life-testing of the catalysts with start/stop cycling 
for at least 500 hours. In this phase, we will summarize the 
mechanistic study of oxygen reduction on (non-precious 
metal)/(heteroatomic polymer) nanocomposites. Finally, we 
will define path forward in cathode electrocatalysis research 
for fuel cells.

Conclusion

Presented results clearly demonstrate suitability of the 
approach taken for developing oxygen reduction catalysts 
for fuel cells. The activity of novel (FeSO4 + cyanamide)-
based catalyst is better than published so far for any other 
precious metal-free ORR catalyst. While much is already 
known about the origin(s) of catalytic activity of the best 
performing catalysts and factors affecting their stability, 
more fundamental studies and extensive characterization 
are needed to fully understand the ORR on non-precious 
catalysts and take full advantage of the great potential of 
these materials. 
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Introduction

The early detection of epidemic pathogens requires 
simple, robust and easily deployed assays. While cur-
rent detection methods rely on rather sophisticated 
RNA, protein – antibody and laboratory based meth-
ods, simpler detection schemes that do not require 
instrumentation are currently overlooked.

Human preference for visual sensory input biases 
current detection technologies towards optical 
read-out of a recognition event, equally discrimina-
tory senses such as olfaction are underutilized in their 
potential to afford pathogen detection, which is sur-
prising as respiratory infections are located in one of 
the most ubiquitous sensors available to humans – the 
nose!

Influenza viridae carry multiple copies of an enzyme 
- neuraminidase - that cleaves cell surface sialic acids, 
thus liberating the viral progeny from cell debris. Our 
project explores the synthesis and biological function 
of chimeric substrates of sialic acids and odorants. 
Such substrates will be cleaved by the innate enzymatic 
activity of the virus and the released odorant stimulates 
the olfactory receptors to alert the host (Figure 1).
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Figure 1. The detection of respiratory infection by scent: 
Chimeric odorant sialic acid substrates are cleaved by the 
innate enzyme activity of influenza to release a scent.

Detection of Respiratory Infection by Scent
Jurgen G Schmidt
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This detection scheme substitutes instrumentation 
with the exquisite ability of humans to discriminate 
and recognize smells for truly fieldable diagnostics. The 
presence of multiple copies of the enzyme on any viral 
particle, enzymatic turnover of multiple substrates all 
combined with the olfactory system amplification may 
allow detection of viral respiratory infection before a 
patient becomes aware of symptoms.

Our final goal is to screen a library of such chimeric 
odorant substrates, optimize the assay and select for 
molecules that are cleaved differently by viral and 
bacterial neuraminidases. A discriminatory assay with 
two easily recognized scents that distinguish bacterial 
from viral infections can guide the early deployment 
of medical countermeasures and select the appropri-
ate drugs at an early and most beneficial stage for the 
patient.

Benefit to National Security Missions

The proposed research will enable novel detection 
techniques for emerging health threats. The basic 
research supports the DOE mission of National Security.  
In addition this project will further capabilities for 
Home Land Security in the detection of emerging 
biothreats.

Progress

Neuraminidase chimeric substrates for the detection of 
the presence of viral enzymatic activity require attach-
ment of odorants to neuraminic acid. Neuraminic acids 
and other sialic acid sugars are among the most chal-
lenging starting materials in glycoside chemistry as the 
anomeric attachment site provides multiple options for 
unwanted side reactions.

Our first attempts were based on mild additions of 
aromatic alcohols to the sugar in analogy to reactions 
reported to generate fluorescent substrates. Standard 
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glyco-chemistry conditions of phenylthiol activation 
followed by oxidation to generate a leaving group at the 
anomeric center, generated elimination side products. We 
also found that a non anticipated side reaction, the oxida-
tion of double bonds in odorants, occurred that would not 
allow the use of this commonly found structural feature. 
Careful screening of methods for sugar-sugar couplings 
led us to phosphonic acid activation and reaction through 
anomeric chlorides as alternatives. Among those these two 
reactions, the method using diethylphosphonate provided 
the best results for attachment of alcoholic odorants, with 
products obtained in moderate yields of up to 40% in 
this challenging coupling step (Figure 2). It is noteworthy 
that the elimination products obtained in these reactions 
were recovered and used in a sensor and capturing assay 
development substituting for very expensive commercial 
material [1].
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Figure 2. Synthesis of sialic acid odorant chimera: Suitably 
protected N-acetylneuraminic acid (1) is reacted with dieth-
ylphosphonate to give intermediate (2), which reacts under acid 
catalysis to form the addition product (4). Deprotection of acetyl 
and methyl esters gives the chimeric odorant neuraminic acid 
substrate (5).

In this funding period we have developed and carefully 
optimized the chemistry, and tested the method by gener-
ating five odorant alcohols attached to neuraminic acids. 
All compounds were purified and their structure confirmed 
by 1H, 13C – NMR and mass spectrometry. Our initial 
evaluation of the substrates for stability in the absence of 
neuraminidase showed that the odorants are not released 
by non-specific hydrolysis. We have also confirmed that 
one can clearly smell and therefore qualitatively observe 
the presence of the viral enzyme by released scent indi-
cating the turnover of these substrates by the enzyme. 
Odorant alcohols,however, are soluble in water and gener-
ally show low volatility. 

Aldehydes, as well as, ketone are commonly found motives 
in odorants and are generally easier evaporated to produce 
a scent sensation than alcohols. In this funding period 
we have begun to investigate the generation of odorant 

enolates, a ketone or aldehyde equivalent, and are in the 
process of optimizing their reaction with neuraminic acid. 
The basicity of the enolate promotes elimination and we 
are currently screening the available activation chemistries 
for the sugar to sustain the reaction conditions for enolate 
- sialic acid chimeric substrates. In addition we have started 
the design and testing of reactions for carbonate, amine 
and semi urea attachments of odorants to the neuraminic 
acid.

On the molecular biology part of the project we have 
expressed influenza cultures for multiple strains and 
isolated neuraminidase samples. These isolates are 
calibrated with a fluorescent enzyme assay to provide 
neuraminidase activity standardized samples of neuramini-
dase. Bacterial expression system substitutes for the 
neuraminidases from highly pathogenic viral subtypes, 
which cannot be cultured under BSL-2 conditions, are cur-
rently established.Future Work

In the next funding period we will establish the mass spec-
trometry assay for evaluation of relative turnovers among 
substrates and neuraminidase subtypes. The robust devel-
oped chemistry for the attachment of odorant alcohols 
will be extended to parallel synthesis of alcohol-sialic acid 
substrate libraries and these products evaluated for struc-
tural candidates of discriminatory cleavage by neuramini-
dases. Specific cleavage over non specific hydrolysis will be 
optimized by judicious choice of the connection chemistry 
in the substrates. The development of enolate attachment 
chemistry provides a valuable new carbohydrate synthetic 
method we intend to publish. 

Our detection approach will combine 4 distinct amplifica-
tion steps – the presence of multiple neuraminidase copies 
on a pathogen, the catalytic substrate cleavage, the direct 
release of the trigger on the sensor and the biological 
cascade of smell, with a unique pathogen specific event 
and the exquisite selectivity of olfactory sensing to provide 
a sensitive, instrumentation free and potentially pre-symp-
tomatic detection scheme. It is therefore our next goal to 
investigate mass spectrometry sensitivity data that can be 
indicators to the expected assay sensitivity threshold. Syn-
thetic protocols for the incorporation of a wider range of 
linkages will be established. We will find critical contacts to 
the enzyme by Nuclear Magnetic Resonance spectroscopy 
and modeling. The chemistry for odorant attachment to 
branched scaffolds and stereoselective attachment chem-
istry will be developed to enable discriminatory detection 
among respiratory causative agents, and influence of more 
complex interfering matrices will be investigated.
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Conclusion

An assay will be developed that specifically detects 
respiratory infections. We expect to develop chemical 
entities that are converted by a pathogen specific event to 
release odorants. This triggers the smell receptors in the 
nose to allow a “patient” to be alerted of the presence 
of a pathogen. The exquisite sensitivity and selectivity of 
olfactory sensing not only provides the means to encode 
multiple pathogens with different smell, but such an assay 
will likely allow presymptomatic detection before the onset 
of other signs of infection.
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Introduction

Today’s electronics are based on electron charge.  Using 
electron spin to compliment electron charge in elec-
tronics is the basis for a major international research 
activity called “spintronics.” An ideal spintronic device 
consists of a magnetic contact to inject spin polarized 
current into the device, an active layer to manipulate 
the spin polarization, and a magnetic contact to detect 
the final spin polarization. Organic semiconductors are 
attractive candidates for the active layer in spintronic 
devices because they are expected to have much longer 
spin lifetimes than inorganic semiconductors due to 
their weak spin-orbit interaction, which is the principal 
spin de-phasing mechanism in these materials. How-
ever, the spin-orbit interaction is also responsible for 
selection rules that allow optical generation/detection 
of polarized electron spin distributions, and so these 
techniques cannot be used in conventional organic 
semiconductors. Optical injection and detection was 
essential in the development of electrical spin injec-
tion in inorganic semiconductors, and will provide a 
powerful tool in the development of organic spintron-
ics. The purpose of this work is to develop both optical 
and electrical methods to inject and detect spins in 
organic semiconductors and demonstrate the advan-
tages of these materials for spintronic applications. We 
initially focused on optical spin injection/detection, 
using organic materials containing a heavy metal atom 
to increase spin orbit coupling, since it is the most flex-
ible technique. In parallel, we are exploring the use of 
ferromagnetic insulator based spin filters to electrically 
inject and detect spins in organic materials. This paral-
lel approach of optical and electrical methods of spin 
injection will improve our chances of success in this 
important area of study.

Benefit to National Security Missions

This project will support DOE missions in basic science 
and threat reduction by providing the fundamental 
understanding of spin-based processes in organic ma-
terials needed to enable new technologies including 
quantum information processing and computing. These 

Spins in Organic Semiconductors
Brian Keith Crone
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technologies will support our national security by pro-
viding powerful tools for data encryption and decryp-
tion.

Progress

Completed our studies of metal containing organic 
semiconductors for optical spin injection. We investigat-
ed Mg, Zn, and Pt- Octaethylporphyrins (M-OEP). This 
series was chosen to vary the spin orbit coupling over a 
wide range (Z=12, 30, and 78). To understand these ma-
terials in more detail we performed magnetic circular 
dichroism (MCD), and CW and time resolved polarized 
photoluminescence (PL) measurements of these M-OEP 
materials in an organic host. We measured photolumi-
nescence (PL) of ZnOEP with a short gate on the CCD 
to look at only singlet emission as well as luminescence 
with a long 20 ms gate to look at both singlet and triplet 
emission. The short gate PL shows a broad peak cen-
tered at 600 nm due to singlet emission. The long gate 
PL shows the singlet emission peak, as well as a triplet 
emission peak centered at 700 nm. This demonstrated 
that incorporation of spin orbit coupling enables triplet 
emission, however our attempts to inject and detect 
spin using time resolved PL in these systems failed. We 
believe that in these systems there is a delicate balance 
between having enough spin-orbit coupling to enable 
triplet emission and hence optical injection, and hav-
ing too much spin orbit coupling which lowers the spin 
lifetime in these systems. To understand this balance we 
are modeling these materials theoretically. Hybrid den-
sity functional theory was used to provide quantitative 
predictions of equilibrium geometries, and optical spec-
tra of platinum poryphyrin (PtP) and the octaethylpor-
phrin derivative (PtOEP).  The optical transitions involve 
transitions to doubly degenerate electronic states that 
are subject to Jahn-Teller distortions. The potential 
energy surface (PES) associated with the Jahn-Teller 
problem was determined by hybrid DFT calculations. Ex-
trema on the PES were characterized as either minima 
or transition states through the explicit calculation of 
the vibrational frequencies. The latter also allows us to 
determine vibrational Huang-Rhys factors for compari-
son with optical spectra. By explicit calculation of the 
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intrinsic reaction path connecting the stationary points, we 
can develop an effective 1-dimensional PES for the pseudo-
rotation. This, in combination with the spin-orbit coupling, 
was used to define an effective vibronic Hamiltonian 
combining the effects of the JT interaction, the spin-orbit 
coupling, and the magnetic field. These same calculations 
will be extended to MgOEP and ZnOEP to gain a better 
understanding of how to tune the optical properties of 
metal-organics for efficient spin polarized optical injection 
and detection.

In parallel to the optical measurements we have also be-
gun fabricating ferromagnetic insulator based spin filters 
for electrical injection and detection of spins. Currently we 
are making devices with the structure Al/EuS/Al2O3/Co/
Co(1-x)Ox, and Al/EuS/Al2O3/EuS/Co/Co(1-x)Ox. EuS is a 
ferromagnetic insulator that has different energy gaps for 
spin up and spin down electrons. It can thus be used as a 
spin dependent barrier to electron transport. In the first 
structure, the EuS is used to generate a spin polarized tun-
neling current, the Al2O3 is a spacer layer to prevent the 
Co from pinning the magnetization of the EuS, the Co is a 
ferromagnetic contact, and the Co(1-x)Ox pins the mag-
netization of the Co.  In the second structure the first EuS 
layer is used for spin injection, and the second for spin de-
tection. Once we have established the device parameters 
needed for electrical spin injection and detection in this 
system, we will replace the Al2O3 spacer layer with organic 
materials to study spin injection and transport in these 
systems.

Future Work

The goal of this work is to demonstrate, for the first time, 
optical generation and detection of spin polarized electron 
distributions in organic semiconductors, and to then use 
these techniques to demonstrate and study electrical spin 
injection and spin dynamics in organic semiconductors. 
Recent results such as: triplet harvesting in organic light 
emitting diodes; large magnetoresistances in organic semi-
conductors; and the report of organic semiconductor spin 
valves, have highlighted the importance of spin-dependent 
processes in these materials. Currently spin-dependent 
processes in organic semiconductors are not well un-
derstood. Optical generation/detection of spin polarized 
electron distributions in inorganic semiconductors has 
provided a powerful tool for the study of spin dependent 
processes. Optical spin generation/detection relies on spin-
orbit coupling and the resulting optical selection rules. 
Recent results in our lab on MO molecules, which have a 
large spin-orbit coupling due to incorporation of heavy-
metal atoms, show great promise for the optical genera-
tion/detection of spin polarized charges in organic materi-
als. We will investigate the fundamental physical processes 
needed to achieve first optical and then electrical spin 
detection/generation in organic semiconductors. In parallel 

to these efforts we are exploring the use of ferromagnetic 
insulators for electrical injection and detection of spins in 
organics. Our specific goals and milestones by fiscal year 
are:

FY1: Investigate spin dynamics of excitons formed by circu-
larly polarized light in metal organics. Investigate the use 
of ferromagnetic insulators for spin injection / detection in 
organics.

FY2: Demonstrate capture of spin polarized charge carriers 
from an organic matrix onto MO dopants, study the effect 
of this capture on charge carrier spin polarization, and the 
polarization of the subsequent light emission. Study the 
dynamics of spins in organics using ferromagnetic insulator 
based spin valves.

FY3: Use these techniques to demonstrate and study elec-
trical spin injection and spin dynamics in organic semicon-
ductors.

Conclusion

The goal of this work is to demonstrate, for the first time, 
optical generation and detection of spin polarized electron 
distributions in organic semiconductors, and to then use 
these techniques to demonstrate and study electrical spin 
injection and spin dynamics in organic semiconductors. 
These results will enable organic semiconductor based 
spintronic devices which are promising candidates for 
quantum information processing and computing.
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Introduction

The vast range of structures and properties of compos-
ites provides an excellent case platform to investigate 
novel device functionalities. By combining efforts from 
both theoretical prediction and experimental verifica-
tion, we propose to develop a theoretical model for 
investigating and predicting the magnetoelectric cou-
pling effects on ferroelectric/ferromagnetic epitaxial 
nanocomposite films. We will also grow epitaxial these 
nanocomposite films with desired functionalities, and 
demonstrate a proof-of-principle dual-tuning micro-
wave device. By integrating properties of individual ma-
terials, we can overcome the dual problem that single 
phase materials are rare and only display a very weak 
magnetoelectric coupling effect at room temperature. 
We expect the experimental results to open up a wide 
array of possible applications of these materials. Also, 
the proposed work holds great promise for enhancing 
various fundamental and applied studies of functional 
metal-oxides. This research will ensure LANL’s contin-
ued leadership in nanotechnology and functional mate-
rials. LANL’s thrusts in functional materials, nanotech-
nology, and sensors can all benefit from this project

Benefit to National Security Missions

This research ties to the mission of DOE Office of Sci-
ence for fundamental understanding of materials. 
LANL’s thrusts in functional materials, nanotechnology, 
and sensors will directly benefit from this project

Progress

In the last review period, we have made tremendous 
progress in the preparation and characterization of 
nanocomposite ferroic films using both pulsed laser 
deposition and polymer-assisted deposition. The fol-
lowing outlines the most important accomplishments 
and observations.

Two-phase, vertical nanocomposite heteroepitaxial 
films hold great promise for (multi)functional device 
applications. In order to achieve practical devices, a 

Strain-induced novel physical phenomena in epitaxial ferroic nanocomposites
Quanxi Jia
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number of hurdles need to be overcome, including the 
creation of ordered structures (and their formation 
on a large scale), achieving different combinations of 
materials, and control of strain coupling between the 
phases.  Here we demonstrate major advances on all 
these fronts: remarkable spontaneously ordered struc-
tures were produced in newly predicted compositions, 
vertical strain was proven to dominate the strain state 
in films above 20 nm thickness, and strain manipula-
tion was demonstrated by selection of phases with the 
appropriate elastic modulii.  The work opens up a new 
avenue for strain control in relatively thick films and also 
promises new forms of ordered nanostructures for mul-
tifunctional applications.

An important starting point for our studies was deter-
mining which systems have the potential to form clean, 
nano-composite thin films. Since guidelines to the ma-
terials selection of nanocomposites have not been pre-
sented before, we developed our own as follows: (i) the 
chosen phases should both have the potential to grow 
epitaxially on a given substrate; (ii) the growth kinetics 
of the individual phases should be similar so that the 
two phases can both grow with sufficient crystallinity 
at a chosen temperature; (iii) the two phases of inter-
est should be the most thermodynamically stable when 
the individual elements are combined; (iv) cations with 
sufficiently different ionic radii are necessary to mini-
mize intermixing of the phases; (v) for achieving vertical 
strain control of one phase by another, materials with 
different elastic constants should be selected.

For this study we grew samples using two materials 
combinations which satisfied these criteria: BiFeO3 
(BFO):Sm2O3 (SmO). We have observed that there is a 
reduction in the dielectric loss for the BFO/SmO nano-
composite, compared to the pure films of the two phas-
es. Considering that the dielectric loss for a composite 
system should be controlled by the phase with higher 
loss, the result is surprising. Typically, the dielectric loss 
decreases with decreasing leakage current. We have 
found that the current perpendicular-to-plane resistivity 
of different films (SmO, BFO, and BFO:SmO) at a given 
electric field (SmO is the highest and BFO is the low-
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est). If we consider that the BFO and SmO columns in the 
BFO:SmO nanocomposite film are resistors connected in 
parallel and because of the highly resistive nature of the 
SmO, the leakage current will, therefore, be controlled by 
the BFO. This implies that the leakage current of the BFO 
in the BFO:SmO nanocomposite film is much lower than 
that of pure BFO thin film and is indicative of strain con-
trol of the dielectric properties. Whilst we cannot rule out 
the possibility of some Sm substitution in BFO (this is not 
possible to measure accurately because of the very small 
size of the nanocolumns), from TEM we did not find any 
second phases which might form for reasons of mass com-
pensation, i.e. because of displacement of one or both of 
the cations out of the BFO as a consequence of Sm substi-
tution into it. In addition, previous work on Sm substitution 
in BFO has shown no systematic evidence for improved 
dieletric properties. Hence, we believe that in our nano-
composite films, substitution of Sm into BFO may occur but 
only to a low level.

From theoretical point of view, we have modeled fer-
roelectric domain structures of (001)c, (101)c, and (111)
c epitaxial BiFeO3 thin films using a theoretical approach.  
We have taken into account long-range elastic and electro-
static interactions. The effects of various types of substrate 
constraint on the domain morphologies were systemati-
cally analyzed. We have shown that domain structures of 
BiFeO3 thin films could be controlled by selecting proper 
film orientations and/or substrate constraint.

Future Work

We will use our theoretical modeling tool to guide our ex-
periments. Three different forms of nanocomposites de-
posited by either pulsed laser deposition (PLD) or polymer-
assisted deposition (PAD) will be investigated. We will also 
fabricate proof-of-principle dual-tuning microwave devices 
by utilizing the multifunctional properties of materials.

a) Investigation of the strain effect on the properties of 
composites using theoretical method: The model, which 
describes the microstructure using a set of conserved and 
non-conserved field variables that are continuous across 
interfacial regions, has recently emerged as a powerful 
computational approach to modeling and predicting me-
soscale (in the range of nanometers to microns) morpho-
logical and microstructural evolutions in materials. We will 
use this approach to simulate the effect of the lattice strain 
on the properties of nanocomposite films.

b) Growth and characterization of epitaxial nanocompos-
ites: We will investigate three particular epitaxial nano-
composite architectures: the vertically aligned nanocom-
posite, the layered laminar-like nanocomposite, and the 
particulate nanocomposite. We will use PLD to grow the 
first two architectures whereas PAD will be used to con-

struct the particulate nanocomposite.

c) Fabrication of proof-of-principle dual-tuning micro-
wave devices: A tunable microwave device fundamentally 
operates by changing the microwave propagation factor 
through physical, electrical, or magnetic means. We will 
design and fabricate proof-of-principle dual-tuning micro-
wave devices to evaluate the desired functionality of nano-
composites.

Our goals are i) developing a theoretical model for predict-
ing the strain effect on the properties of epitaxial nano-
composite films, ii) growing such epitaxial nanocomposite 
films with desired functionalities, and iii) developing a 
proof-of-principle dual-tuning microwave device based on 
nanocomposites. We seek a fundamental understanding of 
the relationship between the strain and the physical prop-
erties as well as the method to manipulate the strain state 
in nanocomposites, which are crucial for the application of 
these materials.

Conclusion

We have successfully demonstrated the growth of nano-
composite films using pulsed laser deposition. We have 
also investigated the strain-induced physical phenomena 
in epitaxial nanocomposites. We will further explore other 
different forms of nanocomposites proposed in our ini-
tial project. We expect to develop a theoretical model to 
predict the properties of ferroelectric and ferromagnetic 
nanocomposite films, to have a better fundamental under-
standing of strain-induced physical phenomena in epitaxial 
nanocomposite films, to successfully grow epitaxial nano-
composites with complementary functionalities, and to 
demonstrate proof-of-principle dual-tuning devices using 
multifunctional epitaxial nanocomposite films.

Toward these goals, we have designed and synthesized 
a simple elastin domain (short EL, “sEL”) and we are cur-
rently evaluating the physical properties of this material.  
We have shown that this polymer can be displayed on the 
surface of filamentous phage, which is an exciting result 
showing us that our simplified experimental plan will work 
for creating libraries.  We found that the expression of this 
protein, on phage, is nearly that of a highly stable small an-
tibody (D1.3).  Further, analysis by western-blotting shows 
that the expressed protein is of the correct size (Figure 
2).   We have designed cloning strategies to insert diversity 
sequences within the simple elastin domain, using meth-
ods yet to be implemented for any other project at LANL.  
Based on ideal physical properties, we have also designed 
and synthesized an extended elastin sequence (long EL, 
“lEL”).  From this sequence, we have designed a strategy 
to insert diversity sequences within this polymer.  Further, 
for each elastin polymer we have created controls for 
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cell binding domains.  The design and synthesis of these 
protein polymers  was no small feat.  Elastin polymers 
are repeating units of the same sequence of amino acids.  
Unfortunately, bacteria do not tolerate highly repeated 
sequences.  To overcome this intolerance, we created a 
program that randomizes the DNA codons and yet would 
take into account the codon preferences of E. coli, thus 
producing a gene sequence that produces our ELPS and is 
stable in bacteria.
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Introduction

The development of materials with defined biological 
functionality is a grand challenge in materials chem-
istry.  Unfortunately, the apriori design of such bioma-
terials is difficult, because the complex interaction of 
proteins and cells with polymers has not been thor-
oughly defined.  These considerations suggest that a 
combinatorial approach may be an important route to-
ward developing polymers with ideal biofunctionality.  
Combinatorial chemistry is already of proven value for 
drug and catalyst discovery.  These powerful approaches 
often start by creating millions of combinatorially syn-
thesized compounds within one reaction vial, and end 
with identification of lead compounds using highly se-
lective assays.  For the approach to be similarly applied 
to polymer chemistry, methods are needed to: 1) gener-
ate diverse libraries, and 2) rapidly identify lead materi-
als based on function and/or physical properties.  Tradi-
tional combinatorial approaches for creating functional 
polymers have failed, both because it is difficult to make 
large synthetic polymer libraries and, most importantly, 
it is difficult to separate individually reactive polymers 
from mixtures.  These difficulties have led to creation of 
“spatially resolved libraries”, or arrays of individual poly-
mers, but these too have involved limitations in library 
diversity and size.

We intend to solve these problems by creating large, di-
verse libraries of in vivo polymers, displayed in a format 
that allows rapid identification of functional biomate-
rials. We anticipate being able to generate and screen 
libraries of millions of different compounds from one re-
action vial.  In vivo polymers are genetically engineered 
protein polymers that are an exciting new class of materi-
als.  Protein polymers are designed by recombinant DNA 
techniques to produce extraordinarily monodisperse 
products with well-defined molecular weights, stereo-
chemistries, sequences, and biocompatibility; attributes 
not often attainable by chemical polymerization.  While 
investigators have made significant advances in the use 
of in vivo polymers, no one has of yet made diverse in 
vivo polymer libraries.  As a proof of principle for this 

Genetically Engineered Polymer Libraries
Jennifer Martinez
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strategy, we are creating diverse protein polymer librar-
ies individually displayed on the surface of filamentous 
phage, allowing us to quickly screen from millions of dif-
ferent polymers to identify individual phage that carry 
biocompatible polymers.  

Classes of in vivo polymers we are considering for library 
construction include elastin like polymers (ELPs), silk, and 
silk-elastin like polymers.  Many of these proteins have 
properties similar to synthetic materials in that they are 
physically robust, they can be chemically or enzymati-
cally crosslinked, and many have reversible temperature 
and pH transitions allowing hydrogel or swelled polymer 
production.  These materials have been used as DNA de-
livery molecules, cell attachment mediums, subcutane-
ous implants, and as vascular grafts.     

Benefit to National Security Missions

This project will support the DOE mission in Threat Re-
duction by enhancing our understanding of the rational 
design of functional nanomaterials for application in 
chem/biothreat reduction, imaging, and the biosciences 
missions of the DOE Office of Science.  A successful out-
come of this new technique will have a profound impact 
on biomaterials development strategies and more gen-
eral, combinatorial polymer chemistry.  These libraries 
will greatly facilitate the discovery and production of bio-
polymers for future application in drug delivery, biocom-
patible polymers for medicinal implants, and advanced 
biosensors. This proposal describes a new capability that 
is leveraging LANL strengths in high-throughput selec-
tion, protein production, phage display technology, and 
polymer characterization.  

Progress

The overall goal of this proposal is to develop diverse 
polymer libraries and, as a proof-of-principle, to select 
from those libraries individual polymers that facilitate 
ECM and cellular interactions, on a long-term path to-
ward building robust biomaterials.  Our first library will 
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be created by inserting diverse recognition elements into 
elastin like protein polymers (ELPs).  This library will be 
screened en masse against fibroblast cells and ECM proteins 
important for cellular adhesion (Figure 1).  Down-selected 
polymers will be produced recombinantly in bacteria. Me-
chanical properties of these ELP clones, as monomers or 
cast films will be investigated (i.e. by contact angle, tensile 
strength, phase transitions). 

Figure 1. Flow diagram for selection of in vivo polymers from a 
phage display library.  Phage display is a well established tech-
nique at LANL.

Our goals are :

Library creation of elastin like polymers (ELPs) contain-1. 
ing diversity domains intermixed with elastin domains. 
Tasks: a) design and synthesize simple and extended 
elastin domains; b) design strategies to insert diversity 
within elastin domains; c) design and synthesize cell 
binding domains into elastin domains.

Display of ELP libraries on the surface of filamentous 2. 
phage (bacterial virus) and the selection of ELP poly-
mers with affinity toward cells and extracellular matrix 
proteins. Tasks: a) determine if simple and extended 
elastin can be displayed by phage; b) determine func-
tionality of elastin while on phage; c) select polymers 
against proteins and cells.

Biocompatibility characterization of the polymers for 3. 
properties such as cell adherence, spreading, and pro-
liferation. Physical characterization of polymers based 
on hydrophilicity, tensile strength, and phase transi-
tions. Tasks: as described in goal.

Toward these goals, we have designed and synthesized 
a simple elastin domain (short EL, “sEL”) and we are cur-
rently evaluating the physical properties of this material.  
We have shown that this polymer can be displayed on the 
surface of filamentous phage, which is an exciting result 

showing us that our simplified experimental plan will work 
for creating libraries.  We found that the expression of this 
protein, on phage, is nearly that of a highly stable small an-
tibody (D1.3).  Further, analysis by western-blotting shows 
that the expressed protein is of the correct size (Figure 
2).   We have designed cloning strategies to insert diversity 
sequences within the simple elastin domain, using meth-
ods yet to be implemented for any other project at LANL.  
Based on ideal physical properties, we have also designed 
and synthesized an extended elastin sequence (long EL, 
“lEL”).  From this sequence, we have designed a strategy 
to insert diversity sequences within this polymer.  Further, 
for each elastin polymer we have created controls for 
cell binding domains.  The design and synthesis of these 
protein polymers  was no small feat.  Elastin polymers 
are repeating units of the same sequence of amino acids.  
Unfortunately, bacteria do not tolerate highly repeated 
sequences.  To overcome this intolerance, we created a 
program that randomizes the DNA codons and yet would 
take into account the codon preferences of E. coli, thus 
producing a gene sequence that produces our ELPS and is 
stable in bacteria.

            

A B C

Figure 2. WESTERN of short ELP (C) as compared to D1.3 (B) on 
the tip of Protein 3 of M13 phage.  Detected with anti-SV5.  M13 
phage alone do not have SV5, hence they do not appear on the 
gel (A).  
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Future Work

Now that we have shown we have stable polymer 
scaffold(s) that can be displayed on the surface of fila-
mentous phage, we will now finish our cloning strategy 
to generate libraries of diverse sequences (random amino 
acids and smaller libraries of select amino acids) within the 
elastin backbone.   We will continue to investigate the best 
expression conditions for production of these polymers.  
Further, we will begin selection of these libraries against 
proteins important for the extracellular environmental at-
tachment of cells to biomaterials.

Conclusion

In vivo polymers are modified versions of elastin and silk, 
two natural materials that are unrivaled by synthetic ma-
terials for elasticity and strength per weight ratios.  These 
polymers can be easily produced in bacteria, with precision 
unmatched by chemical approaches.  We are improving 
where nature has left off by adding diversity within the 
polymer scaffold, thus allowing us to generate biocompati-
ble polymers with an ease yet accomplished with synthetic 
nor engineering strategies.  These polymers will be used 
as the base for future biosensors (i.e. implantable glucose 
sensors) and vascular grafts.
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Introduction

Superconductivity is a physical phenomenon whereby a 
material loses all resistance to electric current below a 
certain transition temperature. There are many classes 
of superconductors, most notably the high tempera-
ture superconductors that contain copper oxide with a 
superconducting transition temperature around 100 K 
(or about -300 °F). We are exploring the physical nature 
of superconductivity in a specific class of compounds 
known as heavy ‘fermion’ or heavy-electron materi-
als. In these materials conduction electrons are bound 
to the ionic lattice much tighter than in conventional 
metals and hence they move as if they were ‘heavy.’ 
Typically these materials contain rare earth or actinide 
elements, such as cerium, and they can exhibit unusual 
superconductivity that is poorly understood and whose 
mechanism is still under debate. LANL discovered a 
plutonium-containing compound in this class of super-
conductors with a critical temperature of 18 K and the 
search is still on for even higher transition tempera-
tures. Our project aims to make thin layers of these su-
perconductors for scientific study of their unusual su-
perconductivity. The project combines LANL’s advanced 
thin film technology currently used for high tempera-
ture superconductors with the LANL-established exper-
tise in heavy fermion materials to access new physical 
measurements and shed new light on unconventional 
superconductivity. We will study the ‘heavy-electron’ 
4f-electron systems, specifically, thin films of CeCoIn5 
in an ‘epitaxial’ or single-crystal like form. We intend to 
use the thin films for model studies of transport across 
grains within the material. A particular result of this 
work will be to test the symmetry of superconductiv-
ity in these materials, which is presumed to be not 
spherically symmetric. Furthermore, thin films offer the 
unique possibility to control the dimensionality of the 
samples, which will lead to further insight into the spa-
tially inhomogeneous superconducting phases discov-
ered in larger samples of CeCoIn5 [1]. Insights from this 
work should lead researchers to better understand the 
limits of superconductivity and how to raise the super-
conducting transition temperature.

Probing Unconventional Superconductivity in Heavy Fermion Thin Films
Vladimir Matias
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Benefit to National Security Missions

This project will support the DOE mission in Office of 
Science by enhancing our understanding of unconven-
tional superconductivity and through the search for 
new superconducting materials. Superconductivity is 
potentially a key technology for national energy security 
and practical superconducting applications are currently 
being developed by the DOE Office of Electricity.

Progress

We are attempting two approaches for deposition of 
“heavy fermion” thin films.  One is pulsed laser deposi-
tion from a variety of targets and, separately, we are 
also trying to deposit films by co-evaporation. We modi-
fied our vacuum chambers that were mainly used for 
the deposition of oxide thin films to the needs for grow-
ing heavy fermion films. The heavy-fermion compounds, 
such as CeCoIn5 or CeIn3, are intermetallic systems 
containing a rare earth (Ce) with a high oxygen affinity. 
This requires reducing the base pressure in the cham-
bers well below 10E-7 Torr. After careful leak checking 
and installation of a new bakeout setup we were able 
to reach base pressures below 10E-8 Torr in both of our 
vacuum systems. In order to increase the throughput 
and decrease the number of chamber openings, we use 
a conveyer belt like sample carrier for single-crystal sub-
strate storage and successive movement into the depo-
sition zone. Up to ten samples can be prepared within 
one run. Additionally we use a flexible metal tape with 
a textured MgO layer as a substrate to substitute for 
single crystals. In the first year of this project we have 
set up our two deposition systems to be capable of 
depositing heavy fermion thin films and obtained the 
necessary materials for deposition.  We made our first 
films of CeCoIn5 and CeIn3 and have encountered a 
number of issues in deposition that we are currently ad-
dressing. The approach we have developed this year for 
film deposition is to first make the CeIn3 compound and 
understand how it grows in thin film form.  CeIn3 has a 
similar in-plane lattice parameter to the superconduc-
tor CeCoIn5 and also shares many of the same issues in 
deposition.
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For the pulsed laser deposition (PLD), our main approach, 
the key parameters we are optimizing are substrate tem-
perature and laser energy. For our single-crystal substrates 
we use mainly MgO and MgF2; the latter has an excellent 
lattice match to CeCoIn5. The biggest obstacle for deposit-
ing epitaxial thin films of CeCoIn5, besides the oxygen affin-
ity of Ce and the low melting point (and relatively high va-
por pressure) of In, has been the formation of In droplets 
at early stages of film growth. We started by investigating 
possibilities to control the stoichiometry in our films during 
PLD. We developed a novel design for PLD targets based 
on a ring-area target with concentric rings of Co, Ce, and 
In. The stoichiometry of the deposit can then be controlled 
by adjusting the number of laser pulses to each sector of 
the target. Besides that, we are also preparing films with 
stoichiometric targets of several different compositions in 
the Ce-Co-In system. Additionally, we also deposited films 
in a coevaporation system equipped with in situ reflection 
electron diffraction, known as RHEED. There we optimized 
conditions for epitaxial Cr buffer layers on MgO for growth 
of heavy fermion films. These Cr films are extremely 
smooth and can be epitaxial and as such good buffer layers 
for growth of CeCoIn5. We also found that the growth con-
ditions for epitaxy by coevaporation seem to require low In 
content and low deposition temperatures. This is in agree-
ment with recent results by a group in Japan that reported 
first films of CeCoIn5 [2].  We note that their films are still 
not epitaxial.

Our PLD results are summarized in Table I.  Surprisingly, 
and in contrast to our first coevaporated films, our best 
samples to date by PLD were made with In-rich targets and 
at higher temperatures. Figure 1 shows an x-ray diffrac-
tion result from such a film made from a CeCoIn11 target. 
From these results we can see that the films have some 
epitaxial CeCoIn5 phase, but are not yet single-phase. Fig-
ure 2 shows an electron micrograph of this film where we 
see oriented crystallites within a background matrix.  In 
Figure 3 we show the low temperature electrical transport 
measurement of the same film indicating the presence of 
the CeCoIn5 superconducting phase that is not electrically 
continuous within the film.

Figure 1. Image of a two-dimensional x-ray detector from diffrac-
tion of a Ce-Co-In film. The result indicates presence of epitaxial 
CeCoIn5 and CeIn3 phases.

Target Optimum temperatures Results

Ce:Co:In ring 
target allows 
for atomic 
layering

~ 500°C

CeIn3 and Ce-
CoIn5 polycrys-
talline; some 
CeO2; excess In 
droplets

Ce-Co-In5 
composite 
target

Low temp 300 – 500°C

Smoother films 
than atomic lay-
ering; In-poor 
matrix with In-
rich droplets

Ce-Co-In11 
composite 
target

High temp 600 – 700°C
Epitaxial crystal-
lites in In-rich 
matrix

Table 1. Summary of PLD results from the first year of the project.
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Figure 2. Secondary electron micrograph of the CeCoIn film 
shown in Figure 1, with rectangular single-crystalline islands.

Figure 3. Electrical transport measurements at low temperature 
indicating the presence of a superconducting CeCoIn5 phase in 
the thin film sample.

Future Work

The objective of the proposed work is to gain a more thor-
ough understanding of  unconventional superconductivity 
in heavy fermion superconductors (HFS) by studying these 
materials in thin film form. We will continue to grow the 
heavy fermion thin films by pulsed laser deposition (PLD) 

and coevaporation and improve our understanding of the 
materials science issues in order to perfect them. The goal 
is to make high-quality single-phase epitaxial films that 
can be used for study of physical phenomena. In order to 
probe and possibly clarify the order parameter symmetry 
in HFS, we will pattern junctions in the films and study 
transport across grain boundaries. By measuring the low 
temperature behavior in a magnetic field we will gain new 
understanding of the inhomogeneous superconducting 
phase in low dimensionality. Theoretical modeling work 
will be done in parallel with the experimental work.

Conclusion

We are studying a class of superconducting materials rep-
resented by the compound CeCoIn5 in the form of thin 
films. We intend to use the thin films for model studies 
of transport across grains. A result of that will be to test 
the symmetry of superconductivity in these materials, 
which are presumed not to be spherically symmetric. This 
has important implications for determining the physical 
mechanism that is responsible for superconductivity. So 
far we are making progress in understanding the materials 
science necessary to grow these films and we have made 
epitaxial material, but not yet single phase.
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Introduction

The objective of the proposed research is to develop a 
new class of nanoscale photocatalytic materials, which 
upon solar irradiation can produce molecular hydrogen 
via photochemical decomposition of organic substrates 
or water (Figure 1). The proposed approach is based on 
exploiting unique properties of semiconductor nano-
crystaline quantum dots (NQDs) in assemblies where 
they are coupled to established molecular redox cata-
lysts. In these photocatalytic assemblies the NQD func-
tions as light harvester and a charge generator, which 
activates a molecular catalyst via charge transfer (CT). 
Our first-ever demonstration that molecular catalysts 
can be effectively sensitized by NQDs demonstrates the 
feasibility of this approach. The assemblies take advan-
tage of unique properties of NQDs, such as high light 
harvesting efficiency, size-tunable absorption spectra 
and redox properties and the ability to convert photon 
energy to charge with higher than 100% efficiency via 
the process of carrier multiplication (CM). With the 
eye towards the practical application of solar hydrogen 
production the proposed research will lead to develop-
ment of new nanoscale fabrication methods, an under-
standing of virtually unexplored interfacial charge trans-
fer at the nanoscale semiconductor-semiconductor 
and semiconductor-molecule interfaces and generate 
insights into mechanistic aspects of photocatalytic de-
composition of variety of organic substrates and water. 
The pursuit of these objectives is expected to provide 
important insights into some of the most intensely 
studied problems in chemistry.

Benefit to National Security Missions

This project will support the drive toward national en-
ergy security, a key DOE mission. In particular, the work 
will enhance our understanding of how nanoscale ma-
terials can be utilized to improve the efficiencies of the 
solar energy conversion technologies.

Photocatalytic Materials Based on Quantum Confined Semiconductor 
Nanocrystals
Milan Sykora

20080523ER

Progress

During the first year of the project we have made prog-
ress on multiple fronts.

Development of capabilities

During the first year of the project the initial stages 
were dedicated to staffing and development of techni-
cal capabilities. Two very talented postdoctoral associ-
ates were recruited and trained to perform research on 
the project. Also, new instrumental capabilities were 
developed through acquisition and installation of new 
instrumentation, which included equipment for mea-
surement of attenuated total reflectance infrared (ATR-
FTIR) spectroscopy and a new, state-of-the-art ultrafast 
transient absorption spectrometer. Acquisition of this 
instrumentation is not only critical for the success of 
the project, but it also represents an important expan-
sion of the technical capabilities of the laboratory.

Technical progress 

Synthesis and characterization of precursor materials

We have synthesized and characterized numerous 
materials that are necessary precursors for the con-
struction of photocatalytic and photovoltaic structures. 
These include light harvesting components - NQDs 
of various compositions (CdSe, CdS, PbS, PbSe) and 
various sizes (particle diameter 2 to10 nm), electron 
transporting components - metal oxide (MOx = TiO2 
and ZrO2) nanoparticles of various sizes (~20-300 nm). 
We have further synthesized series of Ruthenium poly-
pyridine-based redox catalysts. New synthetic methods 
were developed to modify catalysts with functional 
groups necessary for their chemical coupling to the 
NQDs. The optical and redox properties of these metal 
complexes were characterized by spectroscopy and 
electrochemical methods. We have also performed a 
theoretical study of the effect of the modification of the 
metal complexes with coupling functional groups on 
their electronic and optical properties and their charge 
transfer reactivity. We found, that while the addition 
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of carboxyl linking group can affect the optical absorption 
and emission of the catalysts, it leaves their ionization and 
electron affinity energies almost unchanged. This strongly 
indicates that the modification of the catalysts with link-
ing groups is not likely to affect their catalytic activity. The 
results of the theoretical study are summarized in the pub-
lication to be submitted within next few weeks.

Development of fabrication methods for construction of 
nanoassemblies

Fabrication of NQD/catalyst assemblies: Our initial ATR-• 
FTIR studies indicate that molecular catalysts function-
alized with carboxylic acid functionality can be chemi-
cally attached to the surface of the NQDs. Two different 
approaches were developed to study the mechanism 
and dynamics of the coupling process (Figure 2 a-c). 
The coupling, during which the functionalized catalysts 
substitute the original protective ligand layer of NQD, 
can be achieved through mixing of the NQDs with mo-
lecular catalyst in solution or by exposure of NQD film 
to the solution of catalysts. Our results represent a first 
ever direct evidence of chemical coupling of molecu-
lar catalysts with quantum confined semiconductor 
nanocrystals. In a separate set of experiments we have 
developed a procedure, which allows us to determine 
the exact number of adsorbed catalysts per NQD. The 
procedure combines steady-state photoluminescence 
measurements and theoretical isotherm modeling (Fig-
ure 2 d). Our preliminary results obtained by this ap-
proach suggest that for NQDs with diameter ~5 nm up 
to seven catalysts can be anchored to the NQD surface. 
The total amount of the catalysts adsorbed can be con-
trolled by the concentration of the catalyst in solution.

Chemical coupling of NQD to MO• x surfaces: In our initial 
set of experiments we have tested two self-assembly 
procedures for coupling of NQDs to MOx mesoporous 
surfaces based on utilization of bifunctional organic 
linkers. In one approach (method 1) the MOx is initially 
functionalized with a bifunctional organic linker. The 
functionalized mesoporous surface is then exposed to 
solution of NQDs. In a second approach (method 2) the 
NQDs are first functionalized with bifunctional linkers 
via ligand exchange process. The bare mesoporous MOx 
surface is then exposed to the solution of functional-
ized NQDs. Using visible reflectance spectroscopy we 
have found that both procedures result in efficient 
NQD/MOx chemical coupling; i.e., significant amount of 
NQDs can be adsorbed onto the MOx surface. However, 
as discussed below the extent of electronic coupling 
between the NQD and MOx varies between the self-
assembly procedures. 

Initial studies of interfacial charge transfer (CT)

CT at the NQD/catalyst interface: Building on our prog-• 
ress in the fabrication of the NQD/catalyst nanoassem-
blies we have performed initial studies of electronic 
interactions in the CdSe NQD/catalyst structures fol-
lowing photoexcitation by visible and UV radiation. We 
have found that mechanism of interaction is strongly 
dependent on the NQD size (i.e., extent of quantum 
confinement) and the degree of NQD/catalyst elec-
tronic coupling (Figure 3). For smaller NQDs (diameter 
<3.5nm) the dominant mode of interaction is NQD-
complex energy transfer, which can occur across the 
protective ligand layer. The CT is dominant for larger 
NQDs (>5nm) when the complexes are adsorbed onto 
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Figure 1. Left: Schematic diagram of the nanoscale photocatalytic assembly based on coupling of semiconductor NQDs and molecular 
catalysts. Irradiation of the NQD with visible light leads to generation of one or more electron-hole pairs (1), followed by rapid pho-
toinjection of an electron into the conduction band (CB) of the metal oxide (MOx) (2). This electron is relayed through the external 
circuit to a metal counter electrode, where it reduces protons to molecular hydrogen. The hole in the valence band (VB) of the NQD 
is quenched by electron transfer from a molecular catalyst (3). When oxidized (activated) to its active form the molecular catalyst 
can oxidize the substrate (i.e., organic material or water) generating protons as a byproduct. Although multiple cycles are typi-
cally required to oxidize the catalyst to its active form, the number of photons required can be reduced through CM, thus increasing 
the overall efficiency of the energy conversion process. Right: Energy diagram of the photoelectrolytic cell in which the composite 
material could be used as a photoanode (Cat is the molecular catalyst). Hydrogen production occurs at a metal (e.g., Pt) cathode. 
Development of the actual device is not the objective of the current project. 
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the NQD surface. To best of our knowledge this is a 
first demonstration of a nanoassembly where the type 
of electronic interaction (energy vs. charge transfer) 
depends solely on the size of one of the components. 
We have initiated quantitative studies of factors that 
determine the dominance of one or the other inter-
action process. The understanding of these factors is 
important from practical standpoint as for the photo-
catalytic assemblies to be useful in solar energy con-
version process the NQD/catalyst interactions must be 
dominated by charge rather than energy transfer. 

Photoinduced charge separation at the NQD/TiO• 2 in-
terface: We have performed initial studies of the CT 
in the NQD/TiO2 assemblies. The results show that at 
least 30% of NQD excitations lead to charge transfer to 

TiO2. We find that the efficiency of the CT is strongly 
dependent on the method used for MOx/NQD cou-
pling. While coupling method 1 yielded the above ef-
ficiencies of NQD to TiO2 CT, method 2 yielded efficien-
cies typically less than 5%. Thus, while the chemical 
coupling achieved by two methods is comparable, the 
electronic coupling, dictating the efficiency of interfa-
cial CT is significantly reduced in assemblies prepared 
by method 2. Further studies are needed to determine 
the origin of the differences and identification the 
fabrication process that maximizes the electronic cou-
pling. 
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Figure 2. Preliminary results of NQD surface chemistry studies. (a,b) Two different approaches to monitoring surface exchange chem-
istry by ATR-FTIR. The FTIR signatures of the original surface ligand and the substituting adsorbate are monitored as function of time. 
The difference spectra provide information about the mechanism and dynamics of the surface exchange. (c) Difference ATR-FTIR 
spectra (method B) for the system consisting of NQDs in the presence of Ru metal catalyst functionalized with carboxylic acid group. 
The deprotonation of the catalyst in the presence of the NQDs , not observed in any of the controls, strongly suggests the adsorption 
of the catalyst onto the NQD. (d) The PL of the NQD is reduced upon adsorption of the catalyst. The variation in the magnitude of 
the reduction with catalyst concentration can be used to determine the number of catalysts adsorbed per single NQD and fractional 
surface coverage (theta). 
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Figure 3. Preliminary results of steady-state photoluminescence (PL) studies of NQD-catalyst electronic interaction. a) In assemblies 
consisting of small (less than 2 nm diameter) the reduction of PL of the NQD is paralleled by an increase in the PL of the catalyst, 
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Future Work

Based on our progress during the first year, in second year 
we will focus on following studies: 

Fabrication of NQD/catalyst assemblies:  Complete 1. 
the studies of chemical coupling between NQDs and 
catalysts. Test possibility of NQD-catalyst coupling 
with functional groups other than carboxylic acid (e.g., 
phosphonic acid, bipyridyl amine)

CT at the NQD/catalyst interface:  Identify conditions, 2. 
which favor CT over ET in NQD/catalyst assemblies. 
Perform detailed studies of CT in these assemblies in 
low light intensity (single-exciton) regime. Develop the 
understanding of the mechanism of interfacial CT and 
identify the key variables dictating the CT efficiency. 
Demonstrate control of dynamics of the NQD-catalyst 
CT.

Photoinduced charge separation at the NQD/TiO3. 2 in-
terface: Determine the origin of the differences in CT 
efficiencies in assemblies prepared by Method 1 and 
Method 2. Investigate  other fabrication processes that 
will maximize the NQD/TiO2 electronic coupling.  Per-
form detailed studies of CT in NQD/TiO2 assemblies to 
identify the key variables dictating the CT efficiency. 
Demonstrate CT efficiencies exceeding 50%.

Conclusion

In terms of basic science the main objective of the pro-
posed research is improvement of our understanding of 
how nanoscale materials can be utilized to enhance the 
efficiencies of the solar energy conversion technologies. 
The practical objective is a development of a new class of 
nanoscale materials with potential to produce molecular 
hydrogen from organic substrates or water upon solar ir-
radiation. These objectives are aligned with DOE’s energy 
security mission as they have potential to reduce our en-
ergy dependence on oil and other fossil fuels.
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Introduction

In this work, we will the use of semiconductor nano-
crystals (NCs) for use as gamma ray detectors. Nano-
crystals are nanometer sized crystals of various semi-
conductors that have a bandgap that differs from the 
bulk material due to its small size. NCs have many prop-
erties that are desirable for gamma-ray detection in-
cluding large Z for strong interaction with gamma rays, 
high photoluminescence quantum yields (up to 90%), 
emission wavelength tunability from the ultraviolet 
to the infrared, and solution processability. However, 
some properties of typical NCs are not advantageous 
for scintillator applications such as a relatively small 
Stokes shift of the emission (typically ~60 meV or ~20 
nm in the visible wavelength range), which causes sig-
nificant reabsorption of emitted photons in thick solid 
films. To overcome these problems, we will study NC 
composite films that are composed of distinct “donor” 
and “acceptor” NC materials. Wider band gap, high 
emission quantum yield NC material such as ZnSe or 
CdSe NCs will generate excitons from high energy par-
ticles and act as energy transfer donors while a smaller 
band gap NC material with a large Stokes shift and 
high emission quantum yield will act as both an energy 
transfer acceptor and photon-emitter. Targeted candi-
date acceptor materials include red- to near-infrared 
emitting nano-engineered type-II NCs, which emit from 
a spatially dissociated excitonic state, and indirect gap 
semiconductor NCs such as silicon. Red- to near-infra-
red photon emission will help to reduce problems as-
sociated with scatter in the solid film. Ratios of donors 
to acceptors will be guided by modeling to optimize 
the extent of energy transfer to acceptors and material 
transparency at the emission wavelength. Photolumi-
nescence excitation and time-resolved emission mea-
surements will be performed to determine rate and 
extent of energy transfer to acceptors. 

Benefit to National Security Missions

Radiation detection is a key capability in detecting nu-
clear proliferant materials. This work directly supports 
nuclear threat reduction and nonproliferation activi-

Novel Materials for Gamma-Ray Detection based on Nano-Engineered 
Semiconductor Nanocrystals
Richard Daniel Schaller

20080660ER

ties that are key mission areas in DOE, DHS, and other 
government agencies. Semiconductor nanocrystals are 
good candidates for gamma-ray detectors that are effi-
cient, operate at room temperature, and low-cost

Progress

During the past year, we have been conducting two 
types of work.  One involves building a pulsed elec-
tron gun that will be used to explore the behavior of 
semiconductor nanocrystals in conditions that mimic 
excitation with gamma rays. The other involves energy 
transfer studies between nanocrystals of two different 
compositions to determine rates of energy transfer and 
efficiency.

Spent much of last year building an apparatus to excite 
NC ensemble samples with 1-ps electron pulses of tun-
able energy (0.5-50keV) and detect the emitted pho-
tons with a high time-resolution streak camera (<2ps). 
Gamma-ray photons cannot be controllably pulsed. 
However, they do interact with matter to produce en-
ergetic secondary electrons (keV-MeV). The secondary 
electrons produce cascades of lower-energy electrons 
that eventually generate relatively low-energy material 
excitations such as proximal electron-hole pairs (“ex-
citons”) which can recombine radiatively. However, in 
addition to exciton formation, electrons can ionize NCs 
and may also produce multiple excitons within indi-
vidual NCs. Ionized NCs (containing an uncompensated 
electron or a hole) cannot emit. A NC that contains 
both an exciton and an additional charge (a so-called 
trion) will emit with greatly reduced-efficiency due to 
unfavorable competition with ultrafast (~5-300ps) non-
radiative Auger recombination. Multiple excitons pro-
duced within a NC will also emit with reduced efficiency 
due to Auger recombination. To date, no one has been 
able to directly measure the branching ratios of mate-
rial excitations from electron interactions. This transient 
cathodoluminescence method will allow us to directly 
measure the low-energy material excitations that result 
from interactions with energetic electrons. Because it is 
a transient method, short-lived trions and multiexcitons 
will be observable and quantifiable due to known spec-
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tral and temporal signatures. We will also quantify nor-
mally non-emissive, singly-charged NCs by photoexcitation 
of the sample prior to the arrival of the electron pulse such 
that transiently emissive trions, in place of ionized NCs, are 
formed. Direct knowledge of the branching ratios from a 
survey of several NC samples will be fed back into the syn-
thetic design of the NCs. If ionization is the dominant prob-
lem, we will attempt to minimize it via the growth of thick, 
low-z material shells on high-z NC cores. If we find multi-
exciton formation to be the main problem, we can reduce 
NC size to reduce the energy deposited per NC (electron 
energy deposition is understood to be a function of path, 
~6eV/nm for CdTe, so smaller NCs may equal fewer multi-
excitons) such that single excitons are principally formed. 
At this moment, we have completed construction of the 
electron gun itself, but the vacuum chamber needed for its 
operation is still under construction.

Also, we have been performing energy transfer studies of 
mixed NC films in order to determine the feasibility of this 
approach for increased Stokes shift such that photoemis-
sion may be detected from thick films. Mainly we have 
been studying CdSe-PbSe films that emit in the near-infra-
red. We observe fast (<200ps) and efficient energy transfer, 
though this system is not ideal for scintillation due the inef-
ficiency of near-infrared photodetectors in comparison to 
visible ones.

Future Work

We will develop scintillator detector materials composed 
of mixtures of semiconductor nanocrystals (NCs). NCs have 
many properties that are desirable for gamma-ray detec-
tion including large Z, high emission quantum yields (up to 
90%), emission wavelength tunability from the ultraviolet 
to the infrared, multiple exciton formation, and solution 
processability. However, there are also detrimental prop-
erties of typical NCs for scintillator applications such as a 
relatively small Stokes shift of the emission (typically ~60 
meV or ~20 nm in the visible wavelength range), which 
causes significant reabsorption of emitted photons in thick 
solid films. Also, solid films of NCs can have a significant 
degree of energy transfer which overall decreases emission 
quantum yield as excitons migrate to any non-emissive 
NCs that have low-energy defect states. To overcome these 
two significant problems, we will study NC composite films 
that are composed of distinct “donor” and “acceptor” NC 
materials. Wider band gap, high emission quantum yield 
NC material such as ZnSe or CdSe NCs will generate exci-
tons from high energy particles and act as energy transfer 
donors while a smaller band gap NC material with a large 
Stokes shift and high emission quantum yield will act as 
both an energy transfer acceptor and photon-emitter. Tar-
geted candidate acceptor materials include red- to near-
infrared emitting nano-engineered type-II NCs, which emit 
from a spatially dissociated excitonic state, and indirect gap 

semiconductor NCs such as silicon. Red- to near-infrared 
photon emission will help to reduce problems associated 
with scatter in the solid film. Ratios of donors to acceptors 
will be guided by modeling to optimize the extent of en-
ergy transfer to acceptors and material transparency at the 
emission wavelength. Photoluminescence excitation and 
time-resolved emission measurements will be performed 
to determine rate and extent of energy transfer to accep-
tors. 

Conclusion

It is expected that semiconductor nanocrystal materials 
will provide a high detection efficiency, low-cost, scalable 
gamma ray detector material that is useful for applications 
such as portal monitoring as well as radiation sensing for 
materials control and accountability. Such applications are 
challenging and prohibitively expensive with current ma-
terials. Semiconductor nanocrystals are expected to, upon 
interaction with gamma ray photons, produce excitons that 
will efficiently produce photoluminescence. This photo-
emission will be significantly red-shifted with respect to 
the material absorption feature such that self absorption 
will not take place significantly.
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Introduction

Metallic nanowires, with diameters of a few atoms 
down to even a single atom, will play an important role 
in future-generation nanodevices, as electrical conduc-
tors, and electrical and perhaps mechanical switches.  
Enabling this technological advance will require that 
we understand their unique mechanical properties as 
they are formed and subjected to mechanical stress. Up 
to now, atomistic simulations aimed at understanding 
these processes have been necessarily limited to time 
scales that are thousands or millions of times shorter 
than experimental time scales.  This is because mo-
lecular dynamics simulations are limited to times in the 
nanoseconds, while the relevant atomic force micro-
scope (AFM) experiments require milliseconds to sec-
onds.  An example of an AFM experiment [1] in which 
a metallic nanowire is stretched to failure is shown in 
Figure. 1.

We have recently developed an accelerated molecu-
lar dynamics method called parallel-replica dynamics 
(Par-Rep) [2], in which time is accelerated through 
parallelization.  By porting the Par-Rep code to the new 
Roadrunner supercomputer, we will be able to perform 
the first-ever atomistic simulations of the formation 
(through AFM tip to surface contact and withdrawal), 
and tensile test behavior, of metallic nanowires of silver 
and copper on experimentally accessible time scales 
of milliseconds.  The Par-Rep method gives exact long-
time evolution of an infrequent-event system, even one 
in which the boundary conditions are changing in time.  
Based on initial benchmark calculations, we expect to 
achieve a speed of ~0.5 ms of simulation time per wall-
clock hour on Roadrunner.

Benefit to National Security Missions

This project endeavors to develop atomic-scale simula-
tions of materials that will tremendously enhance our 
basic understanding of materials, and nanomaterials in 
particular. Such basic understanding of materials and 

Parallel-Replica Dynamics Study of Tip-Surface and Tip-Tip Interactions in 
Atomic Force MicrosCopy and the Formation and Mechanical Properties of 
Metallic Nanowires
Arthur Ford Voter

20080759ER

the ability to model novel materials impacts the DOE 
mission in Scientific Discovery and Innovation, as well 
as a broad array of other missions important to DOE, 
DHS, and other government agencies.

Progress

This project was begun mid-year in FY08.  While we 
wait for the delivery of the Roadrunner computer 
system, we have begun scoping studies using hyperdy-
namics simulations in preparation for much more sub-
stantial Roadrunner runs.  Hyperdynamics [3] is another 
accelerated molecular dynamics method developed 
here at Los Alamos.  We have performed hyperdynam-
ics simulations on metallic nanowire systems 10 to 
20 angstroms in diameter, consisting of roughly 1000 
atoms.  Because hyperdynamics is not valid for driven 
systems, we stretch the nanowire quasi-statically, in-
creasing its length by 0.01 angstrom at a time, and then 
maintaining that length for the duration of the hyper-
dynamics run until it is time for the next greater length 
setting.  In these simulations we are already observing 
interesting deformation mechanisms involving forma-
tion and passage of partial dislocations. 

For example, in order to understand the dependencies 
of preferred deformation mechanisms on strain rate, 
we conducted stretching simulations of Ag nanowires at 
two different stretching velocities, the results of which 
are shown in Figure 1. The first one used conventional 
molecular dynamics simulation with a stretching veloc-
ity of 10-1 m/s, and the second one used hyperdynamics 
with a stretching velocity of 10-5 m/s.   Both simulations 
were held at a temperature of T=300K.  From our re-
sults we could clearly see that the formation of stair-rod 
dislocations is the dominant deformation mechanism 
at the beginning of the stretching processes. However, 
in the slow stretching simulation, this stair-rod disloca-
tion could be eliminated by the propagation of another 
stair-rod dislocation, and in the end we obtained an al-
most perfect nanowire that was one (002) layer thinner 
than the initial configuration. We also noticed that the 
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energy of the nanowire under slow stretching is lower than 
that under fast  stretching, which is not surprising because 
in the slow stretching simulation the nanowire has more 
time to relax itself through thermal events.  In future runs 
on Roadrunner at even slower  stretching velocities, we 
anticipate seeing a complete elimination of stair-rod dis-
locations, allowing the nanowire to become perfect again, 
but one (002) layer thinner.

Figure 1. Series of high resolution transmission electron micros-
copy (HRTEM) images of gold nanowire as it is stretched.  Initially 
formed using a gold AFM tip, as the tip is withdrawn from the 
gold sample over a time scale of ~2 seconds, the nanowire thins 
from five layers to four layers, and so on down to one layer, as 
indicated by the arrows, before it ultimately breaks completely.

A key component of this project is the development of a 
Par-Rep computer program that can exploit the exceptional 
speed of the Roadrunner architecture.  The main Par-Rep 
program, which can run on normal computer architecturs, 
has now been developed, and a special force-call subrou-
tine (which evaluates the interatomic forces necessary to 
perform MD) has been written for the Roadrunner cell ar-
chitecture.  This force routine is extremely fast, taking just 
0.3 microseconds per atom. 

Future Work

Our main scientific objective is to resolve in full atomistic 
detail the processes by which silver and copper nanowires 
form following tip-to-surface or tip-to-tip contact and how 
they react to mechanical stress as they are stretched or 

sheared up to their breaking point.  These simulations will 
be carried out on a time scale accessible to atomic-probe 
experiments, through the use of the rigorously accurate 
parallel-replica dynamics method implemented on the Los 
Alamos Roadrunner supercomputer.  Two classes of simu-
lations will be carried out: first, starting from experimen-
tally observed structures, nanowires will be annealed and 
their mechanical response to strain probed over a range of 
rates and temperatures; second, nanowires formed start-
ing from clean surfaces and tips will be simulated and their 
structures and mechanical properties will be compared to 
experimental ones.  We believe we can achieve millisec-
ond simulations of nanowire stretching and breaking using 
Roadrunner.  For the simulations of nanowire formation by 
tip contact, due to the greater likelihood of too-frequent 
events, there is a greater risk that we will be limited by 
algorithmic inefficiency before reaching the millisecond 
regime.  For both cases, simulations at lower temperatures 
(that are experimentally accessible) will mitigate this inef-
ficiency effect.

Figure 2. Results of silver nanowire simulation showing the dif-
ference between fast stretching with direct molecular dynamics 
(MD) and slower stretching with hyperdynamics, as discussed in 
the text.  The nanowire stretched more slowly comes closer to 
perfect thinning, retaining fewer defects.

Our computational objective is to port our parallel-replica 
molecular dynamics code for metal (embedded-atom) 
systems to Roadrunner.  By tuning the parallel-replica al-
gorithm to minimize parallel communication and optimiz-
ing the force routine to run as fast as possible on the cell 
architecture, our goal is to take nearly full advantage of the 
extreme speed of Roadrunner.  Benchmarks we have run 
using a preliminary version of the force routine, and analy-
sis of issues in parallelizing Par-Rep to 10,000 processors, 
give us strong reason to believe that we can achieve our 
goal of a simulation speed of 0.5 milliseconds of simulation 
per hour of wall-clock time.
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Conclusion

This work will produce a better understanding of the be-
havior of nanowires, which will find important use in fu-
ture-generation nanodevices as electrical conductors and 
switches.  Maintaining America’s pre-eminence in nano-
technology is important for the economy and for our world 
standing in technology.  The computer program developed 
for this project will allow direct, accurate simulations of 
materials dynamical properties on unprecedented time 
scales, far beyond the scope of this project.  This program 
will thus be a valuable tool for other studies in the future.
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Abstract

The use of hierarchical porous structures as support 
materials for catalytic reactions is analogous to the 
circulatory system in which nutrients are delivered to 
individual cells via arteries, capillaries and veins. In such 
a hierarchical system, every fluid element is passed 
through some capillary to exactly one single site exactly 
once per pass. By suitably scaling the branching dimen-
sions, the flow-area is conserved, pressure drop is 
minimal, and diffusion lengths over which activity must 
occur is reduced to nanometers. With a controlled, 
graduated set of pores, we can mimic the distribution 
systems seen in Nature and predicted by Kleiber’s Law

Background and Research Objectives

Nature has provided every living organism an incred-
ible distribution system for transporting nutrients and 
removing wastes.  From insects and shrews to whales 
and cottonwood trees, every cell in these organisms is 
connected to an efficient distribution system. Allomet-
ric scaling laws in biology have shown that all of these 
networks are unified in that 1) they are space filling 
systems that follow fractal-like branching patterns, 
2) the final branch of the network (e.g. the capillary 
in mammalian organisms) is size invariant, and 3) the 
energy necessary for distribution is minimized.  Every 
organism has evolved with such an optimal supply 
network.  

Take for example the mammalian circulatory system.  
A pulsating heart distributes blood through the aorta 
to the arteries that are further reduced in diameter 
until blood enters the capillaries.  In the capillaries, the 
red blood cells transport oxygen and nutrients to the 
cells before blood is returned through capillaries and 
the venal system to the heart.  Several simple scaling 
laws almost completely describe the cascade of sizes 
and lengths for the individual blood vessels in order 
to satisfy the three requirements described previously 

Hierarchical Assembly of Porous Materials: Obeying Bio-Inspired Allometric 
Scaling Laws
Michael Timothy Janicke
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(West, GB, Physica A 263 (1999) 104-113).  Assuming 
there is a simple bifurcation of each vessel, the cross-
sectional areas of the arteries must be conserved as 
they decrease in radius.  This translates to rk+1/rk =  2

-1/2 

such that a successive artery (rk+1) decreases in size at 
each bifurcation by the inverse of the square root of 
two.  This ensures that the blood cells travel through 
the system with the same velocity.  In effect there is an 
impedance matching at each level similar to impedance 
matching in electrical circuits and the blood (or signal) 
flows without damping.  The length of each artery also 
decreases by a simple relationship, lk+1/lk = 2-1/3 ,and 
results in space-filling and volume-preserving branching 
of the blood vessels.  Having blood cells travel in the 
capillaries with the same velocity as those in the aorta 
would be disastrous, as blood cells must slow down 
at the cellular level so that nutrients and wastes can 
diffuse between cells.  To satisfy this biological need, 
smaller blood vessels follow a different scaling law, rk+1/
rk =  2-1/3. With this relation, the area-preservation is 
lost and the blood flow slows down as viscous terms 
describing the flow begin to dominate and the resis-
tance increases.  Thus, the size and length of blood 
vessels in the mammalian circulatory system can be 
described naïvely by three scaling laws that determine 
the radius and length of each vessel.

The aim of this proposed research was to design mate-
rials that achieve the same remarkable properties that 
are observed in natural distribution systems. To achieve 
this, materials were created by a hierarchical assembly 
of pores. With such a system, liquids or gases are easily 
transported to pores with a prescribed radius.  This will 
have phenomenal applications in areas of porous mate-
rials, heterogeneous catalysis, and solid-state materials 
with interesting opto/electronic properties. Take for 
example a chemical reactor relying on a heteroge-
neously catalyzed reaction in which these materials will 
be employed as monolithic catalyst supports.  In such 
a hierarchical system, every fluid element is passed 
through a capillary to exactly one single site exactly 
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once per pass. By suitably scaling the branching dimen-
sions, the flow-area is conserved, pressure drop is minimal, 
and diffusion lengths over which activity must occur is 
reduced to nanometers, the mean path of molecules.  The 
time that a molecule is exposed to the catalyst will be 
controlled and it can be ensured that each reactant has 
only a single encounter with a single site or multiple active 
catalytic sites sequentially.   Thus, catalytic processes could 
be run with greater atom efficiency and less waste from 
unwanted side reactions.  This system is akin to current 
membrane reactors; however, the materials proposed 
would have a lower pressure drop through the structure 
and have the mechanical stability of a monolithic support.  

Importance to LANL’s Science and Technology 
Base and National R & D Needs

The primary DOE mission tie is to energy security. Materi-
als developed within the scope of this project will help 
the chemical industries lower their energy costs through 
increased efficiency in processes such as separations. An 
additional further benefit will be cleaner product streams 
and less waste. Developing non-linear photonic devices 
could also greatly impact the solid-state lighting and sensor 
communities.

Scientific Approach and Accomplishments

The team took two approaches to assemble structures 
with hierarchical pore systems.  The first was using a 3D 
printer to develop simple models from computer gener-
ated systems.  The second was through the synthesis of 
inverse opal materials with different starting spheres. 
The latter met with limited success due to cracking of the 
porous monoliths Figure 1.  We discovered that starting 
with polymer spheres and using silica as the solid support, 
the spheres could not readily be removed.  Pyrolysis and 
different solvents generally led to deterioration of the 
solid support.  To alleviate this issue, we switched to silica 
spheres with a titania support.  The silica could then be 
gently removed in a dilute bath of hydrofluoric acid.  While 
we were succeeded with this approach, we could not 
pursue this for large scale systems due to the use of hydro-
fluoric acid and we are still looking into different routes to 
new inverse opals.  

ba

Figure 1. SEM micrographs of (a) monodisperse polystyrene 
spheres, the precursor support for inverse opal and (b) a titania 
inverse opal material. The scale bars are 1µm in both images.

The first approach, using a 3D printer to generate simple 
models, was more productive.  However, as described 
below, the team was not able to go beyond simple models 
to due to the limits in personnel on the team.  The printer 
has since proven to be an excellent tool for developing 
mock ups for training purposes, items for presentations, 
and a means to greatly assist our division with printing 3D 
models of molecules from crystal structures.  This offers 
the chance to handle a visualize molecules that are dif-
ficult to portray in two dimensions on paper or a computer 
screen. 

For the project, the team successfully modeled the porous 
networks for the first time and demonstrated a minimal 
pressure drop could occur. The results are shown in Figure 
2. Presented is a single square channel that is subse-
quently subdivided into 256 channels.  With the velocity 
magnitude color-coded, it is apparent that the flow in the 
center of the pores is higher (red represented as a higher 
flowrate). Thus this obeys the boundary conditions that 
were imposed with zero velocity at the walls. While this 
was an unexpected result from the research project, the 
pressure drop was surprisingly small, only 0.000008 psi. 
This is exactly predicted by our hypothesis that a porous 
network obeying the scaling laws from nature would have 
a minimal pressure drop, much like the blood flowing 
through the circulatory system. The calculations also dem-
onstrated a key hurdle in the research. In order to develop 
more complicated systems, very advanced modeling would 
be necessary. This was outside the scope of the team, and 
the only known group working on this problem is research-
ers in Italy modeling the human lung. However, their space 
filling model for the lung could not be easily adapted to an 
industrial application where the flow and pores are always 
in the same direction. This unforeseen obstacle became a 
real stumbling block for the project; however, while evalu-
ating alternative solutions, which included discussions with 
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animators at Disney, the group could work on materials 
applications for this technology. 

Simulation results: 
Boundary condition:  
Inlet: 0.01 m/s;   Outlet: pressure outlet;  wall: non-slip; 
Fluid: water;
Mass flow rate: 1.225e-06 kg/s; 
Pressure drop: 0.056306127 Pa. 

(a) slices on the XZ planes 

(b) slices on the XY planes 

Figure 2. Two dimensional slices through network showing flow 
velocities. Dark blue is the slowest moving fluid in the calculation, 
red is the fastest. As can be seen in the figure, the fluid in the 
center of the channels is moving the fastest.

The team redirected its efforts towards complicated 
porous materials discovery for the DOE complex, namely 
the high surface area materials aspects of the project. The 
goal is to meet the needs for radionuclides sequestration 
for GNEP or other systems demanding highly adsorbent 
materials. Metal organic frameworks were synthesized and 
tested for their stability. The literature on this topic is fairly 
misleading and we discovered this class of compounds 
would not remain intact for radionuclide trapping. To 
overcome this obstacle, carbon replicas of highly porous 
silicates will be explored.

Velocity magnitude (m/s) on the selected slices 

(a) Velocity magnitude = 0.01 m/s 

(b) Velocity magnitude = 0.015 m/s 

(c) Velocity magnitude = 0.018 m/s 

Figure 3. Three dimensional representation of the flow, differ-
entiated by speed, through the channels. Green is the slowest 
moving fluid and the smaller subset of the fluid in red is traveling 
in the center.
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The team also put together several proposals to expand 
on the foundation of this research.  Additionally, a patent 
disclosure was submitted. The process of filing for a patent 
is in the early stages and, hence, we are unable to provide 
many details at this time.

Much of the research for this project is in developing 
materials having similar transport properties with delivery 
systems for molecules to and from catalytic sites. With the 
added possibility to control the time that a molecule is 
exposed to the catalyst, each reagent molecule will have 
only a single encounter with a single site or multiple active 
catalytic sites sequentially. Thus, catalytic processes could 
be run with greater atom efficiency and less waste from 
unwanted side reactions. This system is akin to current 
membrane reactors; however, the materials employed 
here have a lower pressure drop through the structure and 
have the mechanical stability of a monolithic support. In 
order to cover the entire ranges of pore sizes, from cm to 
nm, a 3-tiered approach is being followed: 1) the assembly 
of hierarchical pore structures from fundamental polymer 
chemistry; 2) self-assembly methods such as inverse opal 
type syntheses; and 3) 3D printing technologies.

In addition to this technology, current discussions are 
being had with several petrochemical companies in 
developing carbon dioxide scrubbers based on the devel-
opment of high surface area materials with a thin layer of 
adsorbing liquid that can readily trap and release CO2. This 
work will help American companies stay at the forefront in 
capturing and sequestering CO2. Funding for this is being 
applied for from DOE-EERE in collaboration with Chevron 
as an industrial partner. The goal is to develop new pro-
cesses with minimal energy costs for carbon dioxide scrub-
bing from potential waste streams.

Conclusion

Taking inspiration from the design of distribution systems 
in Nature, we seek to create porous systems with the 
correct fractal dimensions to optimize the transport prop-
erties within them. Applications for these new materials 
range from transferring reactants and products for hetero-
geneous catalytic reactions to energy harvesting solid-state 
devices and non-linear optical materials.
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Abstract

Few-atom gold nanoclusters exhibit strong size-
dependent fluorescence emission.  For many applica-
tions, these clusters are preferable to quantum dots or 
organic fluorophores as fluorescent labels.  However, 
the published synthetic procedures to create these nan-
oclusters involve toxic chemicals, are of low synthetic 
yield and concurrently produce large nanoparticles.  
Here, we report methods for the selective synthesis of 
gold nanoclusters, utilizing physiological temperature, 
green chemistry, and biological templates. 

Background and Research Objectives

Understanding the molecular basis of life ultimately 
requires an understanding of the function of individual 
biomolecules and their assemblies, in the context of 
a living cell.  Ideally we would like to image a single 
protein molecule within a living cell throughout its 
lifetime, from expression, to transport, folding, function 
and degradation.  Single molecule measurements have 
significantly advanced our understanding of the molec-
ular movement, dynamics, and biological function of 
proteins and other biomolecules. Fluorescence sensing 
and imaging techniques remain two of the primary 
methods for in vitro detection of molecules in solution, 
and in vivo imaging of cells and cellular processes.  
Unfortunately, the performance and sensitivity of these 
laser-induced fluorescence techniques are greatly 
limited by the utilized fluorescent labels. For instance, 
organic fluorophores are easily photobleached during 
the time scale of observation, leading to reduced 
sensitivity and decreased tracking time of the targets. 
Relative to conventional organic dyes, semiconduc-
tor quantum dots show great promise in biolabeling.  
Unfortunately, quantum dots have large physical size 
comparable to proteins and tend to photoblink.  All 
of these challenges require the development of new 
fluorescent reporters that meet the following require-

Nanobiomaterials: Building New Nanoarchitectures Using Biomolecular 
Scaffolds
Jennifer Martinez

20060253ER

ments: 1) non-toxic to cells and other organisms; 2) 
smaller than the biomolecules of interest, such as 
proteins, so that normal biological functions, such 
as protein-protein interactions, are not disturbed; 3) 
optimized photophysical properties such as no photo-
bleaching, no photoblinking, short lifetimes and high 
quantum yields; and 4) facile synthesis and attachment 
to biomolecules. Each of these attributes is essential 
for the development of advanced diagnostics and the in 
vivo imaging of cellular processes.

Noble metal nanoclusters may avoid all of these dis-
advantages when used as fluorescent tags.  Few-atom 
gold nanoclusters are collections of small numbers of 
gold atoms (<1 nm).  Different sized clusters exhibit 
different emissions.  Synthetic issues remain in the 
production of gold nanoclusters using reported pro-
cedures: 1) the use of a toxic inorganic reducing agent 
(NaBH4); 2) the production of nanoparticles, leading 
to low yield of nanoclusters; and 3) the reproducible 
synthesis of size constrained nanoclusters.  The overall 
goal of our work was to explore metal nanocluster 
architectures and their photophysics to enable the 
development of new probes for biomolecular sensing 
and imaging.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

We expect the results of our work may provide a foun-
dation for the next generation of molecular sensors, 
based on single molecule sensitivity and molecular 
specificity of fluorescence.  Nanocluster materials 
are suitable for use in a variety of sensor platforms 
(microarrays, flow cytometry, waveguides) and appli-
cations, including genomic and proteomic analyses 
and modification of current immunoassay techniques.  
Imaging biomolecular processes within living cells 
using metal nanocluster image contrast agents could 
be a vast improvement over current confocal fluo-
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rescence microscopy methods.  All of these applications 
have enormous potential for future support from funding 
agencies (DARPA, DOE/OBER, DHS/CBNP, NIH/NIBIB).

Scientific Approach and Accomplishments

The overall goal of this work is to explore metal 
nanocluster architectures and their photophysics to enable 
the development of new probes for biomolecular sensing 
and imaging.  The ability to design metal nanocluster 
architectures with specific emergent photonic properties 
depends first on the ability to systematically produce 
clusters and then to select such structures for desired 
characteristics.  We used LANL capabilities in protein 
folding to guide development of peptide scaffolds, phage 
display techniques to develop large peptide libraries 
for high throughput discovery of templating sequences, 
and hyperspectral fluorescence to screen clusters for 
photophysical properties.  We investigated the use of 
dendrimers, small organic molecules, polymers, peptides, 
and proteins as templates.

Dendrimers 

Our laboratory and others had difficulties producing size-
constrained nanoclusters utilizing the reported proce-
dures.  We developed new approaches for the synthesis 
of gold nanoclusters. Specifically, we demonstrate the 
use of physiological temperature (37 oC) and ascorbic acid 
(vitamin C), a mild biologically derived reductant, for the 
well-defined synthesis of fluorescent gold nanoclusters 
using PAMAM dendrimer templates, without the formation 
of gold nanoparticles [1]. Our method produces small blue 
emissive gold nanoclusters without additional reductant 
(Figure 1). 

Gold nanoclusters with green and red emissions were 
synthesized using ascorbic acid as reductant.  pH stability 
studies of all gold nanoclusters suggest that they are very 
stable in a pH range of 6 - 8. This work was the first report 
of fluorescent gold nanoclusters via a green-chemistry 
approach, in high yield, and without the formation of gold 
nanoparticles.  We also produced blue clusters using a 
particle-free method to produce dendrimer-encapsulated 
gold nanoclusters in high-yield in organic solvent [2].  
Proof of concept was demonstrated using OH-terminated 
poly(amidoamine) dendrimer and Au(PX3)3Cl (X = Ph, Me), 
but the approach can also be extended to the combina-
tion of other templates and organic noble metal salts.  
The synthesis of each (dendrimer nanoclusters by green 
chemistry and dendrimer nanoclusters in organic solvent) 
is presented below.
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Figure 1. Photoluminescence properties of Au nanoclusters 
produced by method A: (A) studies of  increasing dendrimer 
to gold ratios (legend box) excited at 366 nm; (B) excitation/
emission scans; (C) emission spectra at different excitation wave-
lengths (legend box); (D) photography of Au nanocluster solu-
tions produced with method A [intensive blue emission excited 
with 365 nm light (left) and a clear solution lacking competing 
nanoparticles with room light illumination].

Dendrimer nanoclusters by green chemistry

Fluorescent gold nanoclusters were synthesized using a 
hydroxyl-terminated ethylenediamine core, fourth genera-
tion, PAMAM dendrimer (G4OH) as template. The gold 
ions were first sequestered into the dendrimer and then 
reduced to produce stable dendrimer-encapsulated gold 
nanoclusters. The sequestration of the gold ions is most 
likely through the coordination between gold and the 
tertiary amines at the branch points of the dendrimer 
molecules.  The dendrimer/gold stock solution mixture was 
stirred in the dark at 4 oC for 24 h to ensure the incorpora-
tion of gold ions into the dendrimer. The pre-equilibrated 
gold/dendrimer stock solution was then either incubated 
at 37 oC for three days to reach growth equilibrium, or 
equilibrated with ascorbic acid and gold (1:4 molar ratio of 
gold to ascorbic acid) at 37 oC for three days, to produce 
gold nanoclusters with multiple color emissions. 

These nanoclusters show strong photoluminescence. 
Without added reductant the clusters exhibit a maximum 
emission around 458 nm, which correspond to Au8 nano-
clusters based on the spherical Jellium model. A quantum 
yield of 0.38 is obtained for the blue emitting Au8 nanoclus-
ters; yet, the larger gold nanoclusters show relatively lower 



182 Los Alamos National Laboratory

Exploratory Research

quantum yields (Au13, 0.15; Au17, 0.12; and Au23, 0.09).  The 
preliminary results show lifetimes of nanoseconds for all 
cluster sizes (Au8, 6.70 ns; Au17 2.45 ns and Au23, 2.55 ns). 
More detailed analysis of lifetimes and studies on photo-
bleaching and blinking are under investigation. 

The pH effects on dendrimer-encapsulated gold nanoclus-
ters were studied on two different samples synthesized 
with and without ascorbic acid at physiological tempera-
ture.  These gold nanoclusters are relatively stable at pH 4 
- 5 for short periods (up to two days at room temperature); 
however, prolonged exposure at this pH leads to eventual 
decrease in fluorescence intensity. In contrast, nearly no 
change in fluorescence intensity was observed for solu-
tions at pH 7 - 8, suggesting that these nanoclusters are 
very stable at least for the duration of the test. When the 
pH value is raised to 10, a decrease in the fluorescence 
intensity was also observed, but not as significantly as in 
the acidic solution, indicating that gold nanoclusters are 
generally more stable in basic rather than acidic solutions. 

Dendrimer nanoclusters in organic solvents

Previous investigators prepared dendrimer/gold nanoclus-
ters using an unstable gold salt (e.g. HAuCl4) and strong 
reductant (e.g. NaBH4).  This method resulted in formation 
of large, non-emissive particle byproducts.  We developed 
two strategies to overcome this problem: 1) phosphine-
stabilized gold precursors (e.g. AuPX3Cl, X = Me or Ph) 
were used to improve the stability of the reactant; and 2) 
heating was applied to provide a mild reducing environ-
ment.  To facilitate future application in biolabeling, we 
designed two methods to prepare the gold nanoclusters 
through fourth generation OH-terminated PAMAM.   The 
first method (A) produced gold clusters in organic medium 
(e.g. methanol), followed by an evaporation/dispersion 
process to transfer the product into aqueous medium.  
The second method (B) utilized a phase transfer technique 
to synthesize gold clusters directly in aqueous medium 
(Figure 2).

Figure 2. Schematic representation of gold nanocluster forma-
tion for methods A and B.  Gold nanoclusters were produced in 
methanol, followed by solvent evaporation and product resus-
pension in water (Method A).  Gold nanoclusters were produced 
in a biphasic reaction (Method B).  

The gold nanocluster formation of methods A and B were 
found to be similar.  The products of the reaction were moni-
tored by fluorescence spectroscopy.  Minimal dendrimer 
autofluorescence was detected for G4OH, but a substantial 
emission peak at 450 nm appeared for samples with addition 
of Au precursor.  We found that the emission intensity 
increased with both the increase of time and Au/dendrimer 
ratios of up to 8/1.  Based on the maximum excitation/
emission, we estimate the size of our nanoclusters to be Au8. 

Polymers

Recently, the preparation of water-soluble fluorescent silver 
clusters have been promoted by interaction of silver ions 
with DNA, dendrimer, polymer microgel, and multiarm star 
poly(acrylic acid) (PA) systems.  Many investigators have 
emphasized the importance of a “cage effect” for forma-
tion of aqueous silver clusters.  In all previous work, PA was 
responsible for binding the silver clusters, while the cage 
architecture was responsible for stabilizing the PA.    PA is a 
poly-anion multivalent ligand, which has been widely used 
in stabilizing various types of nanoparticles as well as for 
drug delivery.  We wondered if PA alone could also stabi-
lize fluorescent silver clusters by properly controlling the 
experimental conditions and size of the polymer, and thus 
circumventing the complicated process of making “caged” 
structures.  Furthermore, we focused our study on small 
molecular weight PA, or oligoacrylate (OA), because its 
molecular weight is comparable to short peptides, and thus 
opens the possibility for biocompatible routes of fluorescent 
silver cluster production.  We present the synthesis of bright 
and water-soluble fluorescent silver clusters with diameters 
of approximately 1 nm, that are solely stabilized by OA 
[3].  In a typical preparation procedure, OA was added to 
nanopure water. The mixture was stirred vigorously for at 
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4 °C, AgNO3 was then added dropwise to the mixture, the 
solution was then irradiated with 365 nm UV light in the 
dark at 4 °C.  Upon UV irradiation, the fluorescence intensity 
gradually increased until it reached a maximum after 80 
min of UV exposure (Figure 3).  The intense fluorescence 
in our sample came from the UV-reduced silver clusters, 
which are postulated to be Agn (n = 2-8), stabilized by the 
carboxylate ligands of OA.  We reason that the carboxyl 
groups of the OA have dual functions in the formation of the 
fluorescent silver clusters.  First, some carboxyl groups bind 
silver ions and subsequently stabilize the silver clusters after 
UV irradiation.  Second, the unbound carboxyl groups are 
negatively charged and thus prevent self-aggregation.  
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Figure 3. Proposed fluorescent silver cluster formation mechanism. 
(b) Zeta potential distribution of silver clusters/OA hybrid. (c) Size 
distribution of OA (dash line) and silver clusters/OA (solid line).

Peptides and proteins

Biological polymers are similar to organic polymers in 
that they are composed of repeating blocks of chemical 
identity.  Knowing that organic polymers of identical 
chemical building clocks can produce clusters, and that 
nature uses peptides and proteins to template inorganic 
ions (i.e. metals), we undertook both a rational and combi-
natorial approach to generate peptide and protein ligands 
that can template gold clusters.

High throughput template discovery: combinatorial 
selection of nanocluster templating peptides 

We used a combinatorial approach to select gold templat-
ing ligands from “naïve” (random) phage display librar-

ies.  Phage display is a well established technique where 
random peptides are expressed on the surface of bacterial 
viruses (phage).  Peptide libraries are created by fusing DNA 
fragments, that encode for peptides, to bacteriophage coat 
protein genes.  The resulting libraries consist of millions 
of different peptides individually expressed and carried by 
the phage “vehicles.”  The benefit of in vivo combinatorial 
selections is that each phage carries one peptide and the 
DNA that encodes for that sequence, enabling biological 
production of clones for subsequent selections and screen-
ing.  This form of combinatorial selection is a powerful 
method for creating Ag and Au templating peptides by 
quickly screening millions of different amino acid combina-
tions.  Peptides that have specific affinities to inorganic 
surfaces have been previously selected by phage- or 
cell-surface display.  Substrates such as Au, Ag, SiO2, ZnO, 
CaCO3, Cr2O3, Fe2O3, GaAs, ZnS, and carbon nanotubes 
have all successfully yielded affinity ligands.  Beyond the 
enhanced sequence diversity, phage display enables the 
creation of templating sequences that are either cyclic or 
linear.  Linear peptides, with high degree of conformational 
freedom, mirror the single stranded DNA previously utilized 
to template silver nanoclusters.  Whereas, cyclic peptides 
may provide a cage-like environment for encapsulation of 
nanoclusters.  After three rounds of selection with both 
P3 and P8 libraries (peptides on the tip or along the long-
axis of phage, respectively) we find roughly 20 peptides 
that are able to template the formation of gold clusters.  
These peptides, like dendrimers, show an increased pre-
dominance of amine ligands, show a time-dependent 
cluster formation, and produce a single cluster size.  These 
peptides, when on the long-axis of phage, produce bundles 
of fluorescent phage that can be visualized by fluorescence 
microscopy (Figure 4) and by transmission electron micros-
copy.  The peptides are now being cloned into small protein 
constructs and synthesized as monomeric and polymeric 
peptides by solid-phase chemistry.

gold nanocluster peptide template on P8 protein (long axis)
Au cluster

Figure 4. Fluorescence microscopy images of nanoclusters on P8 
peptides of bacteriophage.
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Maltose binding protein (MBP)

MBP was selected because it is a proven robust and 
versatile scaffold for protein engineering design efforts.  
MBP belongs to a superfamily of transporter proteins that 
have been evolutionarily adapted to bind to a diverse set 
of molecular analytes (i.e. sugars, amino acids, DNA, and 
metal ions).  MBP consists of two domains connected by 
a hinge region, with the ligand-binding site located at the 
interface of these two domains.  Therefore as a rational 
design strategy for templating nanoclusters with MBP, this 
ligand-binding site was our initial target region.  We have 
targeted naturally binding amino acid residues and have 
modified these locations with residues that are rich in 
hydroxyl, amines, carboxylates, and imidazoles side chains 
to help coordinate Au and Ag ions which would act as 
seeds to organize more metal ions within this binding site.  
In some cases, smaller side chain residues were substi-
tuted to help open up the binding pocket to accommodate 
more metal ions, thereby acting to modulate the internal 
volume of this binding cavity.  Given that the residues that 
are involved in natural ligand binding span multiple sites 
(Figure 5), we found that constructs with multiple substitu-
tions served as more promising candidates for templating 
Ag and Au ions.  To ensure that the mutations had minimal 
perturbations on the overall structure and stability of the 
protein, RosettaDesign software was utilized before syn-
thesizing the constructs and the resulting constructs were 
also characterized with biophysical methods (i.e. circular 
dichroism spectroscopy).

Figure 5. MBP residues that interacts with maltose.
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Abstract

With a view towards better understanding their health 
risk, the goal of this project was to study, 1) the process 
of the intercalation of polyaromatic hydrocarbons 
(PAHs) into oligomeric deoxynucleic acids (DNA), and 2) 
the effect and extent that soft p———H-X (X = C, N, O) 
and C-H———O hydrogen bonding interactions have on 
the structure of the DNA.  We focused on the synthesis 
of the desired PAHs and DNA oligomers, and analysis 
of the DNA using nuclear magnetic resonance (NMR) 
spectroscopy.  The NMR spectroscopy determines prox-
imity relationships between stable isotopes on the PAH 
and the labeled DNA base.  Study of the DNA bound 
PAHs provides valuable information on DNA stacking 
interactions that will also be used to compare with later 
studies on non-covalently bound PAHs and DNA.

Background and Research Objectives

PAHs are a general class of aromatic compounds that 
are environmentally ubiquitous, with significant levels 
found in air, food, and water. The major sources of PAHs 
are from the combustion of oil and coal, two of the 
most abundant energy providers. This class of com-
pounds is extremely structurally diverse, however most 
incorporate a large planar, π-conjugated, carbon rich 
area. It was not until the 1930’s that the carcinogenic 
properties of various aromatics were discovered. It has 
been stated that the majority of PAHs in the air are able 
to contribute to health risks [1].

The major pathway for PAH carcinogenesis is believed 
to involve an initial activation (cytochrome P450 for 
example) and conversion to a reactive epoxide that will 
then react with DNA thereby causing mutations [2]. 
Since the majority of PAHs are relatively small, planar 
molecules, they fit well in between sequential bases 
within a DNA chain and can stack in these small grooves 

Understanding the Process of Intercalation Using Stable Isotope Labeled 
Polyaromatic Hydrocarbons (PAHs) and Oligomeric DNA; the Quantitation of 
Weak Bonding in DNA.
Louis A Silks III

20060317ER

in a sandwich-type fashion.  Once this arrangement 
is established, reaction to covalently link the PAH to 
the DNA base is facilitated.  The resulting mutations 
then cause misreading of the DNA, which leads to an 
induction of tumors.  Other pathways have also been 
shown to be involved in the conversion of healthy cells 
to tumor cells.3  Formation of aromatic radical-cations, 
the formation of aromatic intermediate quinine based 
molecules, and the formation of benzyl alcohols which 
undergo intracellular conversion to reactive sulfate 
esters all have been shown to attack DNA [3].

The combination of stable isotopes (SI) with mass spec-
trometry (MS) and nuclear magnetic resonance spec-
troscopy (NMR) provides many advantages for structure 
determination and important dynamic information at 
much lower concentrations than would otherwise be 
needed.  Spectral overlap, a recurring problem within 
complex systems due to large amounts of similar 
resonances, can be reduced with SI labeling and also 
provide the opportunity to observe targeted weak inter-
actions selectively.  Not only does this provide access 
to local bonding and structure but the determination 
of the overall solution structure can be obtained using 
NMR.

During the past 14 years we have been involved in the 
synthesis and characterization of both uniform and site-
specifically-labeled DNA.  We have successfully gener-
ated nucleosides labeled with 2H, 13C, and 15N at either 
or both the deoxyribose portion and/or the base moiety 
for the purpose of aiding structure determination of 
complex DNA oligomers.  Our experience also includes 
SI labeling of a wide variety of classes of molecules such 
as amino acids, carbohydrates and synthons.  Many of 
these have been used in the study of larger biomac-
romolecular assemblies via NMR, MS, and vibrational 
spectroscopies.  Recently, we have extended our 
research to the synthesis of 2H, 13C labeled PAHs.
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Importance to LANL’s Science and Technology 
Base and National R & D Needs

This work has given rise to a understanding of complex 
systems associated with mutations of oligomeric DNA.  
Understanding complex systems is one of LANL grand chal-
lenges, and has applications to our energy and biosecurity 
missions.

Scientific Approach and Accomplishments

The first task to be tackled was the synthesis of the chosen 
PAH.  Deciding the placement of the 13C atoms was rela-
tively simple.  The most favored positions to obtain infor-
mation about bonding the PAH and the DNA is the terminal 
position on the ring system.  Since the NMR spectroscopy 
could distinguish each of the labeled carbons we decided 
that for synthetic simplicity all of those carbons would be 
labeled in the terminal ring.  In addition, benzene where all 
of the carbon sites are enriched with 13C is readily avail-
able and not expensive.  The synthesis then began (see 
Figure 1) starting from the 2-nitro-6-methoxy benzoic acid 
chloride with labeled benzene.  
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Figure 1.  Synthetic Route to the tricyclic PAH intermediate 

 

Figure 1. Synthetic Route to the tricyclic PAH intermediate.

This Friedels-Craft reaction occurred in high yield to give 
rise to the benzophenone derivative. Reduction of the 
nitro group to the amine is accomplished using catalytic 
hydrogenation.  Reaction of the amino with nitrous acid 
gives rise to an intermediate diazonium salt that is easily 
substituted by bromide.  The bromide serves to activate 
the carbon position for the annulation reaction.   Treat-
ment of the aryl bromide with Pd acetate using cyclohexy-
lphosphine as the ligand afforded the tricycle compound in 
89% yield.   As with many chemical reactions this process 
did not work well using the standard literature methods.  
In fact, using other literature method(s) one product was 

isolated in 50% yield however, the spectroscopy data was 
worrisome.  Evaluation of a number of other phosphine 
ligands for the palladium catalyst eventually gave a result 
that was consistent with the desired structure.  The 
cyclohexyl phosphine complex gave consistent results in 
terms of yields.   Using a number of 2D NMR spectroscopy 
methods appeared to give results confirming our struc-
tural assignment.  However, the crystallography rigorously 
confirmed it.  This is illustrated in Figure 2.
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The PAH was then treated with a diazomethane equivalent 
to effect a Wolff rearrangement reaction.  This gave rise, 
in high yield, a mixture of regio isomers.  This was not 
relevant considering the next series of chemical reactions 
removed the hydroxyl group.  This was effected by the 
construction of the triflate, which then undergoes smooth 
C-O bond reduction with catalytic hydrogenation.  Cleavage 
of the aryl methoxyl methyl group is accomplished using 
boron tribromide.   Remaining to be completed is the 
establishment of the tether between the DNA base, 
adenine, and the PAH.  Several methods were employed to 
complete this task.  All were successful, however, the most 
straightforward method was to react the aryl hydroxyl 
group with ethyl bromo acetate (Figure 3).  This occurred 
quickly and the product could be purified by filtration 
through silica gel.  Reaction of the ester with lithium boro-
hydride smoothly reduced the ester to the primary alcohol.  
Conversion of this hydroxyl group to the amine was done 
in two steps.  Mitsunobu reaction using phthalimide (15N) 
easily gave rise to the protected amine.  Removal of the 
amine protecting group with hydrazine gave the amine in 
good overall yield (see Figure 3).
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At this point it was decided to test the next series of reac-
tions using a model system.  Since the above synthesis was 
involved and required expensive isotopes, a simpler system 
was devised to work out the chemistry for the olignucleic 
acid synthesis. This DNA had one position in the chain that 
carried an aromatic molecule linked through a 4-atom 
chain.  The synthesis was accomplished by the conversion 
of a monomeric DNA molecule to one that carried a phenyl 
ring as illustrated in Figure 4. 
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Critical to this series of chemical steps was the dis-
covery that the nitrogen atom at the 6 position of the 
DNA adenine did not require protection.  This masking 
of the nitrogen is normal protocol to protect it from the 
oxidation conditions in the solid phase synthesis of the 
chain of DNA.  The  DNA were synthesized “DMT on” using 
a Perkin-Elmer ABI 394 DNA synthesizer using standard 
phosphoramidite chemistry.  The PAH phenyl modified 
phosphoramidite was placed on port 6 and standard condi-
tions were used for this monomer coupling.  Synthesized 
DNA was deprotected at 50oC for 8 hours and purified 
using reverse phase oligonucleotide purification columns 
(Glen Research Poly-Pak II, catalog number 60-3100-01).  
Single strands were annealed at 95oC and allowed to cool 

to room temperature.  Double stranded DNA was purified 
by HPLC using a C18 semi-preparative column.  Double 
stranded material was eluted from the column running 
a 0.1 M Triethylamine acetate (TEAA) pH 7 (Buffer A) to 
25% acetonitrile 0.1 M TEAA pH 7 (Buffer B).  The duplex 
DNA was then purified using HPLC methods.  This NMR 
of this duplex has been done. The measurement of the 
area for the phenyl protons of the tethered group to the 
DNA indicates the presence of only one phenyl group!  This 
method then paves the way for the construction of a 
variety of polyaromatic hydrocarbons that are linked to 
DNA. This will give rise to a better understanding of the 
interaction of these groups with DNA and by extension 
should give rise to a better understanding of the role 
polyaromatic hydrocarbons play in carcinogensis.

In addition, illustrated below is a solution structure of the 
(+)-cis-anti-benzo[a]pyrene-dA ([BP]dA) adduct opposite 
dT in a DNA duplex (1AXV).  This is the same sequence we 
are using for the phenanthroline DNA (Figure 5).

What remained to be completed is the conversion of 
the labeled PAH to the deoxyadensine.  Reaction of the 
amine described above with the hypoxanthine deoxy-
ribose under Mitsunobu conditions to give the coupled 
product.  As demonstrated in the model system treatment 
of the 5’ hydroxyl group with dimethoxytrityl chloride will 
protect this alcohol and allow derivitization of the other 
3’ hydroxyl group.  Reaction with the phosphityl chloride 
gave rise to the phosphoramite in reasonable yield.  This 
material is now undergoing conversion of the oligomeric 
DNA for the ultimate NMR studies.

Completion of the NMR data on the labeled PAH DNA 
duplex will allow for further program development.  We 
plan on submitting these results in a proposal to NIH for 
further funding of this work.  In addition, to help that 
proposal be successful we plan on submitting further 
manuscripts for publication. Specifically, the new routes to 
polyaromatic hydrocarbons are general.  That is, it allows 
for the labeling of a wide variety of structurally differ-
ent PAH’s.  This should have wide appeal to the synthetic 
community.  In addition, we envision these compounds to 
be highly sought after for studies of PAH are in the environ-
ment.  This leverage could allow for further funding from 
other sources such as the CDC.
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Introduction

The remarkable electronic properties of single-walled 
carbon nanotubes (SWNTs) hold great promise for revo-
lutionary advances in nanoscale electronics, sensors, 
smart materials, and photonics applications.  Attractive 
characteristics for these applications include near-ideal 
electronic and thermal conductivities and high quantum 
yield (~10%) optical emissions in the near-infrared.  
These properties, however, demonstrate a strong 
dependence on the specific structure (or chirality) of a 
given nanotube.  The realization of their applications 
potential has been hindered because nanotubes are 
produced in a broad range of chiralities that include 
both metallic and semiconducting types (with a broad 
range of bandgaps).  Thus, one of the true grand chal-
lenges of SWNT chemistry is the ability to separate a 
nanotube sample into pure fractions of a single chirality 
or electronic type.

A few of the many compelling reasons for produc-
ing CNTs of a single chirality include the following:  1) 
Nanoelectronics applications require SWNTs of known, 
predictable, and uniform properties.  2)  Uniform 
properties will also be necessary for enabling and 
optimizing SWNT sensor response.  3)  Pure chirali-
ties will also open the door to new applications, such 
as for bio-imaging and nanoscale tracking needs that 
require nanoscale particles that act as spectral tags—
enabled by the unique spectral signature found for each 
separate SWNT chirality.  The ability to approach these 
needs through our separations work is tied directly to 
LANL and DOE goals for developing advanced functional 
nanomaterials and address specific needs for address-
ing challenges in threat reduction, bio-sensing, and 
ultimately in advanced computing architectures.  

Past approaches to nanotube separations have been 
limited by the complexity and scalability of their 
approach, limitations in terms of structural types 
accessible, and also by their ultimate scalability [1].  

Development of Redox Affinity Materials for the Separation of Carbon 
Nanotubes into Pure Chiral Fractions
Stephen K Doorn
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As a basis for separations in our planned approach, 
we chose an initial strategy that used a newly discov-
ered redox chemistry [2] between SWNTs and organic 
acceptor molecules.  The redox reactivity of the nano-
tubes is dependent on the nanotube chirality (see, for 
example, Figure 1).  By varying the redox potential of an 
electron acceptor molecule, we can select which range 
of nanotube structures will react with the acceptor.  
Our goal was to create redox-based separations beads 
whose reactivity would be tuned to selectively bind a 
desired range of nanotube structures, thus allowing the 
rapid and highly scalable separation of nanotubes by 
electronic type.
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Figure 1. Plot of relative potential energies of the valence 
band, conduction band, and Fermi levels of specific nanotube 
chiralities in relation to reduction potentials (determined by 
cyclic voltammetry) for the organic acceptor molecules used 
in this study.  The nanotube fluorescence spectrum (785 nm 
excitation) is superimposed.

To attain this ultimate goal, we pursued not only the 
synthesis of such selectively reactive beads, but also 
other routes to selective nanotube reaction chemistry.  
Additionally, fundamental redox chemistry was studied 
and the spectroscopic basis for characterization of 
separations was defined.  As a promising byproduct of 
the redox studies, we developed a redox-enable optical 
approach to biosensing as well.
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Project Summary and Results

Synthesis and Testing of Redox Affinity Beads

Our first target for functionalized affinity beads was to 
synthesize silica beads with azobenzene functionalities, as 
there are a wide range of azo dyes available to work with.  
This allows for ease of tuning of their redox characteristics.  
We took two approaches.  The first was to obtain silica 
beads that are functionalized with reactive organosilanes 
and to graft the azo dyes of choice directly to the bead.  
We successfully performed this bead functionalization with 
phenyl azoaniline.  Alternatively, we sought to first func-
tionalize an organosilane with the azo dye.  The dye-silane 
complex was then grafted onto an appropriate silica bead.  
Synthetic strategy for these functionalizations is depicted 
in Figure 2.  Original silica particles for our studies were 
50 micron beads.  These were demonstrated to yield low 
redox reactivity with carbon nanotubes, perhaps due to 
low absolute loading of the reactive dyes on the particle 
surface.  To overcome this problem, we synthesized 
nanometer-scale silica particles (100 nm diameters), which 
were then functionalized with the dyes as described above.  
Much higher surface loadings of dye were attained.  These 
functionalized particles were then reacted with nanotube 
solutions, followed by reacting the reacted and unreacted 
fractions.

Azo Dye-Functionalized Organosilanes

Si
OCH3

H3CO

O

O
OCH3

+ RH2N
Si
OCH3

H3CO

O
OCH3

HO

HN R

Si
OCH3

OCH3
O HN

HO

R
organosilane with charge transfer agent

charge transfer
agent

Si
OCH2CH3

H3CH2CO

N
H3CH2CO

C
O

Si
OCH2CH3

H3CH2CO

HN
H3CH2CO O

HN R

3-glycidoxypropyltrimethoxysilane
(GPTMS)

Si
O

O

organosilane with charge transfer agent

+ RH2N

charge transfer
agent

Triethoxysilylpropylisocyanate
(TESPIC)

HN
O

HN R

Silica grafted with dye-functionalized 
organosilane precursor

Silica grafted with dye-functionalized 
organosilane precursor

Approach

Azo Dye-Functionalized Organosilanes
Si
OCH3

OCH3
O HN

HO

Si
OCH3

OCH3
O HN

HO

N N

Si
OEt

HN
EtO O

HN N N

N NH2NSi
OCH2CH3

H3CH2CO

N
H3CH2CO

C
O

Si
OCH2CH3

H3CH2CO

HN
H3CH2CO O

HN N N

+
Reflux in THF

for 24 hrs

Si
OCH3

H3CO

O
OCH3

HO

HN
H2N

Si
OCH3

H3CO

O

O
OCH3

+ Heat for 5 hrs
at 180C

Si
OCH3

H3CO

O
OCH3

HO

HN
N NH2N

N N

Si
OCH3

H3CO

O

O
OCH3

+ Heat for 5 hrs
at 180C

•Organosilanes were grafted onto silica nanoparticles (approx. 100 
nm) and 5 micron diameter silica particles.
•Explored functionalizing organosilanes with tricyanovinyl groups.

Azo Dye-Functionalized Organosilanes

Si
OCH3

H3CO

O

O
OCH3

+ RH2N
Si
OCH3

H3CO

O
OCH3

HO

HN R

Si
OCH3

OCH3
O HN

HO

R
organosilane with charge transfer agent

charge transfer
agent

Si
OCH2CH3

H3CH2CO

N
H3CH2CO

C
O

Si
OCH2CH3

H3CH2CO

HN
H3CH2CO O

HN R

3-glycidoxypropyltrimethoxysilane
(GPTMS)

Si
O

O

organosilane with charge transfer agent

+ RH2N

charge transfer
agent

Triethoxysilylpropylisocyanate
(TESPIC)

HN
O

HN R

Silica grafted with dye-functionalized 
organosilane precursor

Silica grafted with dye-functionalized 
organosilane precursor

Approach

Azo Dye-Functionalized Organosilanes
Si
OCH3

OCH3
O HN

HO

Si
OCH3

OCH3
O HN

HO

N N

Si
OEt

HN
EtO O

HN N N

N NH2NSi
OCH2CH3

H3CH2CO

N
H3CH2CO

C
O

Si
OCH2CH3

H3CH2CO

HN
H3CH2CO O

HN N N

+
Reflux in THF

for 24 hrs

Si
OCH3

H3CO

O
OCH3

HO

HN
H2N

Si
OCH3

H3CO

O

O
OCH3

+ Heat for 5 hrs
at 180C

Si
OCH3

H3CO

O
OCH3

HO

HN
N NH2N

N N

Si
OCH3

H3CO

O

O
OCH3

+ Heat for 5 hrs
at 180C

•Organosilanes were grafted onto silica nanoparticles (approx. 100 
nm) and 5 micron diameter silica particles.
•Explored functionalizing organosilanes with tricyanovinyl groups.

Figure 2. Synthetic strategy for production of azo dye-functional-
ized silica beads.

While the results of the above studies showed some 
promise in differentiating between nanotube chiralities, 
we ultimately demonstrated that this first generation of 
redox affinity beads had insufficient redox power to drive 
selective reactions with the nanotubes.  We next devel-
oped a method to functionalize beads with tetracyanoqui-
none (TCNQ) derivatives, which have the demonstrated 
redox power to affect most of the chiralities present in 
our current nanotube samples.  The strong electron-
withdrawing cyano groups make coupling such deriva-
tives to silica beads via silane chemistry challenging.  We 
pursued a route that made use of recent monosubstitution 
reactions on TCNQ to provide a long side chain with an 
appropriate ammine group to react with isocyanate side 
groups of substituted silanes.  While we were able to suc-
cessfully generate these TCNQ-derivatized beads, we again 
were unable to generate the desired reactivity between 
them and our nanotube targets.  Simultaneous to this 
realization, we were obtaining more promising results for 
nanotube selection based on manipulation of the surfac-
tant chemistry associated with nanotube suspensions.  We 
therefore began to focus our attempts on that approach 
(see later section on electrolyte manipulation of surfactant 
chemistry).

Studies of Redox Reactivity on Carbon Nanotubes

 In addition to developing redox-based separations, we 
also sought to gain a fundamental understanding of the 
underlying redox reactions that we would rely on.  We 
designed a series of kinetics experiments in which the 
redox potentials of the electronic acceptors are varied, 
without significantly perturbing their structures.  This was 
envisioned to allow us to determine the chirality depen-
dence of kinetic pre-exponential factors needed to under-
stand the nature of charge-transfer complex formation in 
these systems.  We began by studying the Fe, Ru, and Os 
hexacyanide series.  Good data were obtained for the Fer-
rocyanide reactions with SWNTs,  but we found the Ru and 
Os hexacyanides to rapidly react with water, preventing 
acquisition  of the required data for this series.

We also performed large-scale screening of a variety of 
metal salt reactions with nanotubes to determine which 
may be most suitable for mapping nanotube valence band 
levels.  We have investigated a variety of Fe, Mn, Co, Cu, 
Rh, and Zn salts to determine which have suitable redox 
potentials, display measurable kinetics, and react with 
the nanotubes in a largest-to-smallest diameter fashion, 
indicating that the expected ground-state electron-transfer 
reactions from the SWNT valence bands are occurring.  
We are still in the process of identifying a suitably large 
enough group of reagents to consistently map valence 
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bands and this will be the topic of a future postdoctoral 
research project.

Redox-Based Sensing

One useful aspect of the redox-based quenching of 
nanotube fluorescence that we made-use of in our redox 
studies to measure kinetics is that the quenching is com-
pletely reversible:  remove the quenching agent, or add a 
reducing agent and fluorescence response of the SWNTs is 
returned.  While not the focus of the separations aspect of 
this project, we were able to take advantage of this finding 
to enable a new approach to SWNT optical sensing.  Details 
of our sensing work are detailed in reference [3].

Demonstration of Diameter-Selective Manipulation of 
SWNT Solubilities

One serendipitous result generated by the previous studies 
was that we encountered interesting quenching behavior 
upon addition of sodium perchlorate to our SWNT suspen-
sions.  This discovery ultimately has led to our successful 
approach for nanotube separations described in the next 
section.  We found that its reaction with the SWNT sample 
resulted in loss of spectral features of certain chiralities, 
but skipped others of similar diameter.  We proceeded to 
investigate this selective reactivity further and discovered 
that, by adding appropriate concentrations of electrolytes 
(including simply NaCl!) to nanotube solutions, their 
stability can be tuned in a diameter and chirality selective 
manner thorugh manipulation of the relevant surfactant 
equilibria (sodium dodecyl sulfate, or SDS, in our case).  
Precipitation of selected diameter and chirality distribu-
tions can be induced by addition of appropriate levels of 
different valency salts.  Recognition of the ability to also 
affect SDS-nanotube equilibria in a parallel manner via 
tuning of temperature, we also demonstrated the ability to 
selectively precipitate nanotubes by lowering of tempera-
ture (Figure 3).  The results of this study have been pub-
lished in the Journal of the American Chemical Society [4].

Figure 3. Spectroscopy of SWNT-SDS dispersions as a function of 
salt concentration and temperature. A. emission spectrum of the 
starting SWNT-SDS dispersion; B. same solution in 0.14 M NaCl; C. 
in 0.43 M NaCl and D. in 0.57 M NaCl; E. absorption spectrum with 
and without NaCl (0.17 M); F.  Change in the absorption spectrum 
at temperatures below the critical micellar temperature.

Density Modulation of Nanotubes for Separations Using 
Density Gradient Ultracentrifugation

The above salt-induced precipitation studies led us to study 
in more depth the fundamental interactions of SDS at the 
SWNT surface and how they could be tuned via addition 
of electrolyte.  As a reference point for understanding our 
results, we used previous work done on understanding 
SDS interactions at graphene surfaces.  It had previously 
been found that SDS will adsorb on graphene as parallel 
domains of “flat” micelle structures.  Addition of elec-
trolyte causes an increase in the packing density of SDS 
into these structures, which results in a volume increase 
of the structure from reorientation into a hemi-cylindar 
[5].  Similar behavior on nanotube surfaces has important 
implications for their separations based on amplification of 
their density differences as will be seen below.

In the nanotube case, we found that addition of electro-
lyte at concentrations below the threshold that would 
cause SWNT precipitation resulted in an increase in 
SWNT fluorescence intensity and narrowing of spectral 
features as electrolyte concentration is increased.  We 
have developed a model for explanation of this behavior 
based on the above observations and linked to the 
graphene findings.  The spectral behavior with salt addition 
suggests a decrease in internanotube interactions which 
might otherwise quench and broaden observed spectra 
through intertube energy transfer.  Our model explains this 
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decrease in interactions as a result of an increase in sur-
factant packing density at the nanotube surface.  As with 
graphene, we propose a reorientation of the surfactant 
structure such that the overall surfactant/nanotube com-
posite experiences a wholesale increase in volume.  This 
volume increase results in a decrease in intertube interac-
tions through the resultant increase in intertube steric 
repulsions.  A significant aspect of this model is that the 
resultant volume increase results in an overall decrease 
in density of the composite that should scale with the 
inherent density of the particular nanotube structure in 
the absence of a surfactant coating.

We saw an immediate connection between these results 
and recent developments in separations technology based 
on density gradient ultracentrifugation.  Such an approach 
is based on the principle that individual components of a 
mixture, when loaded onto a column of liquid that varies 
in density along its length, will separate into locations 
within the column that match their individual densities 
when subjected to ultracentrifugation.  Recent work has 
shown that these principles can be applied to separation of 
carbon nanotubes based on differences in their densities.  
Success so far, however, has been limited to nanotubes 
that have been suspended with the use of complex, multi-
component surfactant systems.  Results also have not been 
those predicted under the expectation that nanotube 
density should decrease as their diameters increase.  Using 
the principles of our model for surfactant behavior in the 
presence of added electrolyte, we have demonstrated that 
simple addition of NaCl to SDS-suspended nanotubes will 
result in their fractionation into colored bands following 
ultracentrifugation in a density gradient (see Figure 4), 
without the use of any additional cosurfactants.
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Figure 4. The results of a density gradient separation on a 1.25% 
SDS-SWNT dispersion with 91 mM NaCl at 250 C.  The photo 
at left shows fractionation of the initial dispersion into colored 
bands within the centrifuge tube.  Twenty microliter fractions 
were collected at the same height from 4 tubes and combined.  
The combined (80 mL) fractions were diluted with 300 mL of 
1% SDS/D2O for spectroscopy.  Absorbance spectra are shown 
for fractions collected (a) between 18.5   23 mm (from tube 
bottom), (b) between 14.5   18.5 mm, and (c) 9   14.5 mm.

Spectroscopic analysis (Figure 4) of isolated fractions show 
that nanotubes recovered from the lowest densities of 
the gradient are highly enriched in metallic nanotubes.  
Fractions at the highest densities are found to be highly 
enriched in semiconducting nanotubes.  Furthermore, in 
addition to this demonstrated ability to separate metallic 
nanotubes from semiconductors, we find that in  both 
cases, the nanotubes separated out according to diameter.  
The largest diameter nanotubes of either electronic type 
are found at the lowest densities, with diameters then 
decreasing as density increases.  Additionally, we find that 
parallel behaviors can be found by adjusting centrifuga-
tion temperature without salt, or in combination with salt 
addition.  Lowered temperatures in the absence of NaCl 
will also result in fractionation into colored bands.  It is 
also found that temperature and salt used in combination 
can give significant control over resolution of the variable 
bands found within our separated samples.

In addition to demonstrating our ability to meet our 
ultimate goal of developing a new approach to nanotube 
separations, these results validate our model (described 
above) for surfactant interactions at the nanotube surface.  
The diameter dependence found in our separations is a 
direct consequence of the volume change predicted in 
our model.  This volume change will serve as an amplifica-
tion of the density differences between tubes of different 
diameter.  Separations based on the amplified density 
differences will follow the density trend expected for 
unmodified nanotubes.  This result is the first demon-
stration of this trend and is a direct consequence of our 
ability to make the separation occur with use of only one 
surfactant component.  Additionally, our ability to separate 
metallic nanotubes from semiconductors demonstrates a 
fundamental difference in the surfactant behavior at these 
different surfaces and agrees with our model based on 
expectations for differences in polarizability between the 
two electronic families.  Finally, the observation of parallel 
behaviors between salt addition and temperature lowering 
is a result of an increase in packing density of SDS at the 
nanotube surface as temperature is lowered.  Again, this is 
in good agreement with the expectations from our model.

There are a number of significant points to be highlighted 
about our new approach to density gradient separations 
of SWNTs, including dramatically reduced centrifugation 
times, and easier post-separation processing which makes 
the product more amenable to use as a source of metallic 
and semiconducting material for use in thin film applica-
tions [6].   From a theoretical standpoint,  the simple SDS/
electrolyte system presented here may be more acces-
sible to theoretical modeling than cosurfactant systems 
for directing further optimization of the separations.  
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Ultimately, salt enhancement may prove to be of utility in 
co-surfactant systems as well.

Fundamental Spectroscopy

One final aspect of this LDRD project has been the investi-
gation of a number of aspects of the fundamental Raman 
spectroscopy of nanotube systems.  This has been an 
important part of this effort in that spectroscopic charac-
terization of samples is essential for evaluating the success 
of the separation and for identifying (see for example 
Figure 5) and quantifying the different nanotube chiralities 
present in a given fraction.  Some example publications 
resulting from this aspect of the project are detailed in 
refs. [7], [8], and [9]. 

Figure 5. 2-D Raman excitation map showing the radial breath-
ing mode (RBM) intensity as a function of laser excitation energy 
and the inverse of the Stokes Raman frequency (proportional 
to nanotube diameter).  Each spectrum composing the plot has 
been normalized by the strongest peak for better clarity of the 
RBM resonances.  The E11M and E22M features are highlighted.

Future Work

The successful attainment of several of this projects goals 
has placed us well for follow on research and funding 
support.  The work has resulted in one patent applica-
tion that we are using to pursue external funding from 
industrial partners.  As part of that effort we have devel-
oped a strong interest from Arrowhead/Unidyme and are 
discussing applications under a non-disclosure agreement.  
Additionally, we have several envisioned applications of 
the enriched materials for applications in national security 
and have generated significant interest in this capability 

within the defense and national security communities.  The 
purified materials are also serving as the basis for a new 
effort in reaction chemistry of pure chiralities.  The sensing 
capability enabled by this project is also being continued 
with Andrew Dattelbaum of MPA-CINT with the develop-
ment of robust encapsulation materials for real-world 
bioanalytical applications.
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Introduction

For our Laboratory Directed Research and Develop-
ment-Exploratory Research program we developed 
the use of nanoporous silica (SiO2) thin films deposited 
on silicon substrates to characterize the mass of com-
pounds using a laser desorption-ionization mass spec-
trometry technique.  Our technique uses an inexpen-
sive and easily prepared material, nanoporous silica, to 
1) hold a sample of interest and 2) help transfer energy 
from incoming laser light to the sample. This work 
combined recent advances in nano-bioscience with 
mass spectrometry techniques to develop a new and 
versatile platform to characterize a number of biologi-
cally relevant molecules, like amino acids and small 
peptides.  We anticipate that the work developed as 
part of this project will lead to improved methodologies 
for mass spectrometry analysis of complex chemical 
and biochemical samples, which will have a significant 
impact in the areas of drug and catalysis discovery, as 
well as protein analyses.

Background and Research Objectives

Mass spectrometry is a technique that is used to 
measure the mass of molecules. Because mass spec-
trometry is a sensitive technique it can identify materi-
als in trace amounts, which has made it useful for a 
variety of applications, including, for example, sensing, 
water monitoring and forensic analyses on chemical or 
biological molecules. 

One particular type of mass spectrometry uses a laser 
to help “move” molecules deposited on a surface into 
a gaseous state where they can be characterized by the 
mass spectrometry detector.  However, the laser can 
not do all the work and needs help to efficiently get the 
sample of interest into a gaseous state. Traditionally, 
samples of interest are mixed with another material, 
i.e., a “helper” material that strongly absorbs the laser 
energy. However, the “helper” material can be specific 

Nanocomposite Thin Films for Surface Assisted Mass Spectrometry
Andrew Martin Dattelbaum

20060395ER

to a class of molecules, meaning that one needs to try 
a few different “helper” materials for optimal detec-
tion when samples contain unknown compounds.  
In addition, the helper molecule also gets into the 
detector chamber, and because it is in a high concentra-
tion it can overshadow the signal from the compounds 
one is actually trying to characterize. This is especially 
troubling when the analyte of interest has a mass close 
to that of the “helper” molecules used.  Therefore, 
researchers have sought after alternative materials 
to efficiently promote this technique without a back-
ground signal from the “helper” material.

The goal of this project is to develop a thin film that 
promotes the “movement” of molecules into a gaseous 
state, without the addition of “helper” molecules, for 
mass characterization. Specifically, this project will use 
silica, a robust and chemically inert material, containing 
nanometer scale pores as the film to improve this mass 
spectrometry technique.  Figure 1 schematically shows 
how this technique works in practice. The nanoporous 
silica film acts to 1) hold a sample of interest and 2) 
help transfer energy from incoming laser light to the 
sample. The thin film will not move into a gaseous 
state, so one should be able to characterize a broader 
range of molecules than currently available, especially 
low mass compounds. This technique, called surface-
assisted laser desorption-ionization mass spectrometry 
(SALDI-MS), is a unique and useful application of a 
nanostructured material that could potentially be used 
to characterize organic and inorganic compounds previ-
ously not addressable by traditional LDI-MS. 
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Figure 1. Schematic representation of the SALDI-MS process 
using an ordered nanoporous silica thin film to assist in desorp-
tion/ionization processes.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

Successful development of nanoporous silica on silicon 
for mass characterization may be beneficial to laboratory 
programs by readily identifying, and potentially quantify-
ing, newly synthesized organic and inorganic complexes, 
such as chemical and biological agents, which supports 
work in threat reduction, actinide chemistry, as well as 
environmental chemistry.  Further, this work generally 
supports laboratory initiatives in Materials Science and 
nano-bioscience, including the Center for Integrated 
Nanotechnologies (CINT), a Department of Energy, Office 
of Science funded facility.

Scientific Approach and Accomplishments

Ordered nanocomposite silica thin films for this project 
were prepared by an evaporation induced self-assembly 
process [1], which can be accomplished reproducibly at 
room temperature and under standard atmospheric condi-
tions.  The evaporation induced self-assembly process 
involves vertically pulling a cleaned substrate, such as 
silicon, at a constant velocity from a solution of ethanol 
containing a molecule that can condense to form a silica 
network (silica precursor molecule), as well as a surfactant 
that can self-assembly into an array of shapes like cylin-
ders.  These cylinders can then organize into larger assem-
blies, like tubes stacked on top of one another, which form 
the template around which the silica condenses.  Film 
formation occurs as the ethanol solvent evaporates.  The 
thickness of the nanocomposite films prepared in this 
way was controlled by adjusting the pulling speed of the 
substrate from a surfactant/silicate solution with slower 

speeds resulting in thinner more uniform films.  With-
drawing cleaned silicon substrates from the surfactant/
silicate solution resulted in ordered nanocomposite silica 
films with thicknesses that increased linearly from ~500 Å 
(pulling speed at 25 mm/min) to ~1550 Å (pulling speed at 
200 mm/min).  At faster pulling speeds there is a distinct 
thickness change, ~20%, from the top to the bottom of the 
film.  However, at deposition speeds of 25 mm/min there 
is less than a 2% difference in thickness change across the 
film.  The surfactant template was then removed from the 
film by exposure to deep-UV light (185-254 nm). Removal 
of the surfactant did not cause the silica framework to 
collapse.  Rather, a nanoporous silica thin film was created.  

We have determined the optimal thickness for subsequent 
SALDI-MS studies. A standard angiotensin peptide was 
spotted on nanoporous films of various thicknesses.  The 
highest signals and best resolution were obtained for 
ordered nanoporous silica films that were ~300 Å (pulling 
speed 25mm/min).  As film thickness increased, fewer ions 
and poorer mass resolution was observed. 

An advantage of using deep-UV light to remove surfactant 
template from the nanocomposite silica films is that the 
ability to control which regions of the film get exposed 
to UV light by simple masking techniques.  A mask of, for 
example, chromium patterned on quartz, was used to 
selectively remove the organic template from the film for 
the generation of patterned nanoporous silica regions in 
a field of nanocomposite silica as shown schematically in 
Figure 2A.  

Figure 2. A) Schematic of the deep-uv exposure technique used to 
prepare patterned nanostructured-nanoporous silica thin films. 
B) Optical image of a patterned nanoporous/nanostructured film 
deposited at a dip-coating speed of 200 mm/min on a silicon sub-
strate that has been fixed on a standard MALDI support.  Circles 
are the nanoporous silica regions and are 1 mm in diameter.
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The thickness of the nanocomposite silica films contracts 
~30% upon surfactant removal by deep-UV to ~300 Å 
and ~950 Å for films withdrawn at 25 and 200mm/min, 
respectively.  The index of refraction also decreases from 
1.45-1.46 for the ordered nanocomposite films to ~1.43 
for the nanoporous silica films (pores filled with water), 
consistent with our previous results on thicker ordered 
nanocomposite silica films [2].  The patterned nanoporous 
regions are readily distinguishable from the nanocom-
posite regions, as seen in the digital photograph of a 
patterned film shown in Figure 2B, due to the changes in 
thickness and index of refraction upon surfactant removal.    
Further, because the nanocomposite silica regions contain 
surfactant molecules, the surface water contact angle 
(how much water beads up on a surface) is higher, ~42°, 
than the nanoporous regions, <10°, which do not contain 
surfactant.  The difference in hydrophilicity allows for the 
corralling and concentration of small volumes of aqueous 
solutions within the nanoporous regions.  Consequently, 
by patterning the nanocomposite films with deep-UV 
light we have the ability to spot and analyze more than 
50 different samples on a single substrate.  The number 
of spots analyzed could readily be increased using robotic 
techniques.

Several experiments were performed to determine the 
optimal manual spotting technique for SALDI-MS charac-
terization of different molecules on the ordered nanopo-
rous silica thin films.  These included pipetting different 
volumes of sample on the nanoporous silica regions and 
allowing them to 1) dry in air or 2) under a stream of 
nitrogen.  These methods generally resulted in growth of 
an analyte “film” on the silica surface that limited contact 
between analyte and the activating nanoporous surface, 
which resulted in poor mass spectral data.  A better 
spotting method was found by pipetting 1 microliter of 
sample onto the nanoporous silica, then withdrawing the 
liquid after 1 min.  This allowed the sample time to diffuse 
into the nanoporous silica film without formation of an 
analyte film on top of the nanoporous silica.

Using optimal spotting techniques we were able to observe 
mass spectral data from a variety of small molecules, as 
seen in Figures 3 and 4.  Figure 3 shows a series of mass 
spectra data for a variety of amino acids, i.e, protein 
building blocks, which are not generally observable using 
matrix assisted LDI-MS technique.  In addition, we show in 
Figure 4 the ability to look at single peptides, as well as a 
mixture of peptides.  In Figure 4b, we show that the mass 
spectrum for a common peptide standard, angiotensin, 
taken on nanoporous silica has good isotopic resolu-
tion, which is comparable to that observed using matrix.  

However, the current limit of detection for the peptides 
studied thus far has been less than that observed with 
matrix. 

Figure 3. SALDI-MS analysis of several amino acids on nanopo-
rous silica films.  Approximately 10 pmoles of total material is 
estimated to have been deposited.

We also made measurements to examine the affects 
that varying the surfactant used as a template has on the 
desorption-ionization processes from nanoporous silica 
thin films.  By varying the surfactant used to template, we 
can control the pore size, as well as the structural order 
of the silica framework.  To date, we have generally used 
a Brij56TM (Aldrich) surfactant template, which yields a 
nanoporous silica film with a cubic structure of ~ 2 nm 
diameter pores.  We have also used other surfactants, such 
as cetyltrimethylammonium bromide (CTAB) and Pluronics 
P123TM (BASF), which yield smaller and larger pore sizes, 
respectively, but with a hexagonal silica structure.  Films 
templated by either surfactant have not performed as well 
as films templated by Brij56, which could be due to the 
silica structure.

One area where the nanoporous silica films have been suc-
cessfully utilized by us is the in the identification of sidero-
phores produced by B. anthracis and other potentially 
infective bacteria.  Siderophores are small metal chelating 
metabolites produced by bacteria and secreted into the 
extracellular medium to scavenge iron that bacteria need 
for growth.  Most siderophores are nonribosomal peptides 
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Figure 4. Analysis of peptides, A) ACTH clip (18-39) and a mixture 
of peptides, Bradykinin, Angiotensin II and P14R1, on a patterned 
nanoporous silica film. B) SALDI-MS spectra taken on the same 
sample of a standard peptide, angiotensin.

and are structurally diverse.  MS fragmentation is the most 
direct method for structural identification of siderophores, 
as it provides accurate identification of motifs, and unlike 
other identification techniques, is not hampered by minor 
iron (III) contamination, common in siderophore samples.  
We have analyzed crude siderophore samples from a 
number of strains of Bacillus bacteria for bacillibactin.  
An example of how SALDI-MS can assist in the structural 
identification of bacillibactin is shown in Figure 5.   Acid 
hydrolysis of siderophores is commonly used to identify 
the structural or ‘liganding’ groups that compose them, 
and this process, similar to MS/MS methods, is known 
to easily breakup the siderophore compounds into small 
identifiable pieces.  The acid hydrolysis preparations were 
analyzed and the fragments that we observed enabled the 

firm establishment of the structure of this siderophore as 
shown in the inset.   Bacillibactin is a trimer of 2,3-dihy-
droxybenzoate (DHB)-glycine-threonine monomers.  
Characteristic fragment ions including those of DHB (1), 
DHB-glycine (1+2), and DHB-glycine-threonine (3), both in 
carboxylated and decarboxylated forms, were all clearly 
visible via the SALDI-MS experiments.

Figure 5. SALDI-MS of bacillibactin hydrolysate on nanoporous 
silica films. Subunits 1-3 of bacillibactin were identified by ana-
lyzing the hydrolysate in (A) positive or (B) negative ion mode, 
firmly establishing the identity of this siderophore.  Only the 
peaks used to identify bacillibactin are labeled.

We have also shown that the ordered nanoporous silica 
films deposited on silicon require no special handling 
or storage conditions to maintain their MS ability.  We 
monitored the mass spectrum of angiotensin II spotted on 
a nanoporous silica film just after it was spotted and then 
after storing the film for 18 months under ambient condi-
tions in a drawer in the lab.  No loss of either intensity or 
resolution was observed in the mass spectral readings as a 
result of storage time.  

In summary, we have made significant progress towards 
the specific aims of this LDRD-ER program.  We have 
shown that nanoporous silica films deposited on silicon 
may be used for the SALDI-MS characterization of small 
molecules, such as amino acids, peptides and sidero-
phores.  We have found that the nanoporous silica samples 
are stable for over a year, and may be modified to prepare 
a patterned film suitable for spotting multiple samples for 
high throughput analyses.  However, we were unable to 
find the right conditions to use this technique as a general 
platform for large molecule identification, which is cur-
rently a limitation of all known SALDI platforms, too. In 
any event, the results obtained in this project may allow 
us to attract new programs, especially in the area of threat 
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reduction, where films that can be used for identification 
of small molecules then archived for long periods of time 
are valuable.

References

Lu, Y. F., R. Ganguli, C. A. Drewien, M. T. Anderson, C. 1. 
J. Brinker, W. L. Gong, H. Soyez, B. Dunn, M. H. Huang, 
and J. I. Zink. Continuous formation of supported cubic 
and hexagonal mesoporous films by sol gel dip-coating 
. 199. Nature. 389: 364.

Dattelbaum, A. M., M. L. Amweg, J. D. Ruiz, L. E. Ecke, 2. 
A. P. Shreve, and A. N. Parikh. Surfactant removal and 
silica condensation during the photochemical calcina-
tion of thin film silica mesophases. 2005. Journal of 
Physical Chemistry B. 109: 14551.

Publications

Dattelbaum, A. M., R. K. Hicks, J. S. Shelly, A. T. Koppisch, 
and S. Iyer. Surface assisted laser desorption-ionization 
mass spectrometry on nanoporous silica thin films. 2008. 
Microporous and Mesoporous Materials. 114: 193.

Dattelbaum, A. M., and S. Iyer. Surface assisted laser 
desorption-ionization mass spectrometry. 2006. Expert 
Review of Proteomics. 3 (1): 153.



200 Los Alamos National Laboratory

exploratory research

Chemistry & Material Sciences
fu

ll 
fin

al
 re

po
rt

Abstract

Perovskite metal-oxides have become the subject of 
many theoretical and experimental studies in recent 
years due to their versatile physical properties and 
important technological applications. In such complex 
metal-oxides, the anisotropic lattice-strain caused by 
the lattice-mismatch between the substrate and the 
film plays a critical role in their anomalous physical 
properties. In this project, we used strain engineering 
to tune the physical properties of nanoscale perovskite 
metal-oxide films. We conducted a systematic and 
quantitative analysis of the effects of the anisotropic 
strain on well controlled and fully strained nanoscale 
films. We manipulated the lattice-strain either by 
choosing the substrate material or by inserting a buffer 
layer or template between the substrate and the 
film. Our experimental results provide fundamental 
understanding of the physics of the electron-lattice 
coupling and the anisotropic properties in perovskite 
metal-oxides, both of which are fundamental physics 
and materials issues of great scientific interest. The 
study also broadens the applications of this class of per-
ovskite metal-oxides. 

Background and Research Objectives

Perovskite oxides films have been regarded as the most 
promising candidates for next generation electron-
icdevices because these materials exhibit a wide range 
of electronic/magnetic properties that conventional 
metallic elements and covalent semiconductors do not 
possess. For example, SrTiO3 and (Pb,Sr)TiO3 have been 
considered for dielectric layers in dynamic random 
access memories and nonlinear dielectric media in 
tunable microwave devices. Similarly, the coexistence 
of distinct multi-functionalities in multiferroic materials 
such as DyMnO3 makes them the best choice for next 
generation electronic devices as they offer magnetic 
and/or electric tuning with much simplified architec-

Use of Strain Engineering to Tune the Physical Properties of Nanoscale Metal-
Oxide Films
Quanxi Jia

20060497ER

tures. However, it has been found that the physical 
properties of such films are quite different from those 
of their bulk single-crystal counterparts. The strain 
imposed on the films plays a critical role in their anom-
alous physical properties. For instance, epitaxial strain 
can be harnessed to increase the ferroelectric transi-
tion temperature by hundreds of degrees and produce 
room-temperature ferroelectricity in SrTiO3, a material 
that is not normally ferroelectric at any temperature 
[1]. Another example includes BaTiO3 where a biaxial 
strain can result in a ferroelectric transition tempera-
ture nearly 500 °C higher than in a bulk single crystal 
[2]. In such complex metal-oxides, the anisotropic 
lattice-strain caused by the lattice-mismatch between 
the substrate and the film plays a critical role in their 
physical properties. In other words, the strain imposed 
on the films plays a critical role in their anomalous 
physical properties. A clear understanding of the rela-
tionship between the strain and the physical properties 
as well as how to manipulate the strain are crucial 
for the application of these oxides in next generation 
electronic device

We used strain engineering to tune the physical 
properties of ferroelectric and ferromagnetic films. 
These materials were selected due to their interest-
ing structural/physical properties and their technical 
importance. The main objectives of the study were to 
1) construct a theory to make a quantitative and useful 
connection to experiments, 2) grow well controlled and 
fully strained nanoscale perovskite metal-oxide films, 
3) optimize the substrate and template materials for 
utmost anisotropic strain effects, 4) characterize the 
structural and physical properties of fully strained films, 
and 5) understand the fundamental mechanisms of the 
lattice-strain and its effects on the tunable properties of 
nanoscale perovskite metal-oxide films. 
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Importance to LANL’s Science and Technology 
Base and National R & D Needs

This project not only provides a better understanding of 
the fundamental physics and physical chemistry as well 
as materials issues of metal-oxide films, but also solves 
technologically important issues related to nanotechnol-
ogy. It directly impacts LANL’s Science and Technology Base 
in Fundamental Understanding of Materials, linking across 
length and time scales to achieve multi-scale understand-
ing of properties and phenomena of materials. Further-
more, LANL’s thrusts in nanotechnology, sensors for threat 
reduction, and energy benefit from this project. 

Scientific Approach and Accomplishments

We used ferroelectric and ferromagnetic perovskite as 
the representative material systems to accomplish our 
objectives. The following is the detailed description of our 
scientific approaches.

Theoretical modeling 

We constructed a theory with two competing order 
parameters (such as magnetism, and polarization) and 
a subsidiary order parameter field of strain in order to 
make quantitative connection to experiments. In thin 
films where the strain is clamped, this secondary order 
parameter allows us to tune properties through the 
phase boundary. We also used theories to predict the 
temperature dependence of the lattice parameters of 
ferroelectric films under large biaxial strains.

Epitaxial growth of fully strained nanoscale perovskite 
oxide films

The most important criterion for heteoepitaxy is a 
moderately small fractional mismatch,  
in the atomic periodicities of the two materials along the 
interface, where af and as represent the atomic spacings 
along a specific direction in the film and the substrate 
surface, respectively. The best way to produce large 
lattice-strains is to choose appropriate substrate materials 
that have a great lattice mismatch with the films. We used 
pulsed laser deposition (PLD) to deposit fully strained films 
on different substrates. PLD is one of the best deposition 
techniques to grow complex metal-oxides due to its very 
good control of stoichiometry. The use of much higher 
oxygen pressure (as high as several hundred mTorr of pure 
oxygen) during deposition made it possible to avoid oxygen 
deficiencies commonly observed in the films deposited 
by sputtering and molecular-beam epitaxy. We found that 
the control of oxygen content was very critical for our 

experiment since oxygen vacancies could also introduce 
strains. To obtain well controlled and fully strained films, 
we kept the film thickness in the nanoscale range from 
10 nm to 50 nm depending on the degree of mismatch 
between the substrate and the film.

Optimization of substrate materials and templates for 
utmost anisotropic strain effects

We used two different approaches to obtain the utmost 
anisotropic strain effect. We first used commercial single-
crystal LaAlO

3, NdGaO3, and SrTiO3 as the substrates. These 
materials are both structurally and chemically compatible 
with the films to be deposited. More importantly, they are 
thermally stable at high deposition temperatures for high-
quality epitaxial growth.

Characterization of the structural properties of fully 
strained films

One of the tasks in the study of the anisotropic strain was 
the qualitative and quantitative characterization of the 
strain state. We mainly used two different techniques 
for this purpose: 1) Advanced scanning probes such 
as scanning transmission electron microscopy (STEM) 
high-angle annular dark-field (the so-called “Z-contrast”) 
imaging technique and high resolution X-ray diffraction 
(HRXRD). 

Characterization of the dielectric (ferromagnetic) 
properties of fully strained nanoscale films

The ultimate goal of the project was to establish the rela-
tionship between the degree of anisotropic strain and the 
physical properties of the fully strained films. We used a 
coplanar device structure to evaluate the physical proper-
ties of the fully strained nanoscale films. By patterning the 
contact electrodes along three different crystallographic 
directions, we could evaluate the anisotropic properties of 
the films.

We have accomplished our technical objectives through 
the LDRD ER support. The following highlights our accom-
plishments. More detailed technical achievements can be 
found form our technical publications.

The phase-field method, which describes a microstructure 
using a set of conserved and non-conserved field variables 
that are continuous across the interfacial regions, has 
recently emerged as a powerful computational approach 
to modeling and predicting mesoscale (in the range of 
nanometers to microns) morphological and microstruc-
tural evolutions in materials. We showed that one-unit-
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cell-thick BaTiO3 layer in BaTiO3/SrTiO3 superlattices (see 
Figure 1) was not only ferroelectric (with ferroelectric 
transition temperature as high as 250 K) but also polar-
ized the quantum paraelectric SrTiO3 layers adjacent to 
them. Ferroelectric transition temperature was tuned by 
about 500 K with varying the thicknesses of the BaTiO3 and 
SrTiO3 layers, revealing the ferroelectricity was robust in 
nanoscale system. The theoretical predictions on the fer-
roelectric transition temperature of the superlattices from 
the phase field approach were in an excellent agreement 
with the experimental measurement (see the Figure 2), 
which evidenced the powerful of the phase field modeling.  
The modeling showed that the domain formation in fer-
roelectric layer drastically affect the ferroelectric transition 
temperature and the induced polarization within the non-
ferroelectric layer in a superlattice. Detailed experimental 
results can be found in our article published in Science. [3].

Figure 1. A high resolution transmission electron microscopy 
image of a portion of the [(BaTiO3)6/(SrTiO3)5]20 superlattice. No 
significant inetrdiffusion of Ba and Sr takes place at the interface.

Figure 2. Dependence of Tc on n and m in superlattices (BaTiO3)
n/(SrTiO3)m. Blue symbols are for m=4 and red symbols are for 
m=13 from ultraviolet Raman measurements. Open triangles 
are from temperature-dependent XRD measurements. Scattered 
symbols are from experimental measurements. Circles with lines 
are from phase-field modeling. The black horizontal dash-dotted 
line shows the Tc in bulk BaTiO3.

We also used a phase-field model for studying the mag-
netoelectric coupling effect in epitaxial ferroelectric and 
magnetic nanocomposite thin films. The model can simul-
taneously take into account the ferroelectric and magnetic 
domain structures, the electrostrictive and magnetostric-
tive effects, substrate constraint, as well as the long-range 
interactions such as magnetic, electric, and elastic interac-
tions. As an example, we studied the magnetic-field-induced 
electric polarization in BaTiO3–CoFe2O4 nanocomposite 
films. The effects of the film thickness, morphology of the 
nanocomposite, and substrate constraint on the degree of 
magnetoelectric coupling were systematically investigated. 
The simulation illustrated that the magnetic-field-induced 
electric polarization is highly dependent on the film thick-
ness, morphology of the nanocomposite, and substrate 
constraint, which provided a number of degrees of freedom 
in controlling coupling in nanocomposite films.  Detailed 
experimental results can be found in our article published in 
Appl. Phys. Lett. [4].

The discovery of colossal magnetoresistance in rare-earth 
manganites of R1-xAxMnO3 (where R is rare earth and A is 
divalent cation) has triggered enormous studies on these 
perovskite-based materials over the last decade. However, 
the intrinsic large magnetoresistance (MR) effect in the per-
ovskite manganites is observed only under high magnetic 
fields of several teslas at a narrow range of temperatures 



LDRD FY08 Annual Progress Report 203

Chemistry & Material Sciences

around the ferromagnetic-paramagnetic phase transition, 
which has greatly limited its practical applications. There-
fore, it is highly desirable to exploit low field magnetoresis-
tance (LFMR) that can be triggered at an external magnetic 
field of the order of the coercive field Hc. Improvements of 
LFMR have been achieved either by making the manganites 
in polycrystalline granular structure or by incorporating 
other materials to enhance the spin polarized tunneling 
through grain boundaries. Through various secondary phase 
attempts using insulators, soft magnetic materials, glass, 
and other ferromagnetic oxides to make polycrystalline 
films, many researchers have sacrificed crystallinity and epi-
taxial orientation to obtain more grain boundaries. It is also 
hard to achieve uniform properties in randomly oriented 
polycrystalline films. We successfully deposited well-
oriented (La0.7Sr0.3MnO3)0.5:(ZnO)0.5 nanocomposite thin films 
on single crystal sapphires via pulsed laser deposition. The 
as-grown films and the post-annealed films showed differ-
ences in their microstructures. Figure 3 shows the resistivity 
versus temperature of the as-grown and the post-annealed 
films in an external magnetic field. The transport measure-
ments were performed along the film surface using the con-
ventional four-probe method, and the magnetic field was 
applied parallel to the film surface. The magnetoresistance 
(MR) was also depicted for the as-grown film. The resistiv-
ity of the post-annealed film was shown for zero-field only 
since there was no practical difference at a field of 1 T. It 
should be noted that an enhanced LFMR of about 12% was 
achieved in the as-grown films with fine intermixed grains, 
while a negligible LFMR was observed in the post-annealed 
films with large single-crystal-like, clearly phase-separated 
grains. This was superior to that of epitaxial LSMO thin 
films and was comparable to that of a La0.7Sr0.3MnO3:Al2O3 
composite film (H=0.3 T, 77 K) and many of the ceramic bulk 
composites.  Detailed experimental results can be found in 
our article published in Appl. Phys. Lett. [5].

Figure 3. Resistivity of the as-grown films and the post-annealed 
films at different fields as a function of temperature. The MR of 
the as-grown films is also exhibited.
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Abstract

In this research project, we integrated experiment and 
theory into the design, synthesis, and characterization 
of biomimetic molecular catalysts that can efficiently 
“split” water into dioxygen and protons - which can be 
reduced to form molecular hydrogen. Hydrogen is the 
proposed alternative fuel in the President’s Hydrogen 
Initiative, and deriving hydrogen from water is a prom-
ising route to carbon-free renewable energy. In particu-
lar, we systematically explored the tunable metal-ligand 
chemistry and proton-coupled electron transfer reactiv-
ity of ruthenium complexes at high-oxidation states 
to develop a new family of chemically robust, efficient 
water-oxidation catalysts that exhibited remarkable 
oxygen-evolving activity from water splitting, with the 
greatest overall catalytic performance demonstrated to 
date. The goals and results achieved in this project were 
an important step toward clean, renewable and eco-
nomical energy technologies because the complete oxi-
dation of water provides the protons and electrons that 
are necessary for the production of non-fossil hydrogen 
fuel from water splitting, which has been a grand chal-
lenge in the quest for an artificial photosynthesis.

Background and Research Objectives

The United States is faced with an immense scientific 
challenge to secure clean, economically viable energy 
technologies based on renewable and abundant 
resources [1]. The world energy consumption rate 
is estimated to at least double to ~27.5 TW/year by 
2050, while the impact of carbon-based pollution on 
our global climate continues to steadily escalate [2]. 
In response to an urgent need to safeguard energy 
security, a national initiative was recently announced as 
a commitment to a hydrogen-based economy, support-
ing the research and development necessary to make 
the transition possible [3].

The heat of combustion of molecular hydrogen (H2) 
is nearly three times that of gasoline, making H2 an 

attractive alternative fuel. However, hydrogen does 
not exist in its pure form on our planet, and its use as a 
fuel is only viable in the long term if it can be produced 
from non-fossil sources. A promising approach is solar-
driven H2 production based on photoelectrochemical 
devices, in which water is chemically “split” or oxidized 
into molecular oxygen (O2), and protons and electrons 
which are further combined to generate hydrogen (2H+ 
+ 2e− ® H2). The realization of efficient water-oxidation 
catalysis is a chemical transformation of tremendous 
complexity and remains the bottleneck of H2 produc-
tion from the overall water “splitting” [2H2O ® O2 + 2H2 
(with a free energy difference of +4.92 eV)]. Meeting 
such a grand challenge rests on the chemical manipu-
lation of energy at the molecular level in nanoscale 
materials [4], and relies on our ability to mimic Nature 
to split water into its elemental components using bio-
inspired catalysts [5].

In natural systems, oxidation of water into dioxygen 
is catalyzed by the oxygen-evolving complex (OEC), 
an oxo-bridged Mn4Ca cluster in photosystem II [6]. 
Although a variety of manganese complexes have been 
developed as structural models of the OEC, only a 
few functional molecular systems have been capable 
of carrying out the complete reaction, with the best 
catalytic performances achieved by complexes of high-
valent ruthenium (Ru) with polypyridyl ligands [7]. In 
this project, we aimed at building upon these founda-
tions by combining experimental and theoretical efforts 
in order to 1) develop new ligand-bridged ruthenium 
catalysts with both improved robustness and activity 
toward water oxidation, and 2) explore both structural 
and electronic requirements for water-splitting cataly-
sis.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

The successful development of efficient water-oxidation 
catalysts represents significant and potentially trans-
formational advancements toward the non-fossil 
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production of H2 fuel. This research effort therefore 
supports LANL’s missions in energy security by enabling 
carbon-neutral renewable energy technologies, as well as 
by enhancing the fundamental understanding of materials. 
This work also addresses one of the DOE energy challenges 
and priorities in the area of nanoscale catalysts within 
the Hydrogen Fuel Initiative [8]. In addition to leveraging 
existing experimental facilities and expertise, this work can 
be linked to several LANL institutes and DOE-supported 
centers, including the Institute for Hydrogen and Fuel Cell 
Research and the Center for Chemical Hydrogen Storage. 
Related research is also ongoing in strategically relevant 
programs across the Laboratory, including nanoscience and 
nanotechnology as part of the DOE Center for Integrated 
Nanotechnologies (CINT).

Scientific Approach and Accomplishments

Research into the development of new water-splitting 
catalysts based on transition-metal complexes necessitates 
a diverse effort with synergistic experimental/theoreti-
cal approaches to aid rational design, implementation of 
methods for catalyst evaluation, and optimization of essen-
tial components from understanding of structural and 
electronic requirements for catalytic activity. The selected 
target chemical compounds described in this report are 
part of a proposed new generation of water-splitting 
catalysts based on two high-oxidation-state ruthenium 
centers (dimers) bridged by electron-rich molecular scaf-
folds (bridging ligands). This type of complexes exhibits a 
flexible, dynamic reduction-oxidation (“redox” or electron 
transfer) chemistry that allows for stepwise proton-cou-
pled electron transfer (PCET) reactions with a 4-electron/4-
proton capacity at a single chemical site that satisfies the 
demand of complete oxidation of water into dioxygen with 
release of protons and electrons for dihydrogen produc-
tion. Demonstrated advantages of our approach include 
facile synthetic preparation of new catalysts with improved 
structural features, such as added conformational flexibil-
ity across the ligand bridging the two active metal sites for 
favorable and more efficient concerted reactions.

Design, Synthesis and Characterization

A paradigmatic example of a molecular water-oxidation 
catalyst is the so-called “blue dimer”, which was first intro-
duced by Meyer and co-workers [9]. This complex contains 
two Ru centers held in close proximity by a bridging oxygen 
ligand (oxo), and it is capped with two bipyridine ligands 
on each Ru. Upon activation to the oxidized/deprotonated 
O=RuV−O−RuV=O form with a chemical oxidant such as 
CeIV, the blue dimer has been shown to catalyze water 
oxidation. However, the rate of water oxidation is slow 
and only a few catalytic cycles (turnovers) are observed 

before the highly oxidized catalyst undergoes deactivation 
by competing reactions and decomposition. More recently, 
catalytic systems featuring Ru complexes molecularly 
bridged by electron-rich organic ligands have been devised 
as a promising approach to address these issues [7]. Of 
particular relevance to our work is a complex studied by 
Llobet and co-workers [10]. In this complex, a negatively-
charged (i.e. anionic), multi-bonded bridging ligand called 
“bpp” promotes 1) structural rigidity by locking the two Ru 
sites at a specific geometric orientation in close proxim-
ity, and 2) stabilization of lower oxidation states at the Ru 
centers and decreased overall molecular charge compared 
to the blue dimer. This strategy led to a catalyst exhibiting 
improved activity toward water oxidation and a catalytic 
turnover number of 18.6 cycles, with an efficiency of 73% 
with respect to the chemical oxidant (CeIV) used to activate 
the catalyst.

To narrow in on the structural requirements for a new 
generation of water-oxidation catalysts based on ligand-
bridged complexes, we synthesized and studied a struc-
turally more flexible ruthenium dimer bridged by the 
pyrazolate ligand, “pyz”, and peripherally capped with two 
bipyridine (bpy) ligands on each metal center. By using the 
electron-rich pyz ligand, the redox chemistry and stabi-
lization of lower oxidation states (compared to the blue 
dimer) is similar to Llobet’s complex, but with anticipated 
added flexibility. The structure of the pyz-bridged ruthe-
nium complex with an additional methoxy bridging group 
between the Ru centers was confirmed and characterized 
by common structural and spectroscopic methods, includ-
ing X-ray crystallography (Figure 1), electrospray ionization 
(ESI) mass spectrometry, and nuclear magnetic resonance 

(NMR) spectroscopy. The geometry about the Ru centers 
is a distorted octahedral, with angles between 78o and 98o 
and between 169o and 175o. The direct Ru−Ru distance 
(3.72 Å) is nearly identical to that observed for the µ-oxo-
bridged blue dimer, but 0.6 Å shorter than that of a related 
precursor of Llobet’s bpp-bridged complex. The Ru−X (X 
= nitrogen or oxygen) bond distances are consistent with 
those reported in the literature for related structures, with 
Ru−Npyz (2.076 and 2.074 Å), Ru−O (2.139 and 2.144 Å), 
and Ru−Nbpy (2.027−2.063 Å). The electronic properties 
of this strongly coupled complex were also investigated in 
detail by cyclic voltammetry, and electronic (visible/near-
infrared) and vibrational (infrared) spectroelectrochemistry 
[11].
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Figure 1. X-ray crystal structure of the new pyz-bridged Ru dimer 
prior to replacement of the methoxy group between the metal 
centers with water ligands. H atoms and counterions are omitted 
for clarity (thermal ellipsoid plot drawn at 50% probability).

Dissolution of the methoxy-,pyz-bridged complex (precur-
sor) in water at pH 1 leads to displacement of the methoxy 
ligand and formation of a “bis-aqua” complex (catalyst), in 
which both Ru centers are bonded to water molecules, as 
confirmed by matrix-assisted laser desorption ionization 
(MALDI) mass spectrometry and NMR spectroscopy.

Water-Oxidation Catalysis

The electrochemical potentials involved in the oxidation-
reduction processes as well as activation of the synthetic 
targets for water-oxidation chemistry were assessed 
by using cyclic voltammetry. For example, the new pyz-
bridged Ru complex exhibits a rich electrochemistry (Figure 
2) with three reversible oxidation processes (mid-point 
potentials at +0.47 V, +0.63 V, and +0.75 V vs Ag/AgCl 
reference electrode). These are coupled one-electron/one-
proton processes corresponding to the RuII-L-RuII/RuII-L-
RuIII, RuII-L-RuIII/RuIII-L-RuIII, and RuIII-L-RuIII/RuIII-L-RuIV redox 
pairs, respectively. The fact that three stepwise oxidations 
were also observed for Llobet’s bpp-bridged complex at 
similar potentials (+0.52 V, +0.60 V, and +0.84 V vs SSCE 
electrode) supports the notion that these two systems 
exhibit similar electronic properties, despite the overall 
molecular structural differences. Evidence for electrocata-
lytic currents exists above +1.1 V, presumably due to the 
oxidation of water upon generation of the active RuIV-L-RuIV 
state.

Figure 2. Cyclic voltammogram of the “bis-aqua” form of the 
pyz-bridged Ru dimer (acidic aqueous solution at pH 1) with the 
proton-coupled oxidation-reduction processes noted.

Addition of excess chemical oxidant (CeIV) to a solution of 
our new pyz-bridged complex results in the prompt change 
in the color of the solution from dark orange to yellow, as 
well as the intense formation of gas bubbles (Figure 3). 
On the basis of reaction mechanisms previously proposed 
for the related oxo- and bpp-bridged complexes [9,10], 
the overall transformation can be interpreted as two main 
steps: 1) a fast electron-transfer reaction with oxidation 
of the initial H2O-RuII species into the O=RuIV active state, 
followed by 2) the slower multi-electron catalytic water-
oxidation process with O2 evolution and regeneration of 
the aqua-complex to yield a complete cycle.
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Figure 3. Photographs of a solution of the new catalyst before 
(A) and after (B) activation by addition of a chemical oxidant. 
The intense formation of gas bubbles in B is from the oxidation of 
water with O2 evolution.

To quantify the catalytic reaction, oxygen-sensing measure-
ments under controlled conditions using both a Clark-type 
electrode and a fluorescence-based optical probe were 
performed for determination of the initial oxygen-evo-
lution rate, V(O2), at specific catalyst concentrations. All 
experiments confirmed that the oxidized O=RuIV−L−RuIV=O 
species is catalytically active and undergoes four-proton/
four-electron reactivity toward complete oxidation of 
water to give dioxygen. The kinetic analysis for a series 
of measurements indicated that the O2-evolving reaction 
is first-order with an unprecedented rate, k(O2), of 0.28 
s−1 (Figure 4). This rate constant is 20-100 times greater 
than those for the highest-performing catalysts previously 
reported, and reveals that the initial reaction rate for the 
catalytic water oxidation by the new pyrazolate-bridged 
dimer is remarkably fast.

In order to estimate the overall catalytic performance of 
this new system, the reaction was monitored to comple-
tion through an integrated approach involving detection 
of evolved O2 by gas chromatography/mass spectrometry. 
The plot in Figure 4 shows the amount of O2 generated 
as a function of time for a typical run. Over 24 catalytic 
turnovers were measured corresponding to an overall effi-
ciency of > 90% with respect to 100 equivalents of added 
chemical oxidant (i.e. “catalyst activator”). It is interesting 
to note that the catalyst remains active for > 40 h, repre-
senting improved stability toward deleterious reactions or 
decomposition.

Figure 4. (bottom) Kinetic analysis using the initial reaction rates 
V(O2) at a range of catalyst concentrations to obtain the first-
order, O2-evolution rate constant, k(O2). (top) Determination of 
turnover numbers from the gas chromatography/mass spectrom-
etry detection of O2 generated over time.

An advantage contributing to this improved performance 
is the added geometric flexibility of the Ru chemical sites 
afforded by the pyrazolate bridge compared to the bpp 
ligand. Indirect evidence supporting such a difference 
in conformational flexibility about the bridging ligand 
comes from the comparison of the relative acidities in the 
bis-aqua complexes. The fact that the first proton of the 
water ligands is much more easily removed in the bpp 
complex (whose acidity is unusually high for this type of 
systems) is attributed to the structural rigidity promoted by 
the multi-bonded bridge, which locks the geometry across 
the two Ru sites with the H2O ligands in close proximity 
facing each other. In such a geometrically constrained con-
figuration, the steric repulsion between H atoms facilitates 
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deprotonation and stabilization of a hydrogen bonding 
structure of the type H−O×××H−O−H. In contrast, the 
acid-base behavior of bound water molecules in the pyz-
bridged complex is typical of monomeric RuII complexes 
[12], indicating that the metal-oxygen sites are allowed to 
assume a more flexible, cross-bridge relative orientation 
with two weakly interacting H2O ligands. As supported by 
theoretical modeling, such a flexibility should allow for 
the catalytic sites to adopt optimum configurations “on 
demand”, as dictated by the deprotonation/protonation 
and oxidation/reduction processes accompanying the 
course of water-oxidation catalysis, as well as the forma-
tion of a water network involving non-coordinated solvent 
H2O molecules within the cavity between metal-oxygen 
bonding sites. This type of transient “suprastructure” must 
be required on the basis of previous mechanistic studies 
demonstrating that O2 originates from unbound, solvent 
water molecules. Ongoing theoretical calculations of these 
dynamic structural aspects should provide additional 
insights into the elucidation of molecular requirements for 
efficient catalysis of water oxidation.

Theoretical Calculations

Density functional theory (DFT) calculations [13] were 
performed to provide insight into catalytic species and 
reaction pathways. In general, we applied hybrid exchange-
correlation functionals (e.g. B3LYP) together with appropri-
ate basis sets for organic fragments and relativistic effec-
tive core potentials for transition metals (uncontracted 
LanL2DZ and associated double-ζ basis set). Solvent effects 
were included using a dielectric continuum model with 
the dielectric polarizability of water at room temperature. 
This approach was successfully employed in the study of 
the geometric and electronic structure of the bpp-bridged 
complex (Figure 5), for which we found a stable configura-
tion with two water molecules bound to the two Ru atoms 
forming a hydrogen-bond network with an H···O distance 
of 1.81 Å and a Ru−O distance of 2.18 Å for the “donor” 
water molecule and 2.26 Å for the “acceptor” water. The 
electronic spectrum of the bis-aqua (RuII-RuII) form of this 
complex was also elucidated by using density functional 
linear response theory (time-dependent DFT) [14,15]. The 
lowest-energy excitations involve charge transfer between 
the dπ orbitals of the metal centers (with some small 
amplitude in the bpp bridge) and the π* orbitals on the 
peripheral tpy ligands.

Figure 5. (top) Electronic absorption spectrum of the bpp-bridged 
Ru dimer with assignments of molecular orbital transitions from 
TD-DFT excitations noted. (bottom, A) Overlay of calculated (DFT) 
and experimental (X-ray) molecular structures of the complex at 
its resting H2O-Ru(II) state. (bottom, B) Calculated structure of 
the complex at its active oxo-Ru(IV) state with two solvent water 
molecules explicitly added; dotted lines indicate hydrogen bonds.

We have also initiated computational investigations of the 
thermochemistry of the water-oxidation process by the 
new pyz-bridged catalyst to derive a detailed understand-
ing of such a complex reaction mechanism using theoretical 
guidance. The bis-oxo RuIV-L-RuIV catalytic state with two 
water molecules in the secondary coordination environment 
has been computationally explored. For the bpp analogue, we 
found that the minimum energy arrangement of the water 
molecules is a hydrogen-bonded architecture with H···O bond 
distances to the oxy group (Ru=O) of 1.94 and 1.86 Å for the 
water donor and acceptor, respectively, and an H···O distance 
of 1.84 Å between the two solvent water molecules. In 
Llobet’s bpp-bridged complex, the calculated O=RuIV distances 
are 1.78 Å. This structure allowed us to estimate, theoreti-
cally, the thermochemistry for the formation of molecular 
oxygen. The calculated energy difference between reactants 
and products was −1.3 eV, confirming that the O2 evolution is 
energetically favorable following catalyst activation.

We have carried out similar calculations on the pyrazolate-
bridged dimer. Our preliminary results revealed that this 
new catalyst has greater conformational flexibility and a 
larger three-dimensional coordination volume for incoming 
solvent water molecules to react with the ruthenium-
oxygen chemical sites.
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Abstract

Our goal is to probe the mechanical unfolding of fluo-
rescent proteins using a combination of single-molecule 
force microscopy and single-molecule fluorescence 
spectroscopy. We have focused our investigation on 
understanding the relationship between the fluores-
cence and folding stability of green fluorescent proteins 
(GFPs). Combining these two techniques in a single 
experiment will provide information that spans multiple 
length scales and timescales. GFPs are excellent model 
systems that will help us gain a new physical under-
standing of the interplay between mechanical stress, 
protein conformation, and the fluorescence emitted 
by the protein to which this strain is applied. We also 
expect that this research will generate information that 
will aid the development of sets of GFP-based ‘in vivo’ 
sensors that can report on the magnitude of forces 
inside of a cell by means of their intrinsic fluorescence. 
Given their ability to be fused to any biological struc-
ture, such sensors would be useful for the measure-
ment of forces generated by intracellular biological pro-
cesses. Fundamentally, this research aims to improve 
our understanding of protein folding and unfolding as 
well as protein function. Proteins are machines that 
operate at nanometer length scales. Proteins and 
protein-protein interactions are the primary working 
examples of nanotechnology in nature. A better 
understanding of the mechanisms of protein folding/
unfolding and function will certainly accelerate the 
development of man-made, bio-inspired nanotechnolo-
gies as well as biotechnology. In a manner similar to the 
microelectronics revolution of the latter half of the 20th 
century, such technologies will likely be the ‘engines’ 
that drive the economy of the 21st century.  As such, it is 
crucial that the United States maintain a technological 
lead in these areas.

Background and Research Objectives

We aim to study the mechanical unfolding of single 
auto-fluorescent protein molecules using a combination 

Shedding Light on the Mechanical Unfolding of Individual Proteins
Peter Marvin Goodwin

20060593ER

of single-molecule force microscopy and single-
molecule fluorescence spectroscopy. Over the past two 
decades single-molecule fluorescence spectroscopy has 
matured into a practical tool for the study of chemical 
and biochemical processes.  With AFM-based single-
molecule force microscopy it is possible to mechanically 
unfold proteins and polymers by adhering one end 
of the polymer to an atomic force microscope (AFM) 
tip while the other end is attached to a surface[1,2]. 
The same molecule can be pulled apart over and over 
again. These molecular “torture rack” measurements 
have revealed intricate details that would be hidden in 
ensemble measurements of mechanical deformation. 
Force spectroscopy permits us to probe mechanical 
properties of single protein molecules. Fluorescence 
spectroscopy permits us to probe alterations in the 
molecule’s fluorescence emission induced by changes in 
the molecule’s conformation and environment. When 
used together on the same protein molecule, these 
techniques will provide new insights in to the behavior 
of proteins under mechanical stress. Moreover, if 
the fluorescence emission of GFP does exhibit good 
sensitivity to applied force, then it will be possible to 
develop a GFP-based forced sensor with a fluorescence 
readout. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This research lies at the interface of nanotechnology 
and biology, a thrust of the DOE-funded Center for 
Integrated Nanotechnologies. Moreover, the theoreti-
cal framework and experimental methods developed 
herein can clearly be used to study polymers that are 
not poly-amino acids. The instrumentation and exper-
tise gained through this work will lead to better models 
of polymers under stress and could potentially lead to 
more reliable models of polymer aging, both of which 
have strong tie-ins to other missions of the lab. 

We also expect that this research will lead to the 
development of GFP-based molecular force sensors. For 
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example, it is known that GFP unfolding forces are strongly 
dependent on the direction that the force is applied with 
respect to the GFP β-barrel. We anticipate that engineered 
GFP mutants with force handles located at different points 
on the β-barrel can be designed to lose their fluorescence 
at different pulling forces.   In this way, one could create 
sets of GFP-based ‘in vivo’ sensors that can report on the 
intensity of a force at the single molecule level by means 
of their intrinsic fluorescence. Such ‘in vivo’ sensors will be 
invaluable for improving our understanding of force-medi-
ated intracellular processes.  An important example of this 
is mitosis and cytokinesis – the separation chromosomal 
material between daughter cells during cell division. 

Fundamentally, this research aims to improve our under-
standing of protein folding and unfolding as well as protein 
function. Proteins are machines that operate at nanometer 
length scales. Proteins and protein-protein interactions are 
the prime working examples of nanotechnology in nature. 
A better understanding of the mechanisms of protein 
folding/unfolding and function will certainly accelerate the 
development of man-made, bio-inspired nanotechnologies 
as well as biotechnology. In a manner similar to the micro-
electronics revolution of the latter half of the 20th century, 
such technologies will likely be the ‘engines’ that drive the 
economy of the 21st century.  As such, it is crucial that the 
United States maintain a technological lead in these areas.

Scientific Approach and Accomplishments

Combined Single-Molecule Force and Fluorescence 
Spectroscopy

A conceptual setup for combined single-molecule force 
and fluorescence experiments is shown in Figure 1a. 
Atomic Force Microscopy (AFM) has the sensitivity to 
measure force down to ~10 pN (1pN = 10-12 Newtons). 
This magnitude of force is approximately a thousand times 
larger than forces due to thermal agitation (Brownian 
motion) and approximately a hundred times smaller than 
the force required to rupture a covalent bond. Proteins 
mechanically unfold at forces of the order of 100 pN. 
Deflection, ∆, of the AFM probe cantilever is monitored 
using the red laser and split photodiode. Force applied by 
the AFM probe is proportional to the cantilever deflec-
tion, ∆, through the cantilever spring constant. Protein 
fluorescence is excited with the blue laser.  Fluorescence 
emission is collected through the transparent substrate 
using a high-numerical aperture microscope objective 
lens. A single-photon counting detector is used to monitor 
the fluorescence emission of the tethered protein during 
AFM pulling. Our setup, shown in Figure 1b, is based on a 
commercial atomic force microscope designed to sit on top 

of an inverted optical microscope. We modified the optical 
microscope for ultrasensitive, sample-scanned, confocal 
fluorescence imaging by addition of a piezoelectric sample 
scanning stage, laser excitation and a pair of single-photon 
avalanche photodiode (APD) detectors.  The outputs of 
these detectors are processed by time-correlated single-
photon counting (TCSPC) electronics for high (single-
photon) detection sensitivity and sub-nanosecond single-
photon timing resolution. When used in combination 
with pulsed laser excitation, TCSPC detection permits the 
measurement of single-molecule fluorescence lifetimes 
and can be used to discriminate against background due to 
prompt, scattered excitation laser light. A demonstration of 
the atomic force and fluorescence imaging capabilities of 
this setup is shown in Figure 2.  

a b

Figure 1. (a) Conceptual approach to combined single-molecule 
force and fluorescence microscopy. (b) Setup for combined force 
and fluorescence microscopy.

Figure 2. A pair of spatially-registered AFM height and fluores-
cence images of double-stranded, circular DNA (pKLAC1, 9091 
bp) stained with the fluorescent bisintercalator YOYO-1 on mica. 
(left) AFM height image of four DNA fragments on mica. The 
measured height of the DNA above the mica in this image was ~1 
nanometer. (right) Fluorescence image of the same region. The 
diffraction-limited resolution of the fluorescence image prevents 
one from determining the topology of the DNA fragment (i.e. 
circular versus linear). In the AFM image the circular conforma-
tions of the three fragments that are completely contained in the 
image are readily apparent.
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Engineered Fluorescent Protein Constructs for Single-
Molecule Force and Fluorescence Experiments

The model system we have chosen for these studies is 
Green Fluorescent Protein (GFP). The structure of a GFP 
mutant (super-folder GFP, sfGFP) with enhanced folding 
stability is shown in Figure 3a. The GFP chromophore is 
formed auto-catalytically from three amino acid peptides. 
In GFP’s native (folded) state the chromophore is rigidly 
enclosed inside an eleven-strand β-barrel that protects it 
from the external environment and renders it intensely 
fluorescent. If GFP is chemically or thermally denatured 
(unfolded), fluorescence is lost, but is recovered by refold-
ing the protein.  

 

Titin

H. Dietz, M. Rief, PNAS,101 16192 (2004)

 (Ig27) 
~90 amino acids 

sfGFP
~240 amino acids 

a b c

Figure 3. Structures of a titin (Ig27) subunit (a) and the the super-
folder GFP protein (b). Schematic view of the sfGFP-titin construct 
tethered between a substrate and an AFM tip (c).

Following earlier work of Dietz and Rief [3] we have engi-
neered a sfGFP-titin construct that is essentially a sfGFP  
sandwiched between a pair of polypeptides each consist-
ing of four C-N terminal linked human cardiac titin (Ig) 
modules. The structure of a titin module is shown in Figure 
3b. As shown schematically in Figure 3c this construct can 
be tethered between a substrate and an AFM probe tip.  
Here the titin modules serve two purposes: 1) as internal 
controls for the detection of single-molecule unfolding 
events and, 2) as spacers to reduce quenching of GFP 
fluorescence by the gold-coated AFM tip and substrate. We 
have also engineered a second protein construct (sfGFP-
ddFLN) using ddFLN modules instead of the titin spacers.  
The ddFLN1-5 modules serve a similar function as the titin 
modules in the first construct, but have lower rupture 
forces, comparable to that of sfGFP and approximately 
half that of the titin modules. The lower rupture force of 
the ddFLN modules increases the likelihood of observ-
ing the rupture of the sfGFP later in the force-extension 
curve after non-specific tip-surface interactions have been 
resolved (tip-substrate separations > ~50 nm). 

Mechanical Unfolding of sfGFP-titin

We have performed single-molecule force-extension 
(pulling) measurements on titin (Ig27)8 and sfGFP-titin 
polypeptides bound to gold-coated substrates.  The left 
panel of Figure 4 schematically illustrates the interaction 
between the AFM tip and the tethered polypeptide during 
a force-extension measurement.  The right panel of Figure 
4 shows a force-extension curve obtained during the 
mechanical unfolding of a single sfGFP-titin polypeptide. 
The unfolding of the sfGFP module is identified in the 
force-extension curve based on the characteristic contour 
length increase (∆L = 77 nm) of the polypeptide upon 
unfolding of the sfGFP β-barrel. The unfolding forces and 
contour length increases we measure for this construct are 
in good agreement with those reported by Dietz and Rief 
for a Cycle 3-GFP variant sandwiched between a pair of 
titin 4-mers [3].

Figure 4. Left: Approach and retraction force curves recorded 
during the acquisition and unfolding of titin (Ig27)8 polypeptides 
immobilized on a gold-coated substrate. Insets show schemati-
cally the interaction between the AFM probe tip and a polypep-
tide tethered to the substrate at different points along the force 
curves. Right: Force-extension curve measured during the unfold-
ing of a single sfGFP-titin polypeptide immobilized on a gold-
coated substrate. Solid black, green and blue curves are WLC fits 
to entropic extension regions of the data. Blue curves follow the 
unfolding of individual titin domains, the green curve follows the 
unfolding of the sfGFP domain.  

Localization of Individual Fluorescent Polypeptides for 
Combined Single-Molecule Force and Fluorescence 
Measurements

In contrast to our preliminary force-extension measure-
ments on high protein coverage substrates, outlined 
above, our simultaneous single-molecule force and fluo-
rescence experiments will be performed at extremely low 
protein coverage to eliminate fluorescence background 
from fluorescent proteins that are not tethered to the AFM 
tip. Typically, pulling experiments done at high protein 
coverage are “blind” fishing expeditions in that no effort 
is made to target a particular surface-immobilized protein 
with the AFM tip. To work at the low coverage needed 
for our experiments requires that the protein molecule of 
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interest be targeted by the AFM tip.  We are taking two 
approaches to this problem. The first relies on localization 
of the protein on the substrate by fluorescence imaging. 
The second involves AFM imaging to localize individual, 
isolated protein molecules on substrate. 

To date, we have used fluorescence imaging to localize 
single sfGFP-titin constructs bound to individual lumines-
cent quantum dots (QDs) immobilized on glass substrates. 
Due to the limited photostability of GFP, we use QDs to 
label the sfGFP-titin to eliminate the need to excite the 
GFP fluorescence during localization. The next step is to 
demonstrate that we can perform single-molecule force-
extension measurements on sfGFP-titin bound to QDs.  

We are also pursuing AFM detection of the surface-immo-
bilized sfGFP construct. We intend to use the sfGFP-ddFLN 
construct for these experiments.  
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Abstract

The goal of this research project was to demonstrate 
control of the properties of energetic materials via 
systematic and reproducible tailoring of the material 
structure at the micron and submicron level.  This was 
accomplished by producing nanoscale structures in 
“oxidizer” materials and filling them with aluminum 
“fuel” to produce composite energetic materials.  The 
research proceeded in three phases:  developing 
techniques to fabricate the oxidizer structures, filling 
the resulting structures with aluminum, and testing the 
energetic properties of the finished composite materi-
als.  The project was successful in producing sub-micron 
(50-500 nm) structures of nitrocellulose, Teflon, and 
copper oxide.  In addition, Teflon nanostructures were 
filled with aluminum to produce a composite energetic 
material.  A microheating apparatus was constructed 
to minimize energy loss while testing the energetic 
properties of the structures. The project achieved its 
primary goal, to produce submicron-scale composite 
energetic materials, and made significant progress 
toward measuring their properties.  

Background and Research Objectives

Energetic materials (EM) are critical for many military 
and civilian applications because they compactly store 
significant quantities of energy that can be quickly 
released. Familiar uses include gas production for safety 
devices such as air bags, light for flares, and propellants 
for firearms and rockets. Compared to other materi-
als, the energy storage densities of common energetic 
materials such as trinitrotoluene (TNT) are similar to 
petroleum fuels (roughly 50 to 1000 times better than 
electrical storage devices such as batteries) while the 
power densities for energetic materials are generally 
many orders of magnitude greater than available with 
either fuels or batteries. Although energetic materials 
offer many advantages in terms of energy and power 
storage, their application can be significantly limited 
by problems associated with controlling their power 

Nanoscale Textured Composite Energetic Materials
Steven Joseph Buelow
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output and by safety concerns due to sensitivity of the 
materials to shock, spark, and heat.

Currently, the options to solve these problems are 
limited. Solutions most often involve the synthesis of 
new energetic molecules and/or the development of 
new formulations. Over many years, experiments have 
empirically shown that the morphology (composition, 
particle size, and density) of energetic materials on the 
sub-micron scale can significantly affect initiation and 
propagation processes [1]. Additionally, experiments 
at Los Alamos National Lab examining a model nitro-
organic compound, polyvinyl nitrate (PVN), indicate 
that energy transfer processes for initiating reactions 
occur over similar lengths [2]. These results suggest 
that controlling the composition and morphology of 
an energetic material on the sub-micron scale could 
allow tuning of the rate of energy release and material 
sensitivity. Although this strategy for control has long 
been proposed, only recently have the technology tools 
become available for systematically and reproducibly 
controlling the structure of energetic materials on this 
dimension scale.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project produced results relevant to LANL capabili-
ties in Weapons, Threat Reduction, Materials Science, 
and Chemistry.  Many research groups are currently 
exploring the production and mixing of nanoparticle 
fuels such as aluminum with nanoparticle oxidizers such 
as molybdenum oxide [3]. Other efforts are examining 
the production of monomolecular nanoparticles mixed 
with low energy binders [4]. Our project is unique. We 
have developed the tools to reproducibly fabricate well-
defined sub-micron composite energetic structures.  By 
demonstrating that these materials can be fabricated in 
a controlled, reproducible way, we have introduced new 
opportunities for examining sub-micron scale reaction 
dynamics and raised the possibility of constructing 
nearly invisible “explosives on a chip.”  In addition, the 
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nanofabrication techniques developed in this project can 
be applied to other materials to produce a variety of nano-
scale devices to further other areas of research at LANL. 

Scientific Approach and Accomplishments

The research efforts of this project were directed in four 
areas:

Construction of a thin-film deposition chamber• 

Development of nanoscale energetic material fabrica-• 
tion technology

Nanoscale feature filling to produce composite ener-• 
getic structures

Construction of a microheater testing apparatus• 

The work for this project was performed by a team of LANL 
staff, technicians, postdoctoral fellows, and students.  The 
team members were Frank Archuleta, Steven Buelow, 
Mark Hoffbauer, Satish Kasarla, Chandra Savage Marsden, 
Christopher Martinez, Rhonda McInroy, Jason Stairs, 
and Todd Williamson.  The following is a summary of the 
results of the research in each of these areas.  In addition 
to the research accomplishments, the results achieved in 
this project have been used as the basis for a proposal to 
the Defense Threat Reduction Agency (DTRA) to continue 
development and testing of these new materials and 
concepts.

Construction of a thin-film deposition chamber

In order to deposit thin metal layers required in various 
stages of this project, we constructed a high-vacuum 
chamber (base pressure ~ 5 x 108 Torr) equipped with 
four magnetron sputtering heads.  One sputter source is 
powered by a DC power supply and includes high-strength 
magnets for depositing magnetic metals.  The other three 
can use either DC power to sputter metals or an RF gen-
erator for non-conducting materials such as ceramics or 
piezoelectrics.  The system includes a load-lock chamber 
and sample manipulation system to introduce samples 
without exposing the main chamber to the atmosphere, 
which keeps oxygen and other contaminants away from 
sensitive sample materials.  Diagnostic equipment includ-
ing a residual-gas analyzer is used to constantly monitor 
the system’s status, and a deposition controller allows 
the film thickness and deposition rate to be monitored or 
controlled.  To date, the system has been used to produce 
high-quality sputtered films of chromel, alumel, stain-
less steel, aluminum, chromium, copper, niobium, and 
aluminum oxide (Al2O3).

Development of nanoscale energetic material fabrication 
technology

The nanoscale texturing process relies on the ENABLE 
(Energetic Neutral Atom Beam Lithography & Epitaxy) 
technique [5], which utilizes a collimated beam of neutral 
oxygen atoms to etch polymeric (organic) material via non-
thermal surface reactions.  ENABLE is a room-temperature 
process that is critical for avoiding thermal degradation in 
delicate materials like nitrocellulose. The ENABLE system 
won a prestigious 2006 R & D 100 award as one of the 
most significant new technologies of the year.  Initial tests 
with micron-scale proximity masks demonstrated that 
ENABLE can effectively produce structures in nitrocellu-
lose and TeflonAF (a spin-coatable form of PTFE) thin films.  
These polymers etch readily, at rates on the order of 100 
nm/min.  Producing nanoscale features, however, requires 
more sophisticated masking techniques, since ENABLE 
mask layers must maintain their integrity upon exposure to 
the O-atom beam.  In this project, we used electron-beam 
(e-beam) lithography to produce nanoscale masks for 
ENABLE etching, as illustrated in Figure 1.  

The e-beam lithography was performed at LANL using an 
electron microscope equipped with an e-beam lithography 
system that uses either positive or negative e-beam resists 
to produce feature sizes of <50 nm.  Initially, the energetic 
polymer is spin-coated onto a substrate, typically glass 
or silicon, to form one to two micron thick films.  Then, a 
negative e-beam resist (Fox 12) is applied with a thickness 
of ~100 nm.  Upon exposure to the electron beam, the 
polymer chains of the resist cross-link.  When the sample 
is chemically “developed”, silicon dioxide (SiO2) patterns 
are left where the e-beam writing was performed.  The 
resulting SiO2 nanostructures are coated with a thin layer 
of gold, and the SiO2 is then lifted off, leaving channels 

Figure 1. Illustration of the nanoscale patterning process.  The 
e-beam written structures are transferred into a polymer 
material (oxidizer) that is then filled with a metal (fuel) forming 
the nanocomposite energetic material.
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in the gold layer.  Finally, the structure is exposed to the 
ENABLE O-atom beam with a kinetic energy of ~2.5 eV, 
etching away exposed areas of the polymer and leaving 
free-standing polymer nanostructures.  With this process, 
we have produced 50-100 nm structures in both PTFE and 
nitrocellulose, an example of which is shown in Figure 2.

Figure 2. SEM image of 100 nm channels in nitrocellulose, spaced 
500 nm apart.  Channel width and spacing can be widely varied, 
limited only by the resolution of the e-beam.

Figure 3. X-ray photoelectron spectra of thin-film copper (top 
spectrum) and copper oxidized by the ENABLE beam (bottom), 
showing complete oxidation of the Cu film.

With the ENABLE system able to produce both nanoscale 
structures in polymeric material and directly oxidize 
metals, it is possible to produce metal oxide nanostruc-
tures.  If filled with aluminum, these would be essentially 
“structured nanothermites.”  Recently, mixtures of copper 
oxide and aluminum nanoparticles have gained attention 
for their fast reaction propagation speeds [6].  Producing 
nanostructured metal oxides employs the same techniques 
as the polymer nanostructures.  First, a polymer template 
is produced via e-beam lithography.   Using the sputter 

deposition chamber, metal is deposited into the voids of 
the polymer.   The entire assembly is then exposed to the 
O-atom beam, where the polymer burns away and the 
metal oxidizes, leaving metal oxide structures.  In order 
to demonstrate the feasibility of this procedure, we have 
fabricated 100-micron squares consisting of CuO strips 
400 nm wide, spaced 100 nm apart.  Further research is 
needed into filling these structures with aluminum and 
testing their explosive properties, but this work has shown 
that ENABLE can be a simple, straightforward technique for 
producing nanopatterned metal oxides.

Nanoscale feature filling to produce composite energetic 
structures

The final step in producing nanocomposite energetic mate-
rials involves depositing aluminum metal into the oxidizer 
(either polymer or metal oxide) structures.  This step 
would appear to be a simple task, but like many nanoscale 
phenomena, unexpected effects are sometimes observed.  
After successfully etching 100-nm lines into nitrocellulose 

and PTFE films deposited on glass substrates, the samples 
were coated with aluminum using the sputter deposition 
chamber.  The metal coating was stopped at approximately 
20% of the polymer thickness, in order to ensure that the 
metal would be deposited into the bottom of the channels.  
However, upon examination with a Scanning Electron 
Microscope (SEM), the lines were raised, as though the 
metal had piled up over the top of the channels, and the 
underlying nanoscale channels were not filled.  As a test, 
nitrocellulose and Teflon films were prepared on conduct-
ing (doped) silicon substrates, etched and filled as before.  
This time, the nitrocellulose sample appeared the same 
but the Teflon sample appeared to have successfully filled 
the nanoscale channels.  Examination by Atomic Force 
Microscopy (AFM) confirmed that the lines were lower 
than the surrounding areas, indicating that the aluminum 
was able to fill in the channels.  Figure 4 shows the unfilled 
nitrocellulose channels (SEM image) and the filled Teflon 
sample (AFM image).  It is not completely clear as to 
what is affecting the filling process, although electrostatic 
interactions are suspected.  Sputtering occurs in a highly 
energetic environment involving numerous positively and 
negatively charged species. Sputter deposition could result 
in differential surface charging of the polymer nanostruc-
tures and substrate surfaces that could repel the sputtered 
Al ions and prevent them from being deposited into the 
nanostructures. This assertion is supported by the fact that 
when the polymers were deposited on non-conductive 
glass substrates, it was not possible fill the channels.  
Even though doped silicon substrates are conductive, the 
nitrocellulose could not be filled.  In this case, it is possible 
that the dipolar nitro (-NO3) groups enhance surface 
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charging, which serves to efficiently repel the aluminum 
atoms, forcing them to pile up on the edges of the nano-
scale channels.  In contrast, the chemically inert –CF3 and 
–CF2 groups in PTFE would not interact with the aluminum 
atoms and may impede surface charging, thereby allowing 
the nanoscale channels to be filled.  These results are an 
interesting example of how forces that are negligible in 
bulk materials may be important on the sub-micron scale. 
Clearly it would be worthwhile to further investigate these 
effects.

Figure 4. Results for filling nanoscale channels with Al metal.  The 
SEM image (left) shows the Al overcoating the channels, while 
the AFM image (right) confirms Al metal successfully deposited 
into the channels.

Construction of a microheater testing apparatus

The final phase of the project was to measure the 
energetic properties of fabricated nanostructures.  An 
important aspect of controlling reaction propagation in 
energetic materials is the ability to add thermal energy 
to the system.  In this phase of the project, we produced 
thin-film micro-heating assemblies to observe reaction 
propagation as a function of temperature.  Although the 
idea of thin-film thermocouples is not new [7], we needed 
to design a microscale thin-film system with a thermo-
couple and integrated heating wire such that the energetic 
nanostructures could be deposited on top of the assembly.  
The assemblies are produced in several steps using the 
sputter chamber and proximity masks.  First, a 200 nm 
thick chromel heater wire is deposited, followed by a 
300-nm insulating layer of Al2O3.  Then, 200 nm chromel 
and alumel wires were deposited using proximity masks to 
form a type K thermocouple junction.  The entire assembly, 
shown in Figure 5 (all dimensions in inches), occupies only 
0.0625 square inches.  Since the structures are so small, 
the deposition process results in several assemblies on a 1” 
wafer, as shown in Figure 5 (right). The availability of four 
sputter heads means that all the materials necessary to 
fabricate the microheaters are simultaneously present in 
the chamber, eliminating the need for venting the chamber 
to change targets.  Thus, all of the fabrication steps to 

produce one set of microheaters can be completed in a 
day.  

Figure 5. Diagram and photograph of the thin film microheater 
assemblies.  The left side illustrates the basic parts of the 
assembly, and the right side is a microscope picture of a com-
pleted assembly.

We have also constructed an apparatus designed to heat 
the samples and observe the reactions before, during, 
and after initiation.  The sample wafer, containing several 
heater/energetic material stacks, is mounted on an XY 
translation stage within a small vacuum chamber.  Contact 
is made with the heater and thermocouple layers via small 
pins, allowing the sample to be heated while the tempera-
ture is carefully monitored.  Once the desired tempera-
ture is reached, the reaction can be initiated with a laser 
pulse.  The entire process is monitored via a CCD camera 
that can record video as well as still photographs.  Using 
this system, the thin-film heaters have been operated 
successfully without the energetic structures, using both 
direct and pulsed heating.  The thermocouples behave as 
expected, yielding measured temperature changes from 
heater pulses as short as 10 ms. However, calibration of 
the thermocouple voltage has been problematic.  Initial 
measurements showed a voltage increase of 0.5 mV for 
a temperature increase of 10°C, which is approximately 
the same value as that of a standard type K thermo-
couple.  However, the highest temperature measured in 
pulsed heating tests was 52°C, above which the heater 
wire burned through all the layers and shorted out the 
assembly.  It seems unlikely that a 30°C rise in tempera-
ture would be enough to melt the heater wire, but more 
investigation in this area is needed to determine the cause 
of the problems with the assemblies. 
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Abstract

This project focused on developing visualization as a 
tool to address electronic, charge and spin inhomo-
geneity in strongly correlated systems. Primarily, we 
focused on materials from the Ce-115 family (CeCoIn5 
and CeRhIn5). These materials have been characterized 
using a variety of experimental techniques. Character-
ization often deals with the multidimensional space 
of parameters like temperature, pressure, and applied 
magnetic field. The results found for Ce-115 materials 
are complicated and require new tools, like 3D visual-
ization to better understand the underlying physics. In 
order to demonstrate the strengths of the newly devel-
oped stereo visualization capability at CINT, we also 
investigated structural properties of foams and nano-
structured particles. By developing this unique scientific 
visualization capability at the CINT gateway at Los 
Alamos, scientists have now open access to advanced 
active stereo three-dimensional visualization tools. 

Background and Research Objectives

We developed 3D visualization as an enabling com-
ponent of new characterization techniques for the 
strongly correlated Ce-115 materials, as well as other 
bulk and nano materials. The objective was to demon-
strate the usefulness of 3D visualization for data explo-
ration and analysis.  For that purpose, we created a 
visualization laboratory at CINT with commercially avail-
able hardware and open-source software. It became 
the first visualization laboratory in the unsecure area 
open to both CINT and LANL users. To develop this 
visualization tool we used available experimental and 
theoretical datasets from our collaborators for proof-of-
principle demonstrations. By bringing visualization tools 
and a stereo visualization laboratory in close proxim-
ity to scientists, we hope to empower the individual 
researcher in materials science and nanoscience with 
unprecedented capabilities to explore complex or 
multi-dimensional scientific datasets. 

Visualization Applied to Electronic Properties of Novel Superconductors
Alexander V Balatsky
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In nanoscience, materials science and condensed 
matter physics researchers are more and more often 
overwhelmed by the amount or complexity of data 
produced in table-top experiments or numerical 
computations. Visualization enhances our ability to see 
unexpected patterns and correlations in measurements 
and simulations. The lack of proper visualization can 
be responsible for our failure to understand the true 
meaning of our data. This becomes especially impor-
tant when dealing with a large parameter space of 
unknowns in experiment or theory, or when quantifying 
differences between datasets and images.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This work allows better understanding of physics and 
chemistry in actinide-based, heavy-fermion materials 
and in high-temperature superconductors, as well as 
in foams, high-energetic explosives, and nanostruc-
tured particles. Better knowledge of these materials 
falls within the grand challenges of actinide research 
and high-temperature superconductivity as well as 
fundamental understanding of materials.  Creation of a 
visualization capability in the open area gives uncleared  
LANL employees and CINT users unprecedented access 
to top of the line visualization techniques and methods 
for new ways of exploring complex or large datasets.

Scientific Approach and Accomplishments

We set up a state-of-the-art stereo visualization labora-
tory at the CINT gateway at Los Alamos and developed 
visualization capabilities, which were successfully 
applied to five scientifically distinct problem sets: (1) 
compressed foams, (2) scanning tunneling spectroscopy 
of high-temperature superconductors, (3) multi-dimen-
sional phase diagrams of Ce-115 materials, (4) nuclear 
magnetic resonance spectroscopy of Ce-115 materials, 
and (5) depth map and image analysis of SEM datasets 
of nanostructured particles. Below follows a description 
of our accomplishments for each of these tasks.
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Study of structural and elastic properties of compressed 
foams

We started this project by creating stereo visualizations 
of the structural and elastic properties of a compressed 
foam pad simulation by Dr. Scott Bardenhagen (T-14/T-1). 
The intricate three-dimensional topology of real foams 
superimposed with simulated components of the stress 
tensor provides an excellent testbed for advanced stereo 
visualization. The time evolution of a foam pad during its 
compression is best studied with 3D visualization tools. 
Although any physical property can be calculated in a 
numerical simulation, it is extremely difficult to “see” what 
is happing inside the foam during compression. From these 
visualizations we learned that large bubbles and voids in 
foams collapse first, while smaller voids are more stable 
and survive up to much higher pressures. This physical 
behavior leads to an extremely complex spatio-temporal 
response of foam to external pressures that only materials 
specific calculations can capture and 3D visualization can 
faithfully represent. In the future, we hope to compare 
simulation studies with real-time experiments.

Scanning tunneling microscopy and spectroscopy of high-
temperature copper-oxide superconductors 

In collaboration with the Cornell STM (scanning tunneling 
microscopy) group of Dr. J.C. Davis, we imaged inelastic 
scattering processes at the scale of 2-5 nm in supercon-
ducting materials with a transition temperature of 76 K. 
We found that the copper-oxide material Bi

2Sr2CaCu2O8 
exhibits nanoscale inhomogeneities that correlate with the 
nanoscale variation of the superconducting gap or strength 
of the Cooper pairs in the tunneling density of states.  This 
observation opens up new possibilities for the interpreta-
tion of the possible mechanisms for high-temperature 
superconductivity. The observed nanoscale inhomogeneity 
in the tunneling density of states and in inelastic scatter-
ing modes were cross-correlated and indicate the impor-
tance of the inelastic electron scattering process in high-
temperature superconductors. Figure 1 shows processed 
data from an STM experiment performed in real space (x-y 
coordinates) of Bi2Sr2CaCu2O8 with a transition temperature 
of Tc=76 K. The image shown in figure 1 is the correspond-
ing 3D map of the inelastic mode Ω, which provides a 
visualization of the putative pairing glue of Cooper pairs. 
The measured inelastic mode is Fourier-transformed and 
plotted as a function of the two-dimensional momentum 
space coordinates (kx, ky). The dispersion or Ω-map is 
recorded as function of energy, that means the external 
voltage (V) bias between tunneling tip and sample, which 
is plotted along the vertical axis.  The intensity of the color 
plot is a measure of the strength of the second derivative 
of the tunneling current with respect to voltage. Surpris-

ingly, the dispersion does not extend to the zone boundar-
ies, but rather is located around the center of the Brillouin 
zone.

Figure 1. Processed inelastic tunneling data of the high-temper-
ature copper-oxide superconductor Bi2Sr2CaCu2O8. The funnel 
shaped object in the center of the image shows the dispersion of 
the inelastic mode Omega colored by intensity. The dispersion is 
located around the center of the Brillouin zone. The spikes at the 
four corners are the Bragg peaks of the underlying crystal struc-
ture. The inelastic tunneling signal was acquired over the field 
of view in x-y real space (48 nm x 48 nm) as a function of bias 
voltage V (here Z axis). In a second step, the real-space coordi-
nates (x,y) were Fourier transformed to momentum coordinates 
(kx,ky) to obtain the energy dispersion of the inelastic mode 
Omega. This mode is due to inelastic scattering of electrons. The 
coordinates shown in the X-Y plane are momenta kx-ky and the 
vertical dimension is the mode Omega(kx, ky) shown between 
30-80 meV. The image is color coded by the intensity of the mode 
Omega, that means, by the second derivative of the tunneling 
current I with respect to bias voltage V. 

The phase diagram of heavy-fermion superconductor 
CeRhIn5

In collaboration with Dr. Tuson Park and Dr. Joe Thompson 
at MPA-10, we visualized the phase diagram of the heavy-
fermion superconductor CeRhIn5. CeRhIn5 phase transi-
tions have been studied before using only 2D plots.  Here, 
by using the newly developed visualization capabilities 
the scant experimental set of phase transition data points 
were combined into a single 3D visual model. This model 
allowed us to explore interactively the phase diagram with 
its unique phase boundaries.   We interpolated the experi-
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mental datasets to create smooth and continuous surface 
boundaries consistent with the laws of thermodynamics 
and theories of quantum phase transitions. The great 
advantage of studying these phenomena in CeRhIn5 lies in 
the facile tunability and accessibility of external param-
eters like pressure, magnetic field and chemical doping. In 
Figure 2 we show a comparative visualization of the phase 
diagram as function of the temperature T (K= Kelvin), 
pressure P (GPa=Gigapascal) and magnetic field B (T=Tesla). 

Figure 2. Comparative phase diagrams for CeRhIn5. The phase 
transition surfaces are bounded at z=0, that means zero 
magnetic field, by a plane colored by resistivity (micro-Ohm-cm) 
versus pressure and temperature. The origin is in the bottom left 
hand corner of each image.  The image series progresses from 
left to right and top to bottom and shows various outputs of 
the clip visualization operation that removes data from a (clip) 
plane.  As the clip plane moves through the volume of the phase 
diagram, one can see how the superconducting (pink) and anti-
ferromagnetic (gray) phase boundaries intersect as the external 
magnetic field increases in steps of 1.1 T.  

N stands for “normal phase”, AFM for “antiferromagnetic” 
phase, and “SC” for superconducting phase. The color bar 
gives the zero-field resistivity (in units of micro-Ohm-cm) 
that goes to zero as the SC region is approached and drops 
significantly in the AFM region, indicative of the opening of 
a gap. The cubic and spherical points are the experimen-
tally measured data points extracted from the jumps in the 
specific heat, and the surfaces were created using interpo-
lation for drawing polygons. The “gray surface” separates 
the AFM phase from the N phase at high temperatures. 
The pink surface surrounds the SC region at lower temper-
atures. The (gray) AFM phase boundary penetrates into the 
(pink) SC phase boundary, which is typical for competing 
orders. However, the common region between the AFM 
and SC boundaries, inside the pink dome, defines the coex-
istence region of the AFM and SC phases.  We also see that 
the AFM transition temperature decreases with pressure. 
At T=0 K, the system undergoes a transition as a function 
of pressure which characterizes the quantum critical region 

and is thought to be responsible for the anomalous normal 
state properties. Follow-up measurements are necessary 
to delineate further the low-field and high-temperature 
phase boundaries of the AFM and SC phases.

Indium-NMR spectroscopy of nano-sized droplets in the 
heavy fermion system CoCoIn5

In collaboration with Dr. Nicholas Curro (UC Davis) and Dr. 
Ricardo Urbano (MPA-10), we studied the fundamental 
interactions and ordering phases in the strongly-correlated  
heavy-fermion system CeCoIn5 doped with cadmium 
by using advanced visualization approaches to multi-
dimensional NMR spectra.  Standard analysis methods of 
NMR experiments, which integrate out most of the multi-
dimensional information of the NMR spectrum, reveal the 
existence of antiferromagnetic and superconducting order 
in CeCoIn5, when doped with a few percent of cadmium. 
For the first time, we applied advanced 3D visualization 
methods to the NMR spectrum of a strongly-correlated 
electron system. We used the open-source software tool 
ParaView to visualize and explore the real and imaginary 
parts of the measured NMR magnetization as a function 
of temperature, echo frequency and recovery time. Figure 
3 shows the spectral function of CeCoIn5 doped with one 
percent of cadmium (Cd), which substitutes for indium (In). 

Figure 3. We used ParaView to create a combined 3D visualiza-
tion and 2D plot that present the magnetization distribution 
in an NMR experiment for CeCoIn5 doped with 1% Cd. The 3D 
window shows a collection of 3D contours of magnetization in 
arbitrary units [-0.9 (blue), -0.315, 0.27 (green), 0.855 (orange) 
and 1.44]. The X axis is the normalized NMR frequency, the Y 
axis is the natural logarithm of the recovery time tau (in units of 
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micro-seconds), and the Z axis is temperature (in units of Kelvin). 
The plot window below shows the normalized magnetization 
as a function of log(tau) at fixed temperature (T=2.8 K) and at 
zero NMR frequency sampling along the probe line shown as a 
vertical green line, to the left, in the 3D view.  

The obtained result is much more complex than was antici-
pated. We can clearly identify the precursor of long-range 
antiferromagnetic order (green contour) as a function of 
temperature long before its onset (sharp signature in the 
right orange contour) at 2.8 K. The precursor anomaly 
extends up to nearly 40 K. Surprisingly, we were able to 
identify one additional feature in the spectrum at around 
2.1 K (middle orange contour) before superconductivity 
onsets at 1.8 K (left orange contour). Follow-up studies 
are underway to determine the nature of the spectral 
signature at 2.1 K as a function of temperature and doping. 
This newly discovered spectral feature may be due to an 
inhomogeneous distribution of nanoscale-sized droplets 
of cadmium clusters, or to an unequal occupation of 
cadmium on non-equivalent lattice sites of indium, or to 
the onset of a second antiferromagnetic ordering phase 
with a uniquely different nesting wave vector connect-
ing different regions of electrons on the complex Fermi 
surfaces of CeCoIn5. At the moment all these possibilities 
are being explored further. Visualization has enabled us 
to see the full content of the NMR spectrum and allowed 
us to explore in more detail the consequences of the 
possible formation of nano-sized cadmium droplets in the 
bulk of the heavy-fermion system CeCoIn5 when doped 
with cadmium. There is mounting evidence from XAFS 
that cadmium is neither randomly nor uniformly substitut-
ing for indium and more research is required now that 
we know where to look for its signatures in the NMR 
spectrum.

Depth map analysis with scanning electron microscopy 

Scanning electron microscopy (SEM) is a standard imaging 
tool all the way down to the micro- and nanometer scale 
for objects with a conducting surface. Nowadays, SEM 
images can be collected relatively fast and inexpensively 
compared to other scanning probes. Thus making it 
an ideal tool for pre-screening or quality assurance of 
samples. Unfortunately, standard SEM machines take only 
one image at a fixed viewing angle to measure lateral 
dimensions, which is not sufficient to provide depth infor-
mation. In collaboration with Dr. Elshan Akhadov at Sandia 
National Laboratory and GRA summer student Nathan 
Brown from Case Western Reserve Universtiy, we devel-
oped an efficient approach to extract depth or height infor-
mation from a stereo-pair of SEM images. Depth analysis, 
also known as stereogrammetry, in combination with SEM 

has a long tradition, but was limited to either custom-
designed machines or slow depth analysis software.  We 
used a conventional SEM apparatus available at CINT with 
a rotational sample holder that allows taking images at 
a minimum of two different viewing angles needed for 
stereo-pair images. We then performed a depth analysis of 
the stereo-pair images with a normalized cross-correlation 
function analyzer programmed on a workstation with a 
graphics processing unit  (GPU) featuring 128 processing 
elements. Compared to running the same algorithm on a 
single workstation, we saw roughly a 100 times speed-up. 
Now we can analyze stereo-pair images almost in real-time 
within roughly one minute. We found that the limiting 
factor in speed-up for image analysis is the memory size 
of the GPU and its registers. Figure 4 shows the processed 
final result of a depth map for a silver particle with sub-
micro-meter resolution. The false color code represents 
the depth or height information of the micro-meter-sized 
particle. Figure 5 shows a typical probe line across the 3D 
image from left to right demonstrating the achieved quan-
titative height resolution. Resolution limits are due to the 
electron beam geometry, angle stepping accuracy and pixel 
resolution of the SEM images. The custom-design of nano-
structured silver particles is of great technological interest 
for developing better surface-enhanced Raman scattering 
(SERS) techniques, which enable the measurement of the 
vibrational spectrum of molecules, or the fingerprint of 
a molecule, with nearly one million times higher signal 
to noise ratio compared to conventional Raman scatter-
ing techniques. We demonstrated that 3D depth analysis 
of SEM images allows one to perform efficient and quick 
design tests of nanostructured particles.
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Figure 4. Reconstructed 3D image of a micro-meter-sized nano-
structured silver particle with color-coded height information 
using the visualization package VisIt. The height information is 
superimposed onto the 2D SEM image.

Figure 5. A typical probe line across the nanostructured silver 
particle with sub-micro-meter resolution of the particle’s height.
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Abstract

We have examined a new class of ligands (viz., bitetra-
zole derived ligands) for advanced lanthanide/actinide 
separations chemistry. Like pyridyl-derived molecules, 
bitetrazoles are polydentate high-nitrogen content 
ligands; however, bitetrazoles are water soluble, and 
are relatively inexpensive and simple to prepare on 
large scales.  This report details our efforts from January 
2008 through September 2008.  To date, we have 
prepared and characterized several new lanthanide 
complexes of bitetrazole derived ligands and examined 
their separations properties by electronic structure 
theory calculations.  We have shown that these ligands 
form stable complexes with lanthanides and have 
good evidence to suggest that these new cost effective 
ligands will separate actinides from lanthanides.  

Background and Research Objectives

There has been a resurgent interest in actinide chem-
istry to support nuclear energy production [1].   If the 
U.S. nuclear energy footprint is to increase, as present 
trends indicate, improved methods for the treatment of 
spent nuclear fuel will have to be developed.  Indeed, 
the 2006 report by the US DOE Office of Basic Energy 
Sciences on Basic Research Needs for Advanced Nuclear 
Energy Systems identified the grand challenge of 
“Understanding and Designing New Molecular Systems 
to Gain Unprecedented Control of Chemical Selectivity 
during Processing”, and explicitly calls for advanced 
separations chemistries to be developed that utilize 
new and novel chemistry agents [2].  

After the PUREX or UREX+ processes to extract pluto-
nium and uranium, lanthanide fission products must 
be separated from minor actinides (Am, Cm).  This is 
an extremely difficult chemical problem, but a revolu-
tionary new approach utilizes polydentate soft donor 
ligands [3].  The ligands that have shown the most 
promise fall into two classes of polydentate high-
nitrogen content ligands, bis-triazinyl pyridine (BTP) and 
bis-triazinyl bipyridine (BTBP) as shown in Figure 1.   

New High-Nitrogen Polydentate Ligands for Actinide Separations
David Lewis Clark

20080717ER

Figure 1. BTP and BTBP polydentate ligands.

The use of BTP and BTBP has been shown to dramati-
cally improve separations of transplutonium elements 
(Am and Cm) from lanthanides (up to 107 enhance-
ments over malonamides).  Although these ligands 
could serve as strong extractants for actinides over 
lanthanides the disadvantages to their use include 
the high cost of synthesis, radiation stability, and lack 
of water solubility. The success of this new approach 
suggests that other high-nitrogen content polydentate 
ligands might display similar or even greater separations 
efficiency for lower cost and greater water solubility.  
For example, bitetrazole amine (BTA, Figure 2) has been 
shown to form N-bonded polydentate complexes with a 
variety of transition metals, including Fe, Cu, Ni, and Co 
[4].  Although similar in elemental composition to many 
high-nitrogen explosives, these compounds and their 
metal complexes are essentially failures in the explo-
sives arena.  We propose that because BTA is similar in 
structure to BTP and BTBP, BTA and its derivatives can 
be expected to serve as soft donor ligands to f-element 
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complexes, and may serve as strong extractants for lan-
thanides and actinides.  There are several  potential advan-
tages to the use of BTA relative to BTP and BTBP such as 
the low cost and relatively simple large-scale preparation 
of the neutral ligand, the ability to form a highly charged 
species in solution (see Figure 2, deprotonated form), and 
water solubility which in turn could improve the kinetics 
of metal complexation.  All together, these factors increase 
the attractiveness of BTA and similar derivatives over BTP 
and BTBP as actinide/lanthanide chelates and could lead 
to the development of new state-of-the-art techniques for 
advanced nuclear energy systems.

Figure 2. BTA and BT high nitrogen ligands.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

Revolutionary separation processes to partition actinides 
from lanthanides and other fission products could result 
from the fundamental knowledge developed through this 
work. They would lead to improved safety, economics, 
and proliferation resistance of future plants for partition-
ing spent nuclear fuel. This includes separation processes 
for the spent fuel produced by the fast reactor systems 
that are designed to fission the actinide inventory more 
effectively than the light water reactors. The increased 
control of f-element coordination chemistry would also be 
expected to provide new synthetic approaches to prepare 
more challenging fuel types, such as the transmutation 
fuels for fast reactors.  

Scientific Approach and Accomplishments

We have examined the fundamental chemistry of the high 
nitrogen ligands BTA and BT (see Figure 2) with several 
lanthanides.  We have found that these ligands coordinate 
lanthanide cations well.  Indeed, La3+, Ce3+, Pr3+, and Nd3+ all 

form stable complexes with BTA and BT in aqueous solu-
tions under ambient conditions with high yield and purity.  
An example of the geometry of the formed complexes is 
shown in Figure 3.  These new complexes have been char-
acterized by X-ray crystal diffraction, elemental analysis, 
FT-IR spectroscopy, and NMR spectroscopy.  Additionally, 
all new complexes were safety tested and do not show any 
energetic sensitivity towards thermal stress (DSC differen-
tial scanning calorimetry) drop weight impact, friction, or 
spark.  

Figure 3. X-ray crystal structure of NH4[La(BTA)2(H2O)5]·2H2O. 

Density functional theory (DFT) calculations in collabora-
tion with Neil Henson and Rich Martin (T-1) to investigate 
the electronic structure theory of BT and BTA ligands with 
lanthanide and actinides.  The optimized geometries for 
Ln(III) complexes that bind two ligands per metal are in 
good agreement with our crystallographic data suggest-
ing that the DFT models are good and crystal packing has 
little effect on the preferred structure.  The DFT calcula-
tions further predict that it is thermodynamically possible 
to add more than two BT/BTA ligands to an f-element 
(i.e., actinide or lanthanide) and that the average binding 
energy for the BT/BTA ligands to the metal is 5-8 times 
greater than for a water molecule (see Figure 4 as an 
example for increased BT ligand binding to La).  Finally, our 
calculations also predict that these high nitrogen ligands 
should effectively separate actinides from lanthanides.  
More specifically, actinide extraction by BT/BTA is favored 
over lanthanide extraction by 18-56 KJ/mol, as detailed in 
Figure 5.
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Figure 4. Calculated structure of La(III) with four BT ligands.

Figure 5. Calculations showing that actinide extraction is favored 
over lanthanide extractuon for BT and BTA.

Overall, these results suggest that BTA and BT may serve as 
excellent chelates for lanthanide/actinide extraction and 
separation.  These ligands are inexpensive and simple to 
prepare, are water-soluble, and we have shown that they 
form highly stable lanthanide complexes.  The DFT calcula-
tions complement our synthetic results and further suggest 
that BTA and BT will favor actinide (over lanthanide) 
complex formation.  Further study is necessary to validate 
the DFT calculations with regard to actinide complex for-
mation and lanthanide/actinide separations and to better 
to define the role these ligands could have in revolution-
izing waste remediation techniques.
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Abstract

An effort was pursued to demonstrate the potential of 
developing a multi-scale, multi-disciplinary approach 
to provide physicially-based computational models for 
simulating the thermo-mechanical behavior of nuclear 
reactor fuels. The tri-structural-isotropic (TRISO) fuel 
was the focus of this effort. Modeling the response of 
the TRISO fuel presents a number of technical chal-
lenges related to each of the scales and theories as 
well as the coupling of these diverse disciplines. For 
example, the details of the gas bubble nucleation 
and growth within the fuel is poorly understood and 
requires further investigation. Coupling the radiation 
field to a material, which is cracking and experiencing 
debonding between material layers, presents another 
difficulty that must be considered.  Finally, the problem 
of determining physical properties from ab initio simu-
lations for time- and length-scales that are of interest to 
the engineering community also remains a challenge. 

Background and Research Objectives

To develop safe energy sources, reduce greenhouse 
emissions, and control the proliferation of nuclear 
materials, advanced nuclear reactors are receiving a 
renewed consideration. The design and analysis of 
advanced nuclear fuels presents a number of chal-
lenges. A reliable, predictive simulation capabilities for 
describing the behavior of materials under extreme 
conditions requires basic theory and computational 
capabilities that are only available at institutions 
such as the national laboratories. The theoretical and 
numerical tools, which were utilized in this research, 
are intended to be sufficiently general and to allow the 
analysis of a broad spectrum of nuclear power genera-
tion problems. However, in an attempt to focus on a 
representative problem, a Modular Helium-Cooled 
Reactor (MHR) and the tri-structural-isotropic (TRISO) 
fuel was considered. In addition to power generation, 
the TRISO-fueled gas reactor also is a concept that 
is under consideration for the destruction of spent 

Integrated Multiscale Simulation for Advanced Nuclear Fuel
Francis L Addessio
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transuranics (Deep Burn) using a large fractional burnup 
(more that 70%), which is achieved with a single irradia-
tion. This concept is particularly attractive because the 
same reactor design can be used for highly efficient 
power generation and hydrogen production. Deep 
Burn (DB) rapidly and effectively reduces the inven-
tory of transuranics from spent fuel without the need 
for repeated recycles, destroys any weapons-usable 
materials contained in the spent fuel, and precludes the 
possible weapons use of the residuals. 

The TRISO fuel (Figure 1) is a coated particle that 
is approximately 1 mm in diameter. The fuel core 
consists of fissile material. The fuel is encapsulated in 
a porous carbon layer, an inner pyrolytic carbon layer, 
a silicon carbide (SiC) containment layer, and an outer 
pyrolytic carbon layer. The purpose of the outer layers 
is to contain fission products and mitigate thermal-
mechanical effects. It has been determined that some 
of the fission products escape the containment layers 
during operation. Basic engineering simulations are at 
a loss to explain the levels of the escaped products. 
To simulate these processes, a computational effort 
was pursued. Using first-principles physics, includ-
ing electronic structure (ES) calculations, molecular 
dynamics (MD), and accelerated molecular dynamics 
(AMD) material properties were obtained for extreme 
conditions. Modeling the nuclear reactions (nuclear 
burn) provided the temporal production rates of fission 
products and the ensuing energy production rates. 
Radiation transport is necessary to model the transport 
of both small and large mean free path particles under 
normal operating conditions, including angular depen-
dence, and for transient conditions. The results of these 
theories are used to develop a fully three-dimensional, 
physically-based, engineering model to investigate the 
thermo-mechanical response of the TRISO fuel.
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Figure 1. TRISO fuel particle. 

Importance to LANL’s Science and Technology 
Base and National R&D Needs

Despite the recent advances in modeling and simulation, 
accurate predictions for understanding and improving 
the TRISO fuel system cannot be made. Better models for 
processes, including the evolution of micro-structure in the 
presence of radiation, diffusion, and nuclear burn, must be 
developed. Even partial progress in developing a predictive 
capability for these phenomena would represent an impor-
tant benefit for many nuclear energy applications. Various 
simulation tools reside at different time- and length-scales. 
The key point is that to make accurate predictions at any of 
these scales, high quality information must be passed from 
one level to the next. One of the weak links between scales 
is between ES and MD methods.  ES theories can provide 
relative energies and activation barriers. Unfortunately, 
MD simulations using ES forces can only be propagated for 
a few picoseconds. The standard approach is to construct 
empirical potentials and to use these faster potentials in 
MD simulations. Accurately capturing the complexity of 
the mixture of covalent, metallic, and ionic bonding with 
an empirical potential is difficult. This is especially true for 
systems like the multi-component core of a TRISO pellet. 
Solving this problem, either using new approximate ES 
methods, a new generation of potentials, use of advanced 
computer architectures, or novel approaches, represents a 
research priority. A general solution, perhaps making use 
of LANL’s supercomputing expertise and hardware, would 
allow the first-ever accurate predictions of fission-product 
diffusion rates, radiation damage annealing features, and 
many other properties that require full atomistic detail. 
This would also enable the use of ES forces with the LANL-
developed AMD methods, allowing longer time scales 
to be accessed. Macro-mechanical capabilities also will 
require significant improvements to existing numerical 

and physical models. Currently, for example, the details of 
the nucleation, growth, and coalescence of gas bubbles 
within the fuel represents a daunting challenge. Issues 
related to the damage of the TRISO material layers as well 
as the debonding between the layers, also will require 
model development. These phenomena coupled with the 
diffusion of fission products and the chemical erosion of 
material layers must be addressed to achieve a predictive 
modeling capability.

Scientific Approach and Accomplishments

Continuum simulations were conducted to address the 
spatio-temporal scales, which are relevant to reactor 
operations. A three-dimensional approach is necessary to 
model anisotropic deformations, material properties, and 
behavior (i.e. the amoeba effect).  Two three-dimensional 
methods were pursued to provide the thermo-mechanical 
response of the TRISO fuel. Lagrangian approaches were 
considered because of the relatively small strains and 
deformations anticipated, the need to consider accurate 
approaches for modeling gas bubble nucleation and 
growth, and the need to use physically-based constitutive 
models.  A general formulation must include the effects 
of creep, conduction, diffusion, chemistry, and irradiation. 
Inelastic effects such as anisotropic cracking and decohsion 
between material layers also should be included. In this 
effort, only thermo-elastic effects and thermal diffusion 
were modeled. The energy sources were guided by the 
nuclear burn calculations. They were located at pre-
defined hot spots within the fuel in an effort to simulate a 
non-uniform distribution of heat sources. Best estimates of 
material properties were obtained from the literature.

One of the computational approaches utilized a Lagrang-
ian finite-element analysis (FEA). This approach used an 
implicit numerical technique, which allows relatively large 
time scales to be achieved. Therefore, reactor operational 
conditions may be addressed using this formulation. In 
addition to including the effects of the generation of heat, 
the simulation also included contact with three neighbor-
ing fuel particles. The contours of the stress distribution 
indicated the need to include inelastic effects in future 
analyses. The second approach that was considered was 
a material-point method (MPM), which is an advanced 
version of the particle-in-cell (PIC) technique. This 
approach utilizes an underlying grid for the solution to the 
conservation equations and contains a particle field, which 
intimately communicates with the computational mesh. 
The constitutive models are embedded on the Lagrangian 
particle field. The MPM approach is considered to be a 
viable technique for addressing the bubble nucleation and 
growth problem. The existing MPM model has an explicit 
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formulation. Therefore only small time scales, which are 
relevant to reactor transients, may be addressed. The 
MPM formulation includes multiple fields and species. This 
generality will facilitate the ability to track fission products. 
A distribution of the enthalpy on the material particles is 
provided in Figure 2. Future considerations include the 
implementation of advanced constitutive models with 
improved material properties and a physical and numerical 
model for the bubble growth problem.  

Figure 2. Explicit MPM simulation.

The dependence of gas production on details of the fuel 
composition, reactor configuration, the neutron flux 
spectrum, and the fuel burn-up were addressed. Three 
reactor designs were considered:  1) a high-temperature 
gas reactor (HTGR) with TRISO fuel particles, 2) a modular 
fast reactor (SMFR) involving a Transuranic (TRU) fuel, and 
3) a pressurized water reactor (PWR) with 3% enriched 
uranium fuel. In comparing the noble gas production 
across the different reactor designs the power density 
was fixed at 95W/cc in each case. For all three designs, it 
was found that Xe was the dominant gas produced. The 
amount of Xe was very similar for the HTGR and SMFR 
reactors, but about twice as much Xe is produced in a PWR 
(Figure 3). The increased production of Xe in the PWR 
case is caused by the large thermal neutron peak and the 
corresponding conversion of unstable 135Xe to stable 136Xe. 
The total Kr production is generally only about 20% that of 
Xe, because of its lower yield as a direct fission product. 
Of the three reactor designs, the SMFR results in the least 
amount of Kr, reflecting the smaller yield of Kr from fis-
sioning Pu than 235U. He production increases significantly 
with the hardness of the neutron spectrum because there 
is an increased production of alpha-unstable actinides, 
particularly the actinides responsible for the main alpha-

decay chains of heavy nuclei.  In the case of the SMFR 
the TRU content of the fuel results in the He production 
exceeding that of Kr. In addition to alpha decay, He produc-
tion by ternary fission also was taken into account, which 
turns out to account for about 40% of the He.  The tem-
perature gradient across the TRISO fuel also was examined 
and found to be a strong function of the power. For the 
upper-end power levels for the TRISO particle design 
(400mW/particle) the predicted temperature gradient was 
significant.  Finally, the neutron flux in different regions of 
the TRISO particle was examined. A strong variation with 
region was observed. In particular, the fast neutron flux is 
about a factor of two higher in the fuel than in the rest of 
the particle, while the thermal flux in the fuel is a factor of 
two lower than in the cladding. 

Figure 3. Xe fission gas production.

DFT calculations were performed to determine material 
properties.  Urania (U02) poses a challenge to first-
principles methods. The presence of an uranium requires 
measures to treat the strong electron correlation in the 5f 
orbitals. The emergence of magnetic structures requires 
that spin polarization and spin-orbit coupling also be 
included in the calculations. Urania seldom contains 
uranium and oxygen in stoichiometric ratios, requiring 
large unit cells. Calculated elastic moduli agree well with 
experiment. Calculations of tetragonal distortions result 
in a value of 2.63 x 1012 dyne cm-2 for the shear modulus 
c11-c12, which compares favorably to the experimental 
value of 2.74 x 1012 dyne cm-2. Similarly, calculations with 
a trigonal distortion lead to a value of 0.61 x 1012 dyne 
cm-2 for the shear modulus c44, which compares favor-
ably with the experimental value of 0.58 x 1012 dyne cm-2. 
Figure 4 shows the phonon dispersion of UO2 calculated 
with and without spin polarization. The acoustic phonon 
frequencies appear unaffected by magnetic moments, 
consistent with the elastic moduli results above. The 
optical phonon frequencies, however, change with the 
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introduction of magnetic moments and also depend on the 
relative direction of the moments on neighboring atoms. 
Calculations for treating the strong electron correlation 
in the 5f orbitals used the LDA+U method. The effect that 
varying the Hubbard potential has on the equilibrium 
volume for UO2 was investigated. The influence of changing 
the stoichiometry of UO2-x from x=0 to x=0.25 also was 
considered. Calculations with a larger unit cell will reveal 
more details of how the influence depends on the value 
of x.  DFT simulations also were performed for SiC. SiC can 
appear in a wide range of polymorphs, the most common 
form being a hexagonal crystal structure. The energy differ-
ences between the various structures are small. Thermal 
conductivity of a fuel element’s constituents determines 
how high the operating temperature can be, an impor-
tant parameter in determining the fuel’s efficiency. For a 
material without dislocations and impurities, the tempera-
ture dependence of the thermal conductivity depends on 
the phonons, which can be readily calculated with DFT. 
The temperature dependence of the thermal conductivity 
of 3C-SiC calculated with DFT was in good agreement with 
measured data. In order to ascertain the behavior of the 
thermal conductivity with temperature and pressure, the 
phonon spectra of 3C-SiC was calculated at a sequence of 
volumes.  The calculated phonon density of states (DOS) 
revealed the expected overall increase in frequencies. 
The temperature dependence of the thermal conductivity 
also was evaluated from the phonon DOS for the same 
sequence of volumes. The thermal conductivity for each 
volume revealed very little change with pressure. 

Figure 4. DFT simulation, phonon dispersion.

An assessment was made of the approaches for includ-
ing radiative heat transfer in simulations of a TRISO 
fuel particle. Issues related to coupling radiation to a 
Lagrangian continuum description and the integration 
with materials undergoing progressive damage also were 
considered. The current method most commonly used 
for heat transfer simulations are view factors, which 
consider surface-to-surface radiative heat transfer. Utiliz-
ing the time-implicit Monte Carlo (IMC) methods and 
massively parallel software that are designed for thermal 
x-ray transport in high energy-density experiments would 
appear to be excessive. However, the stand-alone IMC 
analysis has been used to simulate heat transfer in a 
coal furnace, which is similar to the TRISO fuel problem. 
Given the number of questions on the behavior of the 
fuel particle, this approach appears warranted for direct 
numerical simulations and investigating how the radiative 
heat transfer interacts with continuum mechanics and 
material damage models. The IMC software at Los Alamos 
uses template concepts to allow the same physics coding 
to run with different meshes. The IMC software has an 
interface that is used for coupling to hydrodynamics. This 
approach has shown significant speedups on the Roadrun-
ner architecture. Complementary approaches for neutron 
transport simulations include deterministic and Monte 
Carlo solvers. Well-established neutron/gamma transport 
computational methods are available at the Laboratory. 
For this application, a multi-geometry, multi-dimensional, 
multi-group, Sn(discrete-ordinates) deterministic transport 
approach that uses Adaptive Mesh Refinement (AMR) 
and is massively parallel is available. This method solves 
the linear Boltzman transport equation for both static and 
time-dependent problems in either forward or adjoint 
mode and allows for anisotropic scattering. The transport 
iterations are accelerated with diffusion or transport 
synthetic acceleration. Parallelization is achieved via a 
two-dimensional spatial decomposition using the KBA 
sweep algorithm. This approach has been benchmarked 
for a quarter core model with a mixture of UO2 and MOX 
fuel assemblies, moderated with water. The assemblies 
are modeled to the individual pin level.  Simulations were 
able to calculate pin powers that were in excellent agree-
ment with MCNP. The neutron transport capability can 
run with the hundreds of energy groups and temperature-
dependent cross sections that will be required for reactor 
simulations.
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Introduction

All materials undergo some form of phase transition 
that is induced by raising temperature. A well known 
example is the solid-liquid transition from ice to water. 
These classical, thermally-driven phase transitions are 
well understood, but there is another class of phase 
transitions that occur at absolute zero temperature 
and that are not driven by a change in temperature but 
instead arise because of purely quantum mechanical 
effects. A zero-temperature magnetic to non-magnetic 
phase transition induced by a non-thermal variable, 
such as a change in pressure, is an example of this class 
of quantum phase transitions. Unlike classical transi-
tions, quantum transitions are not understood nor are 
the new states of matter that emerge from them. This 
is the quantum critical conundrum, a fundamental, 
unsolved problem at the forefront of materials physics. 
Unlike a thermally induced transition, which changes 
properties of a material over a narrow temperature 
interval around the transition, a quantum transition 
extends its influence over a wide temperature range 
above absolute zero to create quantum mechanically 
entangled states of electrons that give materials en-
tirely new functions that could be harnessed for new 
technologies. Resolving the quantum conundrum is, 
thus, both a significant scientific and technologically 
relevant problem.

Benefit to National Security Missions

Discovering and understanding new states of matter, 
such as high temperature superconductivity, offers the 
potential for previously unimagined new energy and 
sensor technologies relevant to DOE missions.  Re-
search in this project has the goal of uncovering the 
quantum nature of these new states, which is key to 
realizing new technologies.

Progress

A commonly assumed theory of quantum criticality 
in a magnetic system considers the consequences of 
tuning a magnetic transition to absolute zero tempera-
ture. The validity of this theory, however, rests on the 
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nature of the magnetic transition, which is convention-
ally taken to be a transition that arises from a magnetic 
instability of itinerant electrons – that is, electronics 
that roam freely through the material. Though there 
are a few examples where this theory appears to be 
consistent with experiments, there are many counter 
examples where it is unable to account for observa-
tions. To account for these discrepancies, a very differ-
ent theory of magnetic criticality has been proposed in 
which the magnetic transition is assumed to develop 
among electrons that are localized. Unfortunately, this 
type of theory is very difficult and has not been able to 
calculate many physical properties of materials. Despite 
this problem, a few basic consequences of this so-called 
local or Kondo-breakdown type of magnetic criticality 
are known. These consequences are quite distinct from 
the commonly assumed form of criticality. In particular, 
a local quantum phase transition is more ‘violent,’ cre-
ating a change in the number of electronic states that 
contribute to electrical conduction. This change is not 
allowed in the more traditional theory. Because of its 
violent nature, it has been assumed that local quantum 
criticality would not lead to the spectrum of magnetic 
and electronic fluctuations that is needed for creating 
superconductivity. Progress this year has shown that 
this assumption is not valid.

The strongly correlated electron compound CeRhIn5 is 
magnetic at atmospheric pressure; its magnetism de-
velops among localized 4f electron on the cerium ion. 
Previously, we have shown [1] that applying pressure 
to CeRhIn5 induces a phase of coexisting magnetism 
and unconventional superconductivity below a critical 
pressure P1 and that there is a field-induced magnetic 
quantum transition at a higher pressure P2 inside a 
purely unconventional superconducting phase. Using 
specific heat measurements, we have established that 
superconductivity coexists with localized, magnetic 4f 
electrons below P1, and that at P1 there is pronounced 
change in the topology and nature of electronic states 
that is a continuation of field-induced quantum phase 
transition at P2. These discoveries were published in 
the Proceedings of the National Academy of Science 
[2].
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Though important, this study was unable to show defi-
nitely the nature of the criticality at P2 and its relationship 
to pressure-induced superconductivity. From a detailed 
investigation of the anisotropic electrical resistivity of CeR-
hIn5 at pressures up to 5 GPa and magnetic fields up to 14 
T, we discovered strong evidence that the criticality at P2 
is of the local type and that fluctuations associated with 
local quantum criticality are responsible for superconduc-
tivity. In addition, these measurements revealed totally 
unexpected consequences of local criticality, namely that 
it induces a very unusual sub-linear temperature depen-
dence to the resistivity, which we showed theoretically is 
a consequence of the electronic structure of CeRhIn5, and 
that it induces isotropic scattering of itinerant electrons. 
This work, recently accepted in the journal Nature [3], rep-
resents a major step in lifting the quantum critical conun-
drum and sets new directions for scientific inquiry.

To understand the relationship between coexisting an-
tiferromagnetism and superconductivity in CeRhIn5, we 
developed a new capability of field-angle dependent spe-
cific heat measurements under pressure. This capability is 
unique and was used to determine, for the first time in any 
pressure-induced superconductor, the nature of the super-
conducting energy gap, in this case for CeRhIn5 [4]. In con-
trast to some theoretical predictions for the gap structure, 
these measurements showed that the unconventional gap 
contained only line nodes, which places new constraints on 
any theory of gap structure in a phase of coexisting mag-
netic and superconducting orders.

In the course of this research, the scientific community 
was surprised by reports of superconductivity near 50 K 
in two new families of materials, each of which contains 
layers of FeAs. Like the high-temperature superconduc-
tors based on CuO structural units, superconductivity in 
these new materials is induced by electronic doping that 
suppresses a magnetic transition. By applying pressure to 
a new member of these families CaFe2As2, we have shown 
for the first time that superconductivity can be induced 
without electronic doping. This discovery, accepted over-
night for publication in the Journal of Physics: Condensed 
Matter [5], suggests that these new superconductors may 
be more like CeRhIn5 than the CuO superconductors in 
which only electronic doping induces superconductivity. In 
follow-on studies, we have found a complex relationship 
between pressure-induced superconductivity, magnetism, 
and crystal structure that suggests superconductivity may 
be mediated by magnetic excitations within a magnetically 
frustrated state [6].

Future Work

This research explores and seeks to understand new states 
of matter that arise in quantum-critical metals, especially 
in the context of unconventional superconductivity that 

develops as a magnetic transition is tuned to absolute zero 
temperature. Though there has been circumstantial evi-
dence that unconventional superconductivity may be cre-
ated by an attractive pairing interaction provided by mag-
netic quantum-critical fluctuations, our recent discoveries 
of a field-induced magnetic quantum-critical phase inside 
the unconventional superconducting state of CeRhIn5 now 
provide very strong evidence for this belief.  This result also 
at least partially lifts the so-called quantum-critical conun-
drum posed by Laughlin. The generality of this discovery, 
however, must be established from a set of well-defined 
experiments in related systems in which it also is believed 
that quantum-critical fluctuations may mediate unconven-
tional superconductivity. Three classes of unconventional 
superconductors are well-suited for these purposes: the 
most widely studied and parental high-Tc compounds La2-

xSrxCuO4, heavy fermion CeMIn5 (M=Co, Ir, Rh), and the or-
ganic superconductors k-(BEDT-TTF)2X. Specific heat effect 
measurements under high pressures and high magnetic 
fields are being used as a principal means to locate and 
explore the quantum criticality as well as to provide key 
tests of various theoretical models. Other complementary 
techniques, such as electrical resistivity, magnetic suscep-
tibility, and neutron scattering, will be used as appropriate 
to provide additional detailed understanding of essential 
interactions.

Conclusion

Major scientific directions upon which the future of the 
country rests include bioscience and its implications for 
health security, the quantum frontier that encompasses 
nanoscience and related areas, energy production and con-
servation, and materials physics from which new technolo-
gies and surety of the nuclear stockpile will emerge. These 
are key missions of the DOE. The research pursued in this 
project contains elements of the last three directions: a 
fundamental understanding of materials physics at the 
intrinsically quantum scale that will underpin new energy 
technologies and surety of the nuclear stockpile.
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continuing projectIntroduction

Many of the important properties that make actinide 
nitrides desirable as fuels are related to their electronic 
structure, which has been particularly difficult to deter-
mine experimentally.  In this work, we employ recent 
developments in electronic structure theory and x-ray 
spectroscopy to probe how the relative roles of atomic 
orbitals manifest themselves in the chemical bonding 
of these fascinating materials.  To accomplish this we 
have focused on development of two synchrotron x-ray 
experiments: ligand K-edge x-ray absorption spectros-
copy (XAS) and non-resonant inelastic x-ray scattering 
(NRIXS).  By combining the intensity data from NRIXS 
with the energy resolution of XAS, we can determine 
the roles of 5f and 6d orbitals in metal-ligand bond-
ing, and how they interact with light atoms such as 
nitrogen to make up metal-nitrogen bonds.  Changes 
in the covalency will result in changes in properties of 
materials.  Electronic structure calculations are used as 
a guide to develop peak assignments in comparison to 
the experiments.  The combination of these techniques 
to study light atoms and covalency in actinide materials 
is unique in the world*.  The project goal is to develop 
new understanding of synthesis and electronic struc-
ture in advanced nuclear fuel materials that should 
make these advanced fuels more accessible for reactor 
and accelerator based systems.

Benefit to National Security Missions

The project goal is to develop new understanding of 
synthesis and electronic structure in advanced nuclear 
fuel materials.  This new understanding should make 
these fuels more accessible for reactor and accelerator 
based systems.  This work provides a foundation that 
the DOE can use in meeting its AFCI and GEN4 goals

Progress

As part of our effort to understand fundamental elec-
tronic structure of nitrogen-containing materials, we 
have developed a unique capability to measure core-
electron transitions from nitrogen to empty 5f and 6d 
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orbitals on actinide metal centers (Th, U, Np, Pu).  Two 
approaches have been developed in parallel – ligand 
K-edge X-ray Absorption Spectroscopy (XAS) and non-
Resonant Inelastic X-ray Scattering (NRIXS).  Light atom 
x-ray spectroscopy turned out to be far more compli-
cated than originally envisioned.  In ligand K-edge XAS, 
one can examine bound state transitions in the x-ray 
absorption spectrum of ligand atoms (N, O, C, etc.) that 
arise due to covalent mixing between the metal and 
ligand atom (N, O, etc.).  The intensity of the transition 
provides a direct measure of the relative contributions 
of 5f and 6d atomic orbitals in actinide metal-ligand 
bonding.  At the extremely low energies of the first row 
atoms (N, O), XAS suffers from x-ray self-absorption ef-
fects.  Another way to obtain the same information is 
through non-resonant inelastic x-ray scattering (NRIXS).  
The x-ray scattering is not subject to self-absorption, 
but does suffer from lower resolution and longer data 
acquisition time.  By combining the intensity data from 
NRIXS with the energy resolution of XAS, we can de-
termine the roles of 5f and 6d orbitals in metal-ligand 
bonding, and how they interact with light atoms such 
as nitrogen to make up metal-nitrogen bonds.  Changes 
in the covalency will result in changes in properties of 
materials.  Electronic structure calculations are used as 
a guide to develop peak assignments in comparison to 
the experiments.

For light atom XAS we developed an Ultra-High Vacuum 
(UHV) chamber that has been employed at the Stanford 
Synchroton Radiation Laboratory (SSRL). The experi-
mental chamber is equipped with specialty detectors 
and safety interlocks for handling radioactive materials 
that are suitable for UHV operation.  For XAS detec-
tion, we have utilized photodiode and total electron 
yield (TEY) detectors to collect both fluorescence yield 
and photo current, respectively.  To handle radioactive 
materials, we have developed a means to encapsulate 
samples in a polystyrene/graphite matrix, and coat the 
surface with 10-12 angstroms of vapor deposited car-
bon as both 

near 400 eV was not reproducible, so we moved to oxy-
gen XAS near 525 eV.  We now have excellent XAS data 
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and theoretical calculations on several oxygen and nitro-
gen containing compounds.  One problem has been the 
comparison of intensities between fluorescence and total 
electron yield.  Accurate intensity data is key to extracting 
the percent covalency in the metal-nitrogen or metal-
oxygen bond.

An alternate way to obtain accurate intensity information 
is through a non-resonant inelastic x-ray scattering (NRIXS) 
experiment, sometimes referred to as x-ray Raman scatter-
ing.  The x-ray scattering is not subject to self-absorption, 
but does suffer from lower resolution and longer data 
acquisition time.  We have taken the same suite of com-
pounds to the Advanced Photon Source (APS) at Argonne 
National Laboratory to study the NRIXS in collaboration 
with Professor Jerry Seidler (University of Washington).  
After some effort, we have developed the capability to 
obtain NRIXS data on the same suite of compounds.  To 
date, we have only completed with NRIXS experiment with 
a suite of oxygen-containing compounds, but it gives ex-
act intensity data, and has shown that we can rely on the 
intensities determined by fluorescence yield in the XAS 
measurement.  This represents a major breakthrough.  We 
show a comparison of the NRIXS and TEY data for NaReO4 
in Figure 1, where it can be seen that total electron yield 
gives good intensity data.

Figure 1. A comparison of Non-resonant Inelastic X-ray Scatter-
ing (blue) and Total Electron Yield (red) detection of the oxygen 
K-edge for NaReO4.

Future Work

By combining the intensity data from NRIXS with the ener-
gy resolution of XAS, we can determine the roles of 5f and 
6d orbitals in metal-ligand bonding, and how they interact 
with light atoms such as nitrogen to make up metal-nitro-
gen bonds.  Changes in the covalency will result in changes 
in properties of materials.  Electronic structure calculations 
are used as a guide to develop peak assignments in com-
parison to the experiments.  We will publish several papers 
on the development of the capability to perform light atom 
XAS measurements, and then attempt to obtain reason-
able nitrogen spectra this winter.

Conclusion

The chemical properties of nitrides that make them useful 
as nuclear fuels are governed by hybridization and cova-
lency between the atomic orbitals that make up the metal-
nitrogen bonds within the materials. New approaches to 
study the covalency in these systems is under development 
to provide new insights into the nature of bonding, and the 
factors that control the desirable properties of advanced 
nitride fuels.
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Introduction

This project is aimed at extending the applicability of 
the accelerated molecular dynamics (AMD) methods 
recently developed at Los Alamos.  These methods 
offer a way to extend the duration of atomistic simula-
tions of materials by orders of magnitude, e.g., from 
nanoseconds to milliseconds, and sometimes beyond.  
However, these AMD methods have not been suitable 
for treating systems with certain types of complexity, 
such as a solid surface in contact with a liquid.  The 
reason the AMD approach cannot be directly applied in 
this case is because in the liquid phase the transitions 
from one energy basin to another take place extremely 
rapidly, while the AMD methods can offer speedup 
when the time between these transitions is very long.  
In this project, the AMD methods will be generalized, as 
much as possible, to treat these types of complex sys-
tems.   This will open the possibility of studying techno-
logically important processes such as corrosion and fuel 
cell operation at the atomic scale.  A more far-reaching 
goal, if we are successful, will be the ability to treat 
biological processes such as protein folding and DNA 
dynamics.  In this project we will also focus on finding 
general algorithmic and numerical improvements that 
can increase the efficiency of the AMD methods.

Benefit to National Security Missions

Processes of importance in relation to Energy and Sci-
ence DOE missions involve complicated dynamical 
evolution in solid materials, at surfaces, and at the 
solid-liquid interface.  Examples include film growth, 
stress-corrosion cracking, electrochemical processing, 
fuel cells, and catalysis.  This new methodology will al-
low the first simulations on the time scale of microsec-
onds and beyond for systems of this type.  This project 
thus benefits DOE missions in Energy Security, Nuclear 
Security, Environmental Responsibility, and Scientific 
Discovery and Innovation.

Progress

This last year has been mainly dedicated to further 
developments of the accelerated dynamics methodol-

Accelerated Molecular Dynamics at Complex Interfaces
Arthur Ford Voter
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ogy and software tools. Most notably, we proposed and 
implemented a self-learning hyperdynamics method, a 
significant improvement to the original hyperdynamics 
formalism developed in Los Alamos in 1997 [1]. This 
new algorithm [2] automatically tunes itself to the sys-
tem at hand without the user’s intervention, yielding 
optimal performances in a safe and efficient fashion.  
An example of the power of this approach for surface 
diffusion processes is shown in Figures 1 and 2.  Our 
method makes the application of accelerated dynam-
ics much easier while providing statistical confidence 
levels on the quality of the simulation results. The ac-
curacy and efficiency of the method is described in a 
publication we have submitted [3]. The method has also 
been showcased at different international and national 
events throughout the year.

Figure 1. Silver trimer on Ag(100) surface, showing one 
pathway for a transition to a new state.   The barrier for this 
pathway is 0.217 eV, and repeated occurrences of this type 
of mechanism cause the trimer to “spin,” a common phe-
nomenon in metallic overlayers on (100) surfaces.  This Ag3/
Ag(100) system was used for the demonstration of the new 
self-learning bond boost hyperdynamics method shown in 
Figure 2.



LDRD FY08 Annual Progress Report 239

Chemistry & Material Sciences

Figure 2. Evolution of hypertime as a function of molecular 
dynamics (MD) time for the dynamics of a silver trimer on the 
Ag(100) surface (see Figure 1), using the new self-learning simpli-
fied bond boost bias potential.  The filled symbols indicate the 
times at which transitions occurred.  At first, the bias strength is 
zero, and the hyper-time is the same as the MD time (boost=1).  
As the algorithm learns about the potential basin, the bias poten-
tial turns on and increases in strength.  This causes the hyper-
time to increase exponentially.  In this case, all transitions lead 
to a symmetry equivalent state, so the self-learning bias strength 
continues to increase even though transitions are occurring, until 
it levels out at the maximum safe value.  The overall boost factor 
can become huge when the temperature is low.  For example, 
at T=100K, the second transition occurs at a time of one second, 
corresponding to a boost factor of almost ten billion compared to 
normal MD.

Algorithmic improvements also have been proposed to 
another accelerated dynamics method, namely the paral-
lel replica method [3], in order to improve it’s scaling as 
the number of processors is increased. Through the use of 
speculative execution that allow for the overlap of various 
tasks and more aggressive book-keeping that enable effi-
cient reuse of information within and between simulations, 
the overhead of the method is significantly reduced. These 
improvement are particularly important given the increas-
ing availability of massively parallel computing systems.

Both these improvements were integrated into our new 
computing framework, AMD, yielding a unique capabil-
ity for long timescale atomistic simulations. Indeed, this 
framework now enables us to combine the power of both 
hyperdynamics and parallel replica dynamics into a single 
hybrid method, opening the door to multiplicative increas-
es in the timescales that can be reached using atomistic 
simulations.

The aforementioned computational framework also tran-
sitioned from development to production during the past 
year, demonstrating the power of these methods to ad-
dress technologically relevant material-related problems. 

In collaboration with Chun-Wei Pao, we began to apply 
self-learning hyperdynamics and parallel replica dynamics 
[3] to the study of the mechanical properties and forma-
tion processes of metallic nanowires (funded under a new 
LDRD-ER project, 20080759ER). These nanostructures are 
foreseen as playing a major role in the next generation of 
electronic and nano-mechanical devices. They further offer 
a unique test bed to probe the nanoscale limit of elasticity 
and plasticity theories, two questions of considerable fun-
damental importance. Our simulations provide a unique 
insight into the behavior of these systems by providing a 
complete view of their evolution in full atomistic details on 
length and timescales that approach that of actual probe 
experiments. Indeed, our simulations are now able to ac-
cess hundred-fold longer timescales compared to the pre-
vious state-of-the-art.  

We have also been applying the methods in collaboration 
with Prof. Ashlie Martini at Purdue University, to study 
atomic-level stick-slip friction.  An example of this kind of 
simulation is shown in Figure 3.  Prof. Martini and Prof. Rob 
Carpick (a friction-force microscopy experimentalist at Uni-
versity of Pennsylvania) have secured funding from the Na-
tional Science Foundation, in part based on the power and 
promise of the accelerated molecular dynamics methods 
for reaching long time scales so that direct comparisons 
can be made between simulation and experiment.  

Figure 3. Force curve showing stick-slip behavior during a driven 
parallel-replica dynamics simulation of a small atomic force 
microscope (AFM) tip dragging along a (111) surface.  In this 
case, both the AFM tip and the surface are modeled as copper 
using an embedded atom interatomic potential.  The tip slips 
from fcc registry to hcp registry and repeats this, spending less 
time in hcp registry because it is a less stable state (just as it is 
less stable in the normal crystal stacking).  This particular simula-
tion utilized only a few processors, but this type of simulation can 
be scaled up to thousands of processors to simulate very slow tip 
velocities if desired.

The latest algorithmic improvements in the parallel replica 
dynamics implementation are also being put to the test in 
a collaboration with John Hamilton at Sandia California, in 
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a study of silver clusters on the (100) surface of copper.  He 
has discovered that certain magic cluster sizes (e.g., 169 
atoms) exhibit ultra fast diffusion with surprisingly complex 
mechanisms.  We are using our AMD tools to help him un-
derstand these mechanisms.

Future Work

Molecular dynamics (MD) has become a powerful tool in 
chemistry, physics, materials science.  Given an interatomic 
potential, MD gives the dynamical evolution of the system 
with no prior assumptions about the kinds of reaction 
mechanisms that might occur.  The problem with MD is 
that it is limited to nanosecond snapshots, while many 
important processes take microseconds or longer to com-
plete.  Accelerated molecular dynamics (AMD) methods, 
developed by us here at LANL, circumvent this problem for 
“infrequent” systems.  With these methods, we can reach 
much longer time scales by compressing the time between 
the infrequent events.  A limitation of these AMD methods 
is that they have only been developed so far for systems 
with well defined transitions between well-defined states, 
typically (though not necessarily) involving well-defined 
barriers.  In the present project, we will extend these 
methods to treat systems that are more complex, and in 
particular for systems with coexisting liquid and solid phas-
es.  At the solid-liquid interface the transitions may still be 
well defined, but only if one overlooks the coordinates of 
the atoms in the liquid phase.  We will modify the AMD 
procedures to exploit this concept and hopefully achieve 
substantial acceleration of the solid-material dynamics.  
In the case of hyperdynamics, the key will be to base the 
bias potential purely on the solid coordinates.  For parallel-
replica dynamics, where detecting transitions is the main 
requirement, the definition of a transition will exclude the 
liquid coordinates.  Our first tests will be for diffusion on 
a metal surface in contact with water.  A potential hurdle 
is that the liquid-solid interaction may be too strong to 
simply ignore the liquid coordinates.  As we develop robust 
procedures, we will extend the simulations to more com-
plex systems, such as electrochemical etching and deposi-
tion.  We will also seek general algorithmic improvements.

Conclusion

We are extending the accelerated molecular dynamics ap-
proach to treat more complex systems, such as solid-liquid 
interfaces.  This will be achieved for the hyperdynamics 
and parallel replica dynamics methods, and perhaps for 
the temperature accelerated dynamics approach as well.  
The first test application for this project will be diffusion on 
a metal surface in contact with water or some other liquid.  
Later applications will include electrochemical deposition.  
We will also develop general algorithmic and numerical 
improvements that can increase the efficiency and accu-
racy of the methods in general.  Already the algorithmic 

improvements are proving valuable in collaborations with 
theorists and experimentalists at other institutions.
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Carbon nanotubes (CNTs) are amongst the strongest 
known fibers. Carbon nanotubes can undergo large 
nonlinear deformations or even buckling without per-
manent damage to the atomic structure, and have 
demonstrated exceptionally high thermal conductiv-
ity. These unique properties allow for many potential 
nanosystem functions such as large non-linear deflec-
tions in nanotube-supported structures, and resonant 
sensors with molecular level mass sensitivity. However, 
the electromechanical traits of CNTs have typically 
been characterized using atomic force microscopy. In 
this project, we will use microsystem technology as a 
flexible platform to study the mechanical and electrical 
properties of CNTs. In other words, we will go beyond 
the current practice by using microsystem technology 
to test CNTs for their mechanical deformation and elec-
trical sensing properties.

Benefit to National Security Missions

This project supports DOE’s missions in nanotechnol-
ogy, energy security, and sensors for threat reduction 
applications. This work opens the way to the electrome-
chanical characterization of CNTs.  It will provide a bet-
ter understanding of the fundamental physics of novel 
materials.

Progress

In the last review period, the director funded postdoc 
fellow (Guifu Zou) has made tremendous progress. 
The following highlights our accomplishments. More 
detailed technical achievements can be found form our 
technical publications.

We have used a chemical route to connect CNTs to a 
silicon surface using hydrogen bonds and electrostatic 
interactions. This connection scheme works at room 
temperature. In other words, molecular interaction in 
chemistry provides a simple and flexible route to the 
integration of CNTs with silicon. We used polyethylen-

A Chemical Route to Integrate Carbon Nanotubes into Microelectromechanical 
Systems
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imine (PEI) as a reagent. It is well known that there are 
many nitrogen atoms in cationic polymers. The positive 
nitrogen charges facilitate the hydrogen bonding and 
electrostatic interactions between molecules. Further-
more, PEI is a soluble reagent under physiological con-
ditions. Therefore, this technology can be potentially 
applied to nano-biomedical therapeutic devices.

The connection between the CNTs and silicon was veri-
fied by scanning electron microscopy (SEM). SEM shows 
an intact CNT fiber, which is 8.2 µm in diameter and 5 
cm in length. The CNT fiber appears compact. Dispersed 
oxidized tips of CNT fiber show the substantial area of 
contact between the CNTs and the silicon. It should be 
noted that it is easy to join PEI terminated Si and CNT 
via electrostatic interactions. SEM clearly shows that 
many carbon nanotubes around the fiber tip are in good 
contact with the silicon. Furthermore, the CNT fibers 
keep their pristine structure and shape. This preserva-
tion of CNT integrity is important since it takes a change 
of only about 1 in 100 carbons along CNTs to substantial 
change their electrical/optical properties. In addition, 
the active central parts of CNTs will be perturbed if its 
surface structure is damaged. Therefore, the Si-PEI-CNT 
junction that we have developed could supply the basis 
for linking CNTs to precise locations in electronic, opti-
cal, and sensor arrays.

We have also prepared CNT - polymer polyethyle-
neimine (PEI) composite films by a spin-coated process. 
This solution is composed of homogeneous long CNTs 
in water-soluble PEI. Due to long length CNTs and their 
easy loading in PEI, the CNT/PEI composite films exhibit 
enhanced conductivity. The conductivity of the compos-
ite films steadily improves as the concentration of CNTs 
increases. However, the conductivity of the composite 
tends to saturate as the CNTs network becomes increas-
ingly compact. The highest conductivity of the CNT/PEI 
films is around 43.73 S/cm at CNT concentration of 3%. 
Furthermore, as-coated CNT/PEI composite films are 
vulnerable to dissolution in water.
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Future Work

As mechanical elements, carbon nanotubes (CNTs) are 
amongst the strongest known fibers. CNTs can undergo 
large nonlinear deformations or even buckling without per-
manent damage to the atomic structure. They also show 
exceptionally high thermal conductivity. These unique 
properties allow for many potential nanosystem functions 
such as large non-linear deflections in nanotube supported 
structures and resonant sensors with molecular level mass 
sensitivity. However, the electromechanical traits of CNTs 
have typically been measured using atomic force micro-
scope where one applies a force on suspended CNTs while 
measuring the electrical conductivity. We can go beyond 
the current achievements by using microsystem technol-
ogy as a flexible platform for system design to mechanically 
deform and electrically sense CNTs.

We will use the following chemical route to integrate CNTs 
into microelectromechanical system and demonstrate our 
technical concept:

In the first instance, CNTs and chips are obtained. The 1. 
chips are spin coated by polymethyl methylacrylate 
(PMMA). The spots on the chips to be connected by 
CNTs are exposed using electron beam lithography.

Since the tip of CNTs possesses higher reactivity than 2. 
their walls, we can easily functionalize the tip of CNTs 
using chemical methods at room temperature. Simi-
larly, the defined spots for adding CNT on chip can be 
functionalized through chemical modification. We can 
easily bond some of the  corresponding groups on the 
surface of polysilicon. Once this has been done, the 
remaining PMMA is stripped from the chips using ac-
etone in ultrasonic vibration.

In the final step, the chip with functionalized spots is 3. 
immersed in the solution of containing functionalized 
CNTs. Carbon nanotubes can spontaneously bridge the 
trench of the chip through bonding effect of two tips of 
CNTs and two spots of chip under appropriate chemi-
cal conditions.

Conclusion

We have used a chemical route to connection of CNTs to a 
silicon surface based on hydrogen bonds and electrostatic 
interactions at room temperature. We have also prepared 
CNT - polymer polyethyleneimine (PEI) composite 
films by a spin-coated process.  We are currently inves-
tigating the use of chemical modification to integrate CNTs  
into microelectromechanical systems. In addition, we are 
developing direct and reliable measurement techniques to 
accelerate the identification of CNTs properties.
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Introduction

Solar cells, which convert light into electrical power, 
provide for one of the best solutions for our future 
energy security. However, large-scale electricity produc-
tion using solar cells remains a dream due to the high 
cost of fabricating solar cells. One of the expensive 
components in the solar cells are the electrodes, which 
are usually made of indium tin oxide (ITO). Due to lim-
ited resource of indium on earth, large-scale utilization 
of ITO will make it even more expensive in the future.

The objective of this project is to develop a cheap, 
novel carbon nanotube-polymer electrode material to 
replace the ITO. To accomplish the objectives, we will 
grow long carbon nanotube (CNT) arrays that are con-
ducive to pulling out thin CNT sheets and to spinning 
nanotube fibers. We will then develop a method to pull 
highly oriented, free-standing CNT sheets. Furthermore, 
we will impregnate the CNT sheets and fibers with a 
polymer to form conductive CNT-polymer composites 
for electrode applications.

Benefit to National Security Missions

This project directly contributes to DOE’s mission in 
energy security by developing a cheap, novel carbon 
nanotube-polymer electrode material to replace the 
ITO.

Progress

We have accomplished our technical objectives through 
the LDRD PRD support. The following highlights our ac-
complishments. More detailed technical achievements 
can be found in our technical publications.

We have grown long CNT arrays up to 4 mm using a 
chemical vapor deposition (CVD) process. Briefly, Fe/
Al2O3 was used as the catalyst, ethylene served as the 
carbon source, and Ar with 6% H2 was used to carry 
the precursor to a tube furnace where the growth took 
place. The reaction temperature was controlled at 750 
C, while the reaction time varied between 15 and 180 
min. We have found that the growth of CNTs mainly 

Flexible Plastic Electrodes for Cheap Solar Cells
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occurs in the first 90 min, and the further increase of 
reaction time has little effect on promoting the growth. 
Particularly, prolonging the time beyond 30 mi) dramati-
cally decreases the spinnability of the CNT arrays, e.g.,  
the spun fibers tend to break during the spinning of CNT 
arrays with increasing growth times. For instance, long 
fibers up to meters can be easily spun from the arrays 
grown in 15 min; short fibers with length of centimeters 
may be spun from the arrays grown in 40 min but easily 
break; while only short fiber clumps can be pulled out 
of the arrays grown in 180 min. This phenomenon may 
be related to the structure at the top surface of CNT 
arrays.

We have also developed a process for the synthesis of 
composite CNT/silica fibers in which CNTs are highly 
aligned. These composite fibers show much improved 
mechanical properties and electrical conductivities 
compared with CNT/silica films, powders or xerogels. 
The CNT/silica fibers show good tensile strengths due 
to the formation of cross-linked robust and strong silica 
networks. In addition, they don’t have the drawbacks 
(e.g., aging and degradation) of CNT/polymer composite 
fibers and can be used in harsh environments such as 
high temperatures and strong acids/bases.

Furthermore, we have discovered a new type of carbon 
material − porous colossal carbon tubes. Compared 
with carbon nanotubes, colossal carbon tubes have a 
much bigger size, with a diameter of between 40 and 
100 μm and a length in the range of centimeters. Sig-
nificantly, the walls of the colossal tubes are composed 
of macroscopic rectangular columnar pores and exhibit 
an ultra low density comparable to that of carbon nano-
foams. The porous walls of colossal tubes also show 
a highly ordered lamellar structure similar to that of 
graphite. Furthermore, colossal tubes possess excellent 
mechanical and electrical properties.

Future Work

Solar cells, which convert light into electrical power, 
provide for one of the best potential solutions to the 
nation’s renewable energy needs.  However, large-scale 
electricity production using solar cells remains a dream 
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due to the high cost of fabricating solar cells.  One of the 
expensive components in the solar cells is electrode, which 
is usually made of indium tin oxide (ITO).  Due to limited 
resource of indium on earth, large-scale utilization of ITO 
will make it even more expensive in the future.  A good ITO 
replacement needs to possess the following characteris-
tics: low cost, good conductivity, excellent transparency, 
and good mechanical integrity.  

As this project will be complete at the end of Oct. 2008, we 
will wrap up this project and explore new funding opportu-
nities to support this effort. 

Conclusion

The goal of this project is to develop a flexible, cheap car-
bon nanotube-conducting polymer composite film that can 
replace ITO as electrodes for large-scale solar cell deploy-
ments to harvest solar energy.   These cheap solar cells will 
be one of the choices for producing electricity, reducing 
pollution, and solving the energy crisis in the future.
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Transition metal alkylidene complexes have been shown 
to decompose polymers to produce gases.  Similar 
transformations could be taking place in waste drums 
containing actinide materials and could provide an 
alternative explanation for the generation of gases in 
storage containers across the DOE complex.  This proj-
ect intends to develop entries into the synthesis of a 
new class of complexes that possess an actinide-carbon 
double bond (An=CR2). Although transition-metal com-
plexes possessing the terminal alkylidene functionality 
(metal-carbon double bond, M=CR2, R = alkyl, aryl) are 
well documented and widely utilized as reagents in a 
variety of synthetic transformations, related molecular 
actinide complexes remain elusive.  A particularly in-
teresting and DOE-relevant transformation involves the 
potential reactivity of alkylidene complexes with poly-
meric materials.  

Based on the unique chemistry exhibited by known ura-
nium imido (metal nitrogen double bond, U=NR) and 
oxo (metal oxygen double bond, U=O) complexes, the 
uranium alkylidene (An=CR2) complexes are expected 
to display chemical behavior that defies prediction.  It 
is likely that these functional groups will be more reac-
tive, which make them attractive targets as reagents 
to effect new bond-forming and bond-breaking reac-
tions at the actinide metal center. These molecules will 
open up new frontiers in the understanding of chemical 
reactivity, improved understanding of covalency, the 
relative roles of 5f- and 6d-orbitals in chemical bonding, 
and write a new chapter in modern inorganic chemistry 
texts..

Benefit to National Security Missions

The chemistry of the actinide elements is critical to 
DOE nuclear weapons mission areas (stockpile steward-
ship, environmental remediation, waste management). 
Through the synthesis of new actinide compounds 
this project will provide important information about 
metal-ligand bonding and improve our ability to reliably 
predict chemical behavior in a variety of environments. 

Molecular Actinide Alkylidene Complexes
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This knowledge will enhance our overall ability to reli-
ably predict the chemical behavior of f-element com-
pounds in applications such as stockpile stewardship, 
environmental remediation, and waste management 
within the DOE complex

Progress

During our efforts to prepare uranium alkylidene com-
plexes (U=CR2) we discovered a general and versatile 
route for the synthesis of organometallic pentavalent 
uranium-imido halide complexes by the 1-electron oxi-
dation of tetravalent uranium-imido complexes with 
copper(I) salts (Figure 1).  Although examples of tetrava-
lent and hexavalent uranium compounds are prevalent 
in the literature, the corresponding U(V) systems are 
scarce with little accompanying characterization data.  
As such this discovery was quite exciting as it has en-
abled a complete study of the electronic structure and 
bonding in pentavalent uranium systems. From a heuris-
tic perspective, the U(V) oxidation state with its simple 
5f1 valence electronic configuration remains a highly at-
tractive target.  Over the course of this project, a whole 
suite of U(V) complexes (C5Me5)2U(=N-Ar)(X/Y) (where 
X=F, Cl, Br, I; Y=OTf, SPh, SePh, TePh, NPh2, OPh, Me, Ph, 
C≡CPh, N=CPh2) were prepared.  This series includes 
the first examples of pentavalent uranium with anionic 
sp, sp2, and sp3 carbon moieties other than carbocyclic 
(C5R5, C7H7, C8H8) ligands. That a wide range of substitu-
ents can be supported within the wedge of these U(V)-
imido complexes refutes prior assertions that pentava-
lent uranium complexes are inherently unstable.  

Figure 1. Path for synthesis of substituted UV-imido complexes.
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The series of (C5Me5)2U(=N-Ar)(X/Y) (where X=F, Cl, Br, 
I; Y=OTf, SPh, SePh, TePh, NPh2, OPh, Me, Ph, C≡CPh, 
N=CPh2) complexes with electronically diverse X/Y ligands 
and studied using a combination of cyclic voltammetry, 
UV-visible-NIR absorption spectroscopy, and variable-
temperature magnetic susceptibility, which provide a 
coherent description of the electronic structure of these 
pentavalent systems and indicate that both the U-X/Y and 
U=N bonds exhibit covalency.  All of the pentavalent ura-
nium compounds exhibit U(VI)/U(V) and U(V)/U(VI) redox 
couples by voltammetry. The potential separation between 
these metal-based couples remaining essentially constant 
at ~1.50 V, but both processes shift in tandem in potential 
by ~700mV across the series of X/Y ligands. Temperature 
dependent magnetic susceptibilities are reported for all 
complexes with μeff values ranging from 2.22-2.53 μB.  The 
onset of quenching of orbital angular momentum by ligand 
fields is observed to occur ~40 K in all cases.  There are no 
significant differences between μeff values or temperature 
dependencies in the magnetic susceptibility based on the 
identity of the ancillary X/Y ligand. However, an excellent 
linear correlation was observed between the chemical 
shift values of the C5Me5 ligand protons in the 1H NMR 
spectra and the oxidation potentials of (C5Me5)2U(=N-Ar)
(X/Y), suggesting that there is a common origin – overall 
σ-/π-donation from the ancillary X/Y ligand to the metal, 
contributing to both observables. As illustrated in Figure 2, 
combined, these data confer the following trend in increas-
ing σ/π-donating ability of the X/Y ligand to the UV metal 
center:  OTf < I < Br < Cl < SPh < C≡CPh < F < [OPh ~ Me ~ 
Ph] << NPh2 < N=CPh2.  

Figure 2. Showing the effect of ligand substitution (X/Y) on the 
electronics of the pentavalent  (C5Me5)2U(=N-2,6-iPr2-C6H3)(X/Y) 
complexes.

The electronic spectra are comprised of π-π* and π→nb5f 
transitions involving electrons in the metal-imido bond, 
and metal-centered f-f bands illustrative of the 5f1 valence 
electron configuration.  Two distinct sets of bands have 
been attributed to transitions derived from this 5f1 con-
figuration, and the intensities in these bands are increased 
dramatically over those found in spectra of classical 5f1 

actinide coordination complexes. Density functional theory 
(DFT) results for the model complexes (C5Me5)2U(=N-Ph)
(F) and (C5Me5)2U(=N-Ph)(I) show good agreement with 
experimental structural and electrochemical data and 
provide a basis for assignment of spectroscopic bands.  
The bonding analysis describes multiple bonding between 
the uranium metal center and imido nitrogen, which is 
comprised of one σ- and two π-interactions with variable 
participation of 5f and 6d orbitals from the uranium center.  
When considered in the broader context of other recent 
results for organouranium complexes, the results obtained 
for the UV-imido complexes (C5Me5)2U(=N-Ar)(X/Y) provide 
an important bridge between those for UVI-imido systems 
(e.g., (C5Me5)2U(=N-Ar)2) that have long been regarded as 
possessing substantial covalency in the metal-ligand mul-
tiple bonds and the more recent data for UIV-ketimide sys-
tems (e.g., (C5Me5)2U(-N=C-Ar2)2) that possess metal-ligand 
bonding intermediate between single and double bonds 
based on structural  data.  All three systems, (C5Me5)2U(=N-
Ar)2, (C5Me5)2U(=N-Ar)(X/Y), and (C5Me5)2U(-N=CAr2)2, 
exhibit similar experimental hallmarks for covalent metal-
ligand bonding.  While it is not possible to make quantita-
tive comparisons regarding the degree of covalency from 
the existing data, the emerging picture is that all three ura-
nium oxidation states are able to support covalent bonding 
in these organometallic complexes.

The Cu(I)-based oxidation protocol deserves some com-
ment as it has a number of attractive features.  Unlike 
silver- or thallium-promoted oxidations, which are often 
difficult to predict and control, Cu(I)-salts are inexpensive, 
readily available, and easily derivatized.  Importantly, the 
copper oxidation protocol avoids the use of silver and thal-
lium salts (RCRA-listed), thereby greatly diminishing the 
generation of mixed radioactive hazardous waste and po-
tential exposure to highly toxic thallium reagents. Finally, 
the copper(I)-salts generally give cleaner reactions, and are 
readily separated from the reaction solution by filtration.

This year we also discovered that the copper(I)-based 
oxidative functionalization protocol provides a simple and 
mild method for synthesizing the corresponding U(IV) com-
plexes in good yield (Figure 3). Reaction of the trivalent 
uranium complexes (C5Me5)2UI(THF), (C5Me5)2U[N(SiMe3)2], 
(C5Me5)2U(NPh2)(THF) and (C5Me5)2U(-O-2,6-iPr2-C6H3)
(THF) with copper(I) iodide affords the corresponding 
tetravalent uranium diiodide, amide-iodide, and arylox-
ide-iodide complexes (C5Me5)2UI2, (C5Me5)2U[N(SiMe3)2]
(I), (C5Me5)2U(NPh2)(I) and (C5Me5)2U(-O-2,6-iPr2-C6H3)
(I), respectively.  This protocol was also extended to the 
synthesis of the alkyl-iodide complex (C5Me5)2U(CHPh2)(I).  
The isolation of this complex from the in situ-generated 
trivalent uranium alkyl complex (C5Me5)2U(CHPh2)(THF) 
illustrates the synthetic value of this oxidation procedure 
in those situations where the UIII metallocene complex can-
not be isolated or is unstable.  Over-oxidation and ligand 
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redistribution are not observed with this Cu-based UIII→UIV 
oxidation procedure, making it an attractive synthetic alter-
native to the existing routes for the preparation of mixed-

ligand metallocene complexes of the type (C5Me5)2U(X)(Y) 
(where X = halogen; Y = alkyl, amide, aryloxide, etc.).

Figure 3. Synthetic procedure for the 1-electron oxidation of 
organometallic U(III) complexes to their U(IV) counterparts with 
Cu(I)I.

Future Work

This project started in December 2006 and will end at the 
beginning of December 2008.  During the final weeks of 
this project two additional oxidation papers that deal with 
gold-oxidation platforms will be completed. The last review 
of pentavalent uranium chemistry was published in 1969. 
The impact of the LANL pentavalent chemistry studies has 
been evidenced by the large number of papers on pentava-
lent uranium complexes following our initial disclosure.  It 
is now a hot field and accordingly we have been invited 
to write a review on this body of work, which will also be 
completed during the final months of this project. 

Conclusion

As evidenced by this project, the DOE complex and LANL 
clearly benefits from simple exploratory research.  The 
copper(I)-based oxidation chemistry discovered in this 
project has provided easy chemical control over uranium 
in oxidation states ranging from U(III) to U(VI). The large 
range of accessible oxidation states using a single non-toxic 
reagent is unprecedented and has substantial implications 
for actinide separations schemes and longer term impact 
for advance nuclear fuel cycles.  Finally, the value of this 
protocol is being noticed by other groups throughout the 
chemistry community and has been successfully extended 
to other uranium chemistry.  
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Introduction

This project investigates materials that show new and 
unusual types of superconductivity. By using the very 
high magnetic fields and very low temperatures that 
are available at the Materials Physics and Applications 
Division’s National High Magnetic Field Laboratory 
(MPA-NHMFL), the superconductivity can be switched 
on and off in a controllable manner. This will enable 
the microscopic properties of the underlying electrons 
to be uncovered using unique experimental tools de-
signed by Dr Yuan. In this way, the mechanism for su-
perconductivity in these materials will be understood 
for the first time. This is an important achievement, as 
it may allow superconductors with desirable properties 
(e.g. zero resistance at relatively high temperatures, 
resistance to high magnetic fields) to be designed from 
scratch. Such discoveries will have an important impact 
on technologies such as electrical power distribution 
and transport, and on applications of electromagnets 
such as MRI; the application of “designer superconduc-
tors” could yield greatly increased efficiency, reduced 
power consumption (important for energy security) and 
protection against large-scale power outages caused by 
grid failures.

Benefit to National Security Missions

This project supports the DOE mission to enhance the 
nation’s fundamental scientific capabilities by improv-
ing our understanding of superconductivity. This helps 
design better practical superconductors, supporting 
DOE’s mission to improve the nation’s energy security 
(i.e. by reducing electrical power consumption). Finally 
it helps in understanding complex substances such as 
plutonium.

Progress

Dr. Yuan has performed a number of influential ex-
periments on exotic superconductors and correlated-
electron systems and written several papers. He has 
also spoken by invitation at a number of international 
conferences and at overseas universities. The most 
important results are described below. Several other ex-

Superconductivity in Non-Centrosymmetric Materials
John Singleton
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periments are in progress and samples of new materials 
continue to arrive from his network of international 
collaborators.

Very soon after the discovery of the new Fe-based 1. 
“high-temperature” (RE,La)(O,F)FeAs supercon-
ductors in early 2008, Dr Yuan obtained samples 
and began to investigate their properties using the 
high-field facilities at MPA-NHMFL. He has mapped 
out the upper critical field of polycrystals for the 
first time [1] and has shown that the upper critical 
field in single crystals is almost isotropic [2] (Figures 
1 and 2). The latter result is very strong evidence 
that the superconductivity is orbitally-limited for all 
orientations of the field; it sharply distinguishes the 
new Fe-based superconductors from other exotic 
materials such as the cuprates and organic metals, 
where Pauli limiting takes over at certain field ori-
entations. The very important result is being linked 
to the recently observed Fermi-surface topology 
[2].

Dr Yuan has observed a field-induced Fermi-surface 2. 
topology change in CeRhIn5 for the first time. This 
is important evidence about the nature of the 
field-induced quantum critical behavior in this com-
pound. The result was reported at the American 
Physical Society March meeting and is being pre-
pared for publication.

The unusual layered compound Na3. xCoO2.H2O was 
investigated using heat-capacity measurements to 
reveal the superfluid density and the existence of 
two separate superconducting states for the first 
time [3].

The triple-layered ruthenate Sr4. 4Ru3O10 was inves-
tigated. Only one ferromagnetic phase was found, 
and the data meant that it was possible to rule 
out several previously-proposed antiferromagnetic 
phase transitions. A magnetic domain model was 
proposed to account for previously observed mag-
netotransport and metamagnetic behavior [4].

The superconducting order parameter in the non-5. 
centrosymmetric superconductors Li2(Pd,Pt)2B was 
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studied using magnetic penetration-depth measure-
ments. The data suggest that an unusual spin-triplet 
state develops with increasing Pt content due to the 
broken inversion symmetry [5]. Similar techniques 
were applied to a number of heavy-fermion supercon-
ductors [6].

Metallic states close to the quantum phase transition 6. 
in cubic FeGe were investigated using very high pres-
sures and electrical resistivity. It was found that a pres-
sure of 19 GPa suppressed the long-wavelength helical 
order, and the observed strong deviations from Fermi-
liquid behavior disagree with the standard vision of a 
quantum critical phase transition [7].

In summary, Dr Yuan is a very energetic and enthusiastic 
experimentalist. He has developed several collaborations 
with some of the best sample growers in the world, so that 
he has access to high-quality samples of the “hottest” ma-
terials. Consequently, his work is doing much to raise the 
international profile of MPA-NHMFL.

Figure 1. In-plane electrical resistivity of single crystals of the 
superconductor (Ba,K)Fe2As2 measured in pulsed high magnetic 
fields. (a): The temperature dependence of the resistivity ρ(T) at 
zero magnetic field. Note that there is a weak kink around 108 
K in ρ(T) which may correspond to a spin-density-wave or struc-
tural transition. The inset shows the temperature dependence of 
the Hall coefficient RH obtained in pulsed magnetic fields of up to 
60T.The field dependence of the resistivity ρ(B) at various temper-
atures is shown in (a) and (b) for field parallel and perpendicular 
to the c-axis, respectively.  

Figure 2. The upper critical field Hc2(T) of single crystals of the 
superconductor (Ba,K)Fe2As2. The main figure shows Hc2 versus 
temperature for magnetic field parallel to the c-axis (circles) and 
perpendicular to the c-axis (squares), in which the critical fields 
Hc2(T) are determined from the midpoint of the sharp resistive 
superconducting transitions. Remarkably, the two samples (#A 
and #B) behave nearly identically despite their different purities. 
The inset shows the anisotropy parameter =Hc2H¥c /Hc2H //c 
plotted as a function of temperature. The parameter is about 2 
near Tc, a value close to what other groups derived in low-field 
measurements, but decreases with decreasing temperature and 
approaches to 1 as the temperature  tends to zero, indicating 
isotropic superconductivity. This is a most surprising finding in a 
layered material.  

Future Work

The growth of high-quality single-crystal samples is 
essential for an understanding of the origin of non-
centrosymmetric superconductors. Therefore two new 
non-centrosymmetric superconductors, LaRhSi and LaIrSi, 
will be synthesized. Conventional growth techniques are 
known to produce excellent crystals of these substances. 
High-magnetic-field quantum oscillation studies (i.e. the de 
Haas-van Alphen effect) will be carried out in the pulsed-
field magnets of MPA-NHMFL. Fields of order 60 T allow 
quantum oscillations to be seen even in materials that are 
quite disordered; hence doped alloys of the two materials 
such as La(Rh,Ir)Si and LaIr(Si,Ge) will also be studied. The 
measurements will establish both the Fermi-surface topol-
ogy (necessary to understand the interactions leading to 
superconductivity) and reveal if there are any spin asym-
metries in the Fermi surface. Such spin asymmetries may 
be important in the competing singlet and triplet pairings 
that are known to be a feature of non-centrosymmetric 
superconductors. High-field measurements will also seek 
exotic superconducting phases, including the helical 
phase predicted for non-centrosymmetric superconduc-
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tors. A further advantage of the doping studies will be an 
increased understanding of the differing sensitivities of 
the singlet and triplet pairing states to disorder. In all of 
this work, the high-field experiments will be backed up by 
other techniques such as penetration-depth, heat capacity, 
thermal conductivity, nuclear magnetic resonance and Jo-
sephson tunneling, to establish a very complete picture of 
the unconventional superconductors. Collaborations with 
theory groups both within LANL and in US universities will 
examine how theories of electron correlations can describe 
the experimental data, and thus seek general truths about 
electron correlations that will assist LANL and the DOE’s 
missions.

Conclusion

These experiments will establish a leading role for Los Ala-
mos in understanding the microscopic physics of unusual 
superconductors. The expected results of the measure-
ments include a better knowledge of the interactions be-
tween the electrons that give rise to this type of supercon-
ductivity. Such interactions are of very general importance, 
not only in superconductors, but also in unusual metals 
such as plutonium and its alloys. An understanding of the 
microscopic theory of the electronic interactions is a great 
asset in stockpile stewardship. In addition, it will help in 
designing or predicting better superconducting materials 
for future use in US industry.
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Introduction

Copper has been used in electrical devices extensively. 
To improve performance of devices, development 
of the Cu-based new structures with high strength, 
good ductility, and conductivity is required. Although 
processing to reduce the grain size below 100 nm 
increases the strength of copper, its ductility and 
electrical conductivity drop considerably. We would 
like a different way to strengthen copper. Carbon 
nanotubes (CNTs) possess high elastic modulus, 
ultrahigh strength, good conductivity, and excellent 
thermal stability. These novel properties allow CNTs to 
be an excellent candidate for composite reinforcement 
– the composite is expected have dramatically better 
mechanical properties than copper alone. Furthermore, 
CNT’s good thermal and electrical conductivities will 
minimize the conductivity loss in the nanocomposites. 
We attempted the synthesis and characterization of 
CNT-reinforced metallic composites. Previous fabrica-
tion techniques involved hot press, plasma spray, hot 
extrusion, and ball-milling followed by sintering. Obvi-
ously, these attempts require high temperatures to 
obtain fully-dense samples. However, heating not only 
makes CNTs react with metal matrixes but also increas-
es grain size significantly. As a result, studies of improv-
ing both strength and ductility in Cu-CNT composites 
have not been very successful so far. Here, we are car-
rying out a novel approach to make high quality multi-
functional Cu-CNT nanocomposites by taking advantage 
of ball milling, powder consolidation, low-temperature 
annealing, and high pressure torsion at room tempera-
ture to avoid coarsening. The designed multifunctional 
Cu-CNT composites will have an important technologi-
cal and economic impact by miniaturizing electronic 
devices. Scientifically, the success of this project will 
help us understand deformation physics, mechanical 
behavior, electrical properties, and thermal stabilities of 
nanocomposites.

Benefit to National Security Missions

This project will support the DOE mission in basic sci-
ence and energy security by enhancing our understand-

Multifunctional Copper-Carbon Nanotube Nanocomposites
Amit Misra
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ing of Cu-carbon nanotube nanocomposites, whose 
primary application is for electrical power transmission. 

Progress

To efficiently improve mechanical property of Cu-CNT 
composites, it is desireable that CNTs are much longer 
than grain sizes so that they can function as the linkage 
between grains to prevent intergranular fracture. In ad-
dition, a good reinforcement effect requires that CNTs 
can be incorporated into grain interiors. Thirdly, CNTs 
should also be dispersed into metallic matrices ho-
mogenously because clusters of CNTs may cause early 
fracture due to weak bonding strength between CNTs. 
Unfortunately, CNTs have a strong tendency to form 
bundles, and it is difficult to homogeneously disperse 
CNTs. To overcome this challenge, ball-milling was em-
ployed in the current project. The Cu powders (particle 
sizes: 0.5-1.5μm) with 1wt.% CNTs (length: 20-30μm) 
were ball milled for up to 5 hrs in an Ar-protected en-
vironment. For comparison, Cu powders without CNTs 
were also ball milled at the same conditions. Scanning 
electron microscopy (SEM) study shows that after ball 
milling, the particle sizes increased, which is caused by 
the cold-welding process during ball milling. Further-
more, particle size depends on the ball milling time. For 
example, particle sizes are about 8-35μm and 10-50μm 
after 1hr and 5hrs ball milling, respectively. 

A close examination revealed that after 5hrs ball mill-
ing, the particle surfaces is clean and smooth. However, 
there are some fine particles on the surfaces of large 
particles when the CNTs were added. Furthermore, 
the analysis found that CNTs were not observed on the 
particle surfaces, indicating that CNTs have been incor-
porated into Cu powders during ball milling. The ball 
milled Cu-CNTs composite powders were compacted 
into 10mm diameter discs with a thickness of about 
1mm in air at room temperature at a stress of about 
500MPa. SEM results demonstrate that the discs have 
many small pores, which is due to a low applied load. 
Therefore, further processing is required. These discs 
were subjected to high-pressure torsion (HPT) for two 
reasons. One, to make samples fully-dense, and other 
to refine the structures by severe plastic deformation. 
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The HPT-processed Cu-CNT composites were analyzed by 
x-ray diffraction (XRD), nanoindenter, and transmission 
electron microscopy (TEM). The results show that after 
HPT, the strong (111) texture developed in both Cu and 
Cu-CNT composites, but, an addition of CNT does not af-
fect the texture intensity. Importantly, no CNT peaks were 
observed, implying that the CNTs have been incorporated 
into Cu matrix. 

Detailed microstructure analysis for the HPT-processed 
samples with and without CNTs was conducted by TEM 
and high resolution TEM (HRTEM). The results demon-
strate that all the samples have a nanostructured micro-
structure and grains exhibited an equiaxed shape. The 
average grain size is about 22 nm and 29 nm for Cu-CNT 
composite and Cu, respectively. The grain size distribution 
of Cu-CNT nanocomposite is apparently narrower than 
that of pure Cu. It is known that the principle of produc-
ing nanostructures by HPT is to form subgrain boundaries 
via dislocations under severe torsional deformation. These 
subgrain boundaries then develop into high angle grain 
boundaries, resulting in grain refinement. With presence 
of CNTs, the dislocation motion could be inhibited at CNTs. 
That is, the dislocation accumulation would be enhanced 
at CNTs. Consequently, an addition of CNTs leads to a fur-
ther decrease in the grain size and grain size distribution. 

Figure 1 displays an HRTEM picture showing CNTs embed-
ded in the Cu matrix. The insert is the HRTEM image of 
original CNTs. It is worth mentioning that during TEM ob-
servations, no CNT agglomeration in the Cu-CNT samples 
was found, which is critical in obtaining improved per-
formance in CNTs-added composites since CNTs cluster-
ing hurts property gains. The flow stress as a function of 
distance away from the disc sample center was measured 
for nanostructured Cu and Cu-CNT composite. The results 
show that the flow stress does not change noticeably with 
measurement site for both samples, which indicates that 
the microstructure is approximately uniform. Furthermore, 
the results demonstrate that the strength of Cu-CNT nano-
composite is higher than that of pure Cu. Such enhance-
ment originates from two aspects. One is grain refinement, 
and the other is the CNTs reinforcement. 

Figure 1. High-resolution transmission electron microscopy 
image showing CNTs embedded in Cu matrix. The insert shows 
the CNTs before insertion. 

The electrical conductivity was also measured on the as-
pressed Cu-CNTs composites. These composites have a 
resistivity of 2-6.10-5 Ω.cm. Although it is larger than that of 
pure Cu (0.17.10-5 Ω.cm), it is comparable with that for Ni 
and Fe (~0.7-1.0.10-5 Ω.cm), and still impressive. Compared 
with pure Cu, the decreased electrical conductivity of as-
pressed Cu-CNTs composites is believed to be mainly due 
to oxidization, pores (low density), and residual stress. The 
composite’s electrical conductivity would be significantly 
improved after they are HPT-treated and annealed. Also, 
in future, the powder consolidation will be performed in 
glove box to avoid oxidization. In summary, bulk nanostruc-
tured Cu-CNTs composite samples have been successfully 
fabricated via a combination of ball milling, powder consol-
idation, and HPT. XRD, SEM, TEM and nanoindentation re-
sults show that CNTs can be homogeneously dispersed into 
Cu matrix, which is a key prerequisite to achieve enhanced 
mechanical and physical properties. Also, it is found that 
the nanostructured Cu-CNT composite is stronger than 
pure Cu at the same grain size.

Future Work

Cu has been widely used in many electrical applications 
such as the overhead catenary systems (contact and feeder 
wires) for light-rail transit and coil materials for electro-
magnets. Nowadays, there are about 6000-miles of light-
rail lines worldwide, and replacing these overhead wires 
will cost more than $1 billion. To improve their service life 
significantly, Cu conductors with good wear resistance and 
conductivity are required. Another challenge can be found 
at the National High Magnetic Field Labs at LANL and 
Florida is to build electromagnets that can produce ex-
tremely high magnetic fields. The limiting factor has been 
the lack of ultra-strong and conductive wires for building 
such magnets. To date, attempts to improve the strength 
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and wear resistance of Cu conductors have not been very 
successful because they significantly lower the conductiv-
ity in most cases. We proposed a novel approach to solve 
this problem: multifunctional Cu-carbon nanotube (CNT) 
nanocomposites. The incorporation of ultra-high strength 
CNTs is anticipated to significantly increase the strength, 
toughness, thermal stability, and wear resistance of Cu-
CNT nanocomposites, while the good conductivity of CNTs 
will minimize the conductivity reduction in the nanocom-
posites.  Our approach will include:

Several methods will be employed to produce CNTs-1. 
reinforced Cu nanocomposites, including electro-depo-
sition, severe plastic deformation (SPD), and powder 
consolidation.

The effect of CNTs (volume fraction, length and CNT 2. 
type) on mechanical properties (strength, ductility and 
wear resistance), electrical and thermal conductivities, 
and thermal stability of nanocomposites will be stud-
ied.

The deformation physics of the Cu-CNT nanocompos-3. 
ites will be studied using scanning electron microscopy, 
high-resolution transmission electron microscopy, x-ray 
diffraction, and in-situ deformation-neutron and syn-
chrotron diffractions.

Conclusion

We expect to successfully fabricate nanostructured Cu-
carbon nanotube composites with good wear-resistance, 
conductivity and high strength. The impact of this work is 
four-fold: First, it could save billions of dollars annually by 
prolonging the life of a wide range of components includ-
ing electrical brushes, switches, and electrical relays. Sec-
ond, it can be used to make miniature electronic devices, 
which have great potential for aerospace applications. 
Third, it could enable the construction of electromagnets 
that produce magnetic fields much higher than currently 
possible. Fourth, it will contribute to the understanding 
of deformation physics, mechanical behaviors, electrical 
properties, and thermal stabilities of nanocomposites

Publications
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Introduction

Study of dynamics of thermally activated phenomena 
is essential for designing materials with desirable char-
acteristics. However, current materials modeling tech-
niques cannot simultaneously access large length and 
time scales without making severe approximations that 
typically corrupt the dynamical evolution. This project 
addresses these challenges by modifying and building 
on the characteristics of the temperature accelerated 
dynamics (TAD) method developed here at Los Alamos. 
In the TAD method [1], transitions from state to state 
are made to occur more rapidly by raising the tempera-
ture of the system.  Although the wrong event some-
times occurs first at higher temperature, the TAD algo-
rithm corrects for this, only allowing the correct events 
(with a desired confidence) to be accepted.  The TAD 
method gives statistically correct dynamics and it can 
access large time scales.  However, it is limited to small 
system sizes; e.g., 1000 atoms. We are pursuing two 
different directions in this project to develop multiscale 
methods for solid state systems that overcome the ma-
terials length and time scale problem with the accuracy 
of the TAD method. The first approach is to modify the 
TAD method so that it generates a proper list of reac-
tion processes as it proceeds.  This list of processes is 
then used in the well-known kinetic Monte Carlo (KMC) 
framework to advance the dynamics.  This solves the 
long-standing problem of how to find a complete (or 
complete enough with desired confidence) list of rate 
processes for a given system in a given state.  The sec-
ond approach, which we term “TAD-based KMC”, builds 
on this by generating process lists for small subsets of 
atoms.  The payoff is that this method can be used on 
extremely large systems, and offers for the first time a 
KMC method with error control.   We are applying these 
methods to metal and oxide material systems.

Benefit to National Security Missions

This project will improve our understanding of the 
complex microstructural behavior of materials under 
irradiation.  This understanding is needed for designing 
improved nuclear fuels, longer-lasting structural materi-
als, and radiation-resistant matrix materials for long-

Multiscale Simulations for Cascade Overlap in Irradiated Materials
Arthur Ford Voter

20070640PRD2

term waste storage.  This project thus contributes to 
the DOE missions in Energy Security, Nuclear Security, 
Environmental Responsibility, and Scientific Discovery 
and Innovation.

Progress

We have made significant progress this year on the 
development of advanced forms of the temperature 
accelerated dynamics (TAD) method for studying long-
time dynamics in materials systems.  We are pursuing 
two directions:

p-TAD method: A new formulation of the tempera-1. 
ture accelerated dynamics (TAD) method called 
the p-TAD method has been developed, for sys-
tematically generating a kinetic Monte Carlo (KMC) 
process list for a given material  system. (A process 
list is a list of reaction mechanisms, and associated 
rate constants, for escape from the present state 
of the system.)  The method guarantees that all 
relevant KMC processes have been detected with 
a user-specified confidence over large time scales.  
Generation of such accurate KMC process lists, 
with error control, is not possible with any other 
currently available technique.  Though the p-TAD 
algorithm resembles the original TAD algorithm in 
many ways, the p-TAD method introduces signifi-
cant improvements to existing TAD method.  For 
example, it offers a more direct way to parallelize 
the dynamics for small (or large) systems, and it can 
be made more accurate event by event if desired, 
because the accurate rate constant is computed at 
low temperature directly.  It also offers the possibil-
ity of including quantum dynamical (e.g., tunneling 
and zero-point) effects.  A manuscript describing 
the p-TAD method will be submitted for publication 
to the Journal of Chemical Physics shortly.

TAD-based KMC method: The TAD-based KMC 2. 
method (TAD-KMC) is a powerful method devel-
oped to simultaneously overcome the length and 
time scale problem. The method identifies unique 
local environments, i.e., relative atomic arrange-
ments around each atom, in the material system us-



256 Los Alamos National Laboratory

Postdoctoral Research & Development

ing an efficient pattern recognition algorithm. A list of 
relevant KMC processes is continuously generated with 
a user-specified confidence for the unique local envi-
ronments using the p-TAD method described above. 
Parallel p-TAD calculations are straightforward using 
multiple processors. KMC process lists from local envi-
ronments are compiled to generate an on-the-fly mas-
ter KMC process catalog. Processes are selected using 
an the efficient n-fold KMC method. Once a KMC cata-
log is generated, it can be reused for other calculations 
with the same material at conditions different from 
ones the catalog was originally generated for. An excit-
ing aspect is that the TAD-KMC scales sublinearly with 
the number of atoms in the material system, which 
contributes to its high computational efficiency for 
large systems. Other important features of the working 
code developed for this method include, but are not 
limited to: a) performing p-TAD based on-lattice or off-
lattice KMC simulations, as well as their combinations 
in a spatially adaptive fashion, b) overcoming time 
scale separation resulting from fast and slow process-
es, c) compiling KMC catalogs generated from differ-
ent KMC process list generation methods, d) database 
management system for efficient storage and retrieval 
of information, and e) adaptive methods for maximum 
exploitation of available processors. The code has 
enabled us to study dynamics of a 50,000 atom metal 
system over milliseconds with a few hours of compu-
tational time using four processors (see Figure 1). The 
sublinear scaling means that modeling of very large 
systems, e.g. a million atoms or more, should be pos-
sible with relatively modest computational resources. 
This method is more approximate than a full TAD or 
p-TAD simulation, due to the environment localization, 
but it is substantially more accurate than the stan-
dard KMC approach that it is meant to compete with, 
and offers error control for the first time in any KMC 
method.  Figure 2 shows examples of the complicated 
mechanisms, involving many atoms and sometimes 
going off lattice, that are allowed to occur naturally 
as the dynamics progress in a TAD-KMC simulation.  A 
manuscript for publication is current in preparation. 

We have also begun developing a new methodology for 
speeding up either KMC or TAD-KMC simulations in a 
simple but general way.  This “fuzzy superbasin” (FSB) 
technique builds on the past history of states visited to 
alter the state-to-state sequence of transitions without 
modifying the accuracy of the simulation significantly (up 
to a given confidence level). The FSB technique will help 
TAD-KMC method reach even longer timescales for given 
computational resources.  We are experimenting with 
implementation of FSB in the TAD-KMC code, and the time 
achieved in a test simulation is shown in Figure 3.

Figure 1. Example of the large system size accessible with the 
TAD-KMC method.  This silver surface diffusion system, consisting 
of 49,312 atoms, was evolved for milliseconds at T=200K on a 
four processors.

Figure 2. Mechanisms observed during TAD-KMC simulation of 
silver adatoms on copper surface [Ag/Cu(100)].  Both panels 
show moves that are important in the evolution of the Ag 
overlayer, but which would be omitted from any standard KMC 
simulation due to their complexity.  Top panel: 3-atom concerted 
exchange move involving two Ag adatoms as well as a Cu sub-
strate adatom that  becomes an adatom after the event.  Bottom 
panel: 3-atom concerted move that is off lattice. At high Ag 
coverages, the Ag film begins to buckle under elastic strain, a 
feature that is also usually absent in regular KMC models.
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Figure 3. Time accessed during the simulation of thin-film deposi-
tion of silver on a silver surface at T=200K, using TAD-KMC aug-
mented with the fuzzy superbasin (FSB) method.  The FSB reduces 
the total number of transitions while maintaining a desired 
accuracy in the long-time dynamical outome.  Also shown is 
the number of unique local environment states identified by the 
TAD-KMC. As states are revisited, TAD-KMC gives a power-law 
increase in the time with respect to computational time. This 
effect, also known as the sweeping effect, is observed in all TAD 
methods.

Future Work

Microstructural evolution in a material, especially when 
driven by irradiation, involves processes on time scales 
ranging from subpicosecond to seconds and beyond, and 
length scales from atomic scale to microns (or beyond).  No 
single simulation method can appropriately treat this range 
of time and length scales.  Molecular dynamics (MD) is well 
suited to the shortest-time processes, including the sub-ps 
collision cascades, but is hopeless beyond nanoseconds.  
Accelerated molecular dynamics (AMD) methods, devel-
oped here at LANL, are powerful for treating activated 
processes on much longer time scales.  Exactly how long 
depends on the system, but in favorable cases, AMD simu-
lations can go into seconds and beyond.  Kinetic Monte 
Carlo (KMC) methods, which require known rate constants 
as input, can go to even longer times (typically many or-
ders of magnitude longer than AMD for the same system) 
and to much greater length scales.  In this project, we are 
developing a spatial hybrid method that takes advantage 
of all three of these methods.  It will use MD where colli-
sion cascades require full trajectory accuracy at the fs time 
scale and to follow the dynamics into ps until the excess 
energy has dissipated from the region.  It will use our latest 
AMD methodology in regions where complex defect evolu-

tion is occurring, and employ the more cost-effective pure 
KMC method in regions where the defect dynamics are 
expected to be simple.  The pre-calculated table of rates 
needed for the KMC will be generated on the fly by the 
TAD module.  The method will employ adaptive meshing 
and will convert on the fly among the different methods to 
maintain the maximum speed with the required accuracy.  
The method will be applied to surface diffusion and growth 
problems during initial development and testing, and then 
later to radiation damage in bulk fcc metals described with 
embedded atom method potentials.

Conclusion

We are developing a computer simulation approach that 
combines the best of molecular dynamics, accelerated 
molecular dynamics, and kinetic Monte Carlo methods, to 
reach greater time-scales, length scales, and accuracy than 
has been possible previously.  The resulting computer pro-
gram will be used to study materials under irradiation and 
other problems. This will offer us a modeling tool that can 
be used to assist in the design of improved nuclear fuels, 
improved nuclear structural materials, and materials to 
contain nuclear waste elements.  It can also help in under-
standing ion implantation and thin film deposition used in 
semiconductor processing steps, such as for solar cells.

References
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Introduction

We will use ultrafast optical techniques to determine the 
dynamics of carriers in complex materials whose exotic 
behavior is dominated by interactions between carriers, 
in order to understand the underlying physics that deter-
mines the properties of these materials.  The materials 
under study include high temperature superconductors, 
heavy fermion materials, magnetic materials, ferroelec-
trics, coupled magnetic and electric materials such as 
multiferroics, nanostructured materials and metamateri-
als. These materials all exhibit unusual electronic and 
magnetic properties that are of technological importance 
for advanced electronic and sensor applications. One 
of the key open questions in high temperature super-
conductivity is the nature of the interactions in these 
materials and the possibility of competing interactions, 
which will enable advanced technological applications.  
Ultrafast optical measurements will be used to elucidate 
the different interactions which should occur on differing 
timescales, to obtain new information regarding the na-
ture of low-lying singular and collective mode excitations 
of such complex and nanostructured materials and to 
explore carrier relaxation of interacting electrons.

Benefit to National Security Missions

Our new techniques will impact next generation materi-
als and devices, ranging from semiconductors to nano-
structures, all of which are important to DOE missions in 
national security, nanotechnology, and basic science. This 
project will provide critical information on high-frequen-
cy electrical transport, ultrafast optoelectronic or mag-
netic switching, and broadband, ultrafast photodetectors.

Progress

Ultrafast optical spectroscopy (UOS) is a powerful tech-
nique to study femtosecond dynamics in various systems 
with very high temporal resolution. In particular, tools 
in UOS, like all optical pump/probe specstrocopy and 
four-wave mixing have contributed greatly to our under-
standing of electron-electron scattering, electron-phonon 
interactions, etc. in semiconductors, conventional metals 

Ultrafast Non-equilibrium Physics of the Fractional Quantum Hall System
Antoinette Jane Taylor
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and correlated electron materials. Other tools like THz-
Time Domain Specstroscopy allow us to directly measure 
the complex conductivity in correlated electron materials 
like high-Tc superconductors. Further, by first pumping 
with optical pulses, and then probing with the far-IR THz 
pulses, one can measure the ultrafast changes in complex 
conductivity following optical excitation with picosecond 
resolution, giving us access to the dynamics of quasipar-
ticles and the superconducting condensate. We are cur-
rently building a system capable of pumping with optical 
or mid-IR pulses, while probing with far-IR THz pulses. By 
pumping with long wavelength mid-IR pulses, one can 
excite very low energy excitations in the correlated elec-
tron materials and study their effect on the dynamics of 
correlated electron systems. Over the past few months, 
we have designed the experimental system allowing us 
to perform ultrafast pump-probe experiments, where 
the pump can be optical (400-800 nm) or mid-IR (3-20 
microns) and the probe can be optical, mid-IR or far-IR 
(100-1000 microns). We start with part of a 1-kHz, 3mJ-
pulse amplifier system, which is used in combination with 
a Visible Optical Paramateric Amplifier (OPA) or a midin-
frared OPA to generate the pump pulses. The remaining 
energy in the amplifier pulses is used to generate and 
then detect few-cycle THz pulses using ZnTe crystals as 
emitters and detectors. We are currently in the process of 
aligning the optical experiment.

Metamaterials (materials composed of shaped dielectrics 
and conductors resulting in specifically designed elec-
tromagnetic responses) have generated a lot of interest. 
They have novel properties like negative refractive index, 
artificial magnetism, super focusing, etc.  Some of the ap-
plications in optical communications and data processing 
require modulation of the electromagnetic properties of 
the metamaterial, which can be achieved by modulating 
the optical properties of the constituent dielectrics and 
conductors. In this project, we study a negative-index 
metamaterial at near-IR wavelength fabricated with el-
liptical holes penetrating through the metal/dielectric/
metal films. By injecting photoexcited carriers into the 
dielectric, we alter its optical properties, thereby modu-
lating the electromagnetic response of the metamaterial. 
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Over the past year, in collaboration with the Center of High 
Technology Materials, we have fabricated a negative-index 
metamaterial at 1200nm with elliptical holes in Ag/amor-
phous-Si/Ag films. Using Fourier Transform IR spectroscopy 
and Rigorous Coupled Wave Analysis, we have measured and 
successfully simulated the transmission properties of our 
sample in the near-IR range (1000nm – 1500nm). 

We then set up a pump/probe experiment to study and char-
acterize the modulation of the near-IR transmission proper-
ties right after photoexcitation with an optical pulse. In this 
experiment, we excite the sample with 60 fs, 500 nm optical 
pump pulses. This excites a large number of photoexcited 
carriers in the amorphous silicon film. The carriers modify 
the dielectric properties of the amorphous-Si, effectively 
making it a conductor and thereby changing the electromag-
netic properties of the metamaterial sample. After a short 
time delay, ranging from 0-20ps, we measure the transmis-
sion of a near-IR probe pulse through the sample, thereby 
directly giving us the modulated transmission properties of 
our sample in the near-IR. We study the modulation of the 
transmitted intensity as a function of various experimental 
parameters, including the wavelength & polarization of the 
near-IR probe pulse and the intensity and wavelength of the 
pump pulse. For the highest pump fluence studied, we see 
sub-picosecond modulation of >25%, suggesting possibili-
ties of terabits per second modulation at telecommunication 
wavelengths. Current state of the art is limited to 100 giga-
bits per second modulation using electro-optic modulators 
due to RC issues. A change from negative to positive induced 
transmission around the metamaterial resonance can be un-
derstood by assuming that photoexcitation makes the α−Si 
dielectric layer conducting, thereby changing from a meta-
material response to limiting the negative permeability and 
changing the resonance character. At high photoexcitation 
fluences, for probe wavelengths close to the MM resonance, 
we see the change in transmission switch from negative to 
positive within a few picoseconds of photoexcitation, sug-
gesting a dynamic tuning of the metamaterial’s resonance 
frequency.

We also measured the lifetimes of photoexcited carriers 
in films of amorphous-Si to compare with the modulation 
times of the transmission of near-IR light in our sample.. 
The carrier lifetimes in the amorphous-Si films compare well 
with the modulation times measured on our sample, thereby 
verifying our understanding of the mechanism behind the 
modulation.

Future Work

We will use ultrafast techniques to determine the dynam-
ics of carriers in complex materials whose exotic behavior 
is dominated by correlations between carriers, in order 
to understand the underlying physics that determines the 
properties of these materials.  The materials under study 

include high temperature superconductors, heavy fermion 
materials, magnetic materials, materials with coupled order 
parameters such as multiferroics, nanostructured materi-
als and metamaterials. These materials all exhibit unusual 
electronic and magnetic properties that are of technological 
importance for advanced electronic and sensor applica-
tions. One of the key open questions in high temperature 
superconductivity is the nature of the interactions in these 
materials and the possibility of competing orders.  Ultrafast 
optical measurements will be used to elucidate the differ-
ent interactions which should occur on differing timescales, 
to obtain new information regarding the nature of low-lying 
singular and collective mode excitations of such complex and 
nanostructured materials and to explore carrier relaxation 
of correlated electrons. Further, the quantum Hall system 
is a nanostrutured material formed by a two-dimensional 
electron gas  in a large perpendicular magnetic field. Trans-
port measurements have been used to extensively study 
the ground states of this system, resulting in the well known 
quantum Hall effects. Linear optical experiments have shed 
further light on the properties of this fluid and its elemen-
tary excitations. However, the above experiments cannot ac-
cess the coherent ultrafast dynamics. Techniques of ultrafast 
non-linear optical spectroscopy are ideally suited to study 
the coherent ultrafast dynamics and will be used to access 
the coherent ultrafast dynamics of the quantum Hall system.  
The study of ultrafast dynamics and competing interactions 
in other nanoscale materials such as quantum wires will also 
be pursued. These studies will reveal how the underlying 
ground state correlations affect the ultrafast non-equilibrium 
properties.

Conclusion

The non-equilibrium properties of a system are dominated 
by the interactions between its quasiparticles and collective 
excitations. On an ultrafast timescale, the scattering of these 
quasiparticles is a coherent phenomenon, lasting for a finite 
time interval where standard theories of particle scattering, 
like the Boltzman approximation and Fermi Golden Rule, 
fail. The study of ultrafast non-equilibrium physics is thus of 
fundamental importance. Understanding this early coherent 
non-equilibrium regime is also essential to building fast, con-
trollable and coherent quantum-devices for the future.
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Introduction

Theoretical understanding of the electronic structures 
of molecules and solids plays a crucial role in the de-
sign, synthesis, and improvement of new materials. It 
is a challenge to find an exact solution to the systems 
with such a hugh number of degrees of freedom, typi-
cally at the order of 1023 interacting electrons. Density 
functional theory (DFT) expresses the energy as a 
functional of the electron density. It is a fast method 
capable of treating large systems. No other methods 
can achieve comparable accuracy at the same compu-
tational cost.  Development of DFT has provided alter-
native to conventional wavefunction methods. With the 
rapid advent of reliable density functionals, this theory 
has become the most popular method in electronic 
structure calculations of molecules and solids, and has 
made a notable impact on condensed matter physics, 
chemistry, and molecular biology. However, since DFT 
is only designed to describe ground-state properties, 
time-dependent DFT, which is the most important 
extension of the static DFT, has been developed and 
employed to describe the dynamical properties of mol-
ecules and solids.

While DFT/TDDFT has achieved practical success in 
electronic structure calculations of molecules and 
simple metals, it is inadequate to describe strongly cor-
related electronic materials, where the Coulomb inter-
action dominates or competes with the kinetic energy. 
The competition can generate many such new phases 
as antiferromagnetism and superconductivity. This proj-
ect will develop a new theoretical approach for strongly 
correlated  electron material exposed to a time-depen-
dent laser field, from which time-dependent optical 
conductivity will be formulated. The latter will be used 
to interpret the ultrafast optical spectroscopy  (UOS) on 
several typical materials. The new method will bridge 
the theory and the UOS experimental measurement. 
The UOS is a key experimental technique toward un-
derstanding of materials dynamics. In synergy with 
the DFT, the new approach will also have a predictive 
power.

Time-Dependent Density Functional Theory for Ultrafast Optical Phenomena 
in Strongly Correlated Electron Materials
Jian-Xin Zhu
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Benefit to National Security Missions

This project will support the DOE missions of the Office 
of Science by enhancing our understanding of complex 
materials and their dynamical response. The work will 
provide a foundation for understanding the electronic 
excitations and their coupling to other dynamical de-
grees of freedom like lattice vibrations.

Progress

In the development and application of DFT, we have 
completed the following work:

We have tested a non-empirical  density functional on 
jellium, which is a simplified fictional model of metals 
and a standard testing ground for density functionals, 
both for bulk and for surface properties. We have calcu-
lated the surface properties of jellium  in the presence 
of magnetic fields. The results [1] agree well with those 
of the highly-accurate but computationally-demanding 
Quantum Monte Carlo method.

Atomic shell structure, electron pair domains, pi-elec-
tron subsystems, etc., are common concepts in descrip-
tive chemistry and play a significant role in modern 
electronic structure theory. These concepts help us to 
visualize the bonding between atoms in terms of small 
groups of localized electrons (e.g. two electrons of  op-
posite spin in a simple covalent bond) and therefore 
play an important role in predicting new molecular 
structures and in describing structural changes due to 
chemical reactions. A precise quantitative description of 
small groups of localized electrons has been sought for 
a long time, but none of the solutions  proposed so far 
is completely satisfactory. Recently we have construct-
ed a physically-motivated electron localization function 
[2,3] in terms of  the quantum stress, which can be 
easily calculated from DFT. With modern  visualization 
techniques for stress fields employed in such diverse 
fields as  engineering, geology, medicine, and biome-
chanics, we may visualize the process of bond breaking 
and formation in chemical reactions.
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We have found a way  to construct [4,5,6] more accurate 
energy functionals. These high-level energy functionals 
may solve the problems that commonly-used functionals 
have encountered in routine electronic structure calcula-
tions.  Excitation energy of a molecule is a very important 
quantity in chemistry, and molecular biology. Accurate 
prediction of this quantity plays a significant  role in the 
study of chemical reaction mechanism. We have tested 
[7] commonly-used TDDFT methods on the excitation en-
ergies of prototype small molecules, for which accurate 
experimental values are available for comparison.  We 
have found that TDDFT can give an excellent description of 
excitation energies of molecules. Encouraged by this re-
sult, we applied TDDFT to the calculation [8] of absorption 
spectra of light-emitting organic materials. These organic 
electroluminescence materials have been used to develop 
high-performance organic  light-emitting diodes and can 
be employed to fabricate high-resolution, full-color, and 
flat-panel displays. Our calculations agree with the experi-
mental measurement. This investigation provides a de-
tailed interpretation of experiments and relevant guide for 
experimentalists to search for luminescent materials with 
desirable  multifunctional properties. 

Calculations of the optical conductivity of materials is very 
useful in the study of interelectronic Coulomb interactions. 
Many properties of a material are affected by these inter-
actions. Here we have found a new approach to calculate 
the optical conductivity of strongly correlated electronic 
materials, in which usual DFT/TDDFT methods fail, due to 
the  strong Coulomb interaction. We have completed the 
theoretical derivation and analysis and reported our at the 
2007 APS March Meeting [9].
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Introduction

Once excited, lanthanide ions (Ln’s) emit light for long 
(millisecond) lifetimes. Depending on which lanthanide 
photoemitter is chosen, light emission can be obtained 
in the visible and/or the infrared (IR). These character-
istics, and especially the long luminescence lifetimes, 
make Ln’s ideal candidates for applications in 1) imaging 
biological molecules and clinical diagnostics, 2) optical 
amplification and lasing, and 3) photon up-conversion 
(lower energy excitation yields higher energy emission). 
However, Ln’s absorb light only weakly, which leads to 
low emission efficiencies and has prevented their full 
exploitation in these areas. Further, Ln emission can be 
“deactivated” (vibrationally quenched) in the presence of 
common chemicals, especially protic solvents (O-H and 
N-H bonds). Our work focuses on semiconductor nano-
crystal quantum dots (NQDs) as novel sensitizing agents 
to enhance Ln absorption and protect Ln emission. Char-
acterized by large absorption cross sections over a wide 
spectral range and tunable color responses, NQDs are 
predicted to serve as an effective “light antenna” in an 
NQD-Ln coupled system. Further, it is anticipated that 
these NQD antenna will then transfer their collected en-
ergy to their Ln partners. It has been demonstrated pre-
viously that NQDs serve as efficient energy transfer (ET) 
partners for a variety of materials systems—from other 
NQDs to dye molecules to transition metal luminescent 
ions. If successful, by optimizing the chemical coupling 
strategies for creating Ln-NQD energy transfer pairs, we 
should facilitate excitation of efficient Ln ion emission 
and, thereby, contribute to the establishment of a new 
class of functional fluorophores with utility in key appli-
cations from bio-imaging to solid-state lighting.

Benefit to National Security Missions

This project will support the missions of the DOE Office 
of Science in advancing fundamental science in support 
of the national, economic, and energy security of the 
United States. The resulting scientific understanding will 
enable technology advances in telecommunications, 
efficient lighting/lasing, secure printing, optical tags, 
bioimaging, and radiation detection.

Sensitization of Lanthanide Ion Fluorescence Using Nanocrystal Quantum Dots
Jennifer Ann Hollingsworth

20070722PRD3

Progress

Working from the successes of our first-year effort (Eu-
doped In2O3 NQDs) [1], we attempted to prepare addi-
tional nanocrystal quantum dot (NQD)-lanthanide (Ln) 
couples using (1) alternative Ln ions and (2) alternative 
NQD compositions. We developed synthetic procedures 
for the preparation of several Ln-doped NQDs – In2O3:Er, 
In2O3:Yb, and In2O3:Yb,Er. For these, the goal was to 
obtain near-infrared emission by way of ultraviolet light 
excitation of the In2O3 matrix. To date, we have not 
been able to detect the anticipated infrared emission 
(i.e., 1540 nm from Er-doped In2O3 and 980 nm emis-
sion from Yb-doped In2O3). Attempts to characterize 
these systems using energy dispersive X-ray spectros-
copy (EDX) have been inconclusive, implying that dop-
ing levels are lower than anticipated based on the reac-
tion chemistries employed. Energetically, the Yb-doped 
systems were not ideal, as Yb has a unique transition at 
~960 nm—considerably red-shifted from the In2O3 emis-
sion. However, Er ions can be excited at 380 nm provid-
ing for excellent overlap with In2O3 emission.

In addition to In2O3 as an NQD matrix, we attempted an 
InP matrix. Synthetic procedures were developed for 
InP:Er, InP:Yb, and InP:Yb,Er Ln-doped NQDs. Similar to 
the new In2O3 systems, infrared emission was not ap-
parent for the InP-based materials, and EDX was equally 
inconclusive.

Up to this point, we had based our choice of NQD 
largely on whether or not its semiconductor bandgap 
energy (effectively emission energy) matched an ab-
sorbing transition in the Ln. However, given the poor 
performance of our more recently attempted NQD-Ln 
systems, we became concerned that NQD semiconduc-
tor bandgap energies were perhaps not the the primary 
factor in determining whether an NQD could efficiently 
transfer absorbed energy to a Ln dopant. Depending on 
the mechanism of energy transfer—Forster-like (cou-
lombic interaction) or Dexter-like (electron-exchange 
interaction)—the bandgap energy overlap may be less 
important than absolute energy-level overlap, especially 
of the NQD conduction band energy with the Ln redox 
potential energy, respectively. We, therefore, compiled 
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the available data for NQDs and Ln’s and determined that 
if electron-exchange interactions dominated NQD-Ln inter-
actions, then neither In2O3 nor InP NQDs were ideal can-
didates for ET-pair systems. Rather, ZnSe was found to be 
a more ideal matrix, at least for Yb and Eu, and neglecting 
bandgap overlap with Ln excitation energies.

We therefore prepared ZnSe:Eu and ZnSe:Yb. The Eu ver-
sion provided the anticipated emission in the red-visible, 
while the Yb version remained optically silent in the near-
infrared. These systems require further optimization, how-
ever, by adjusting the Ln content and perhaps incorporat-
ing Er, rather than Yb.

We have also initiated work toward our second proposed 
coupling strategy – chemically linking NQDs with Ln nano-
phosphors. A recent report in which LaF3:Ln (Ln = Er, Nd, 
and Eu) nanoparticles were incorporated into an In2O3 sol 
gel thin film showed efficient excitation of Er, Nd, and Eu 
by way of energy transfer from the sol gel thin film ma-
trix to the nanophosphors [2] despite a poor overlap of 
the In2O3 conduction band with the redox energies of the 
former two Ln’s. We have synthesized YVO4:Ln nanophos-
phors to use in our investigations of NQD-Ln nanophos-
phor coupling chemistry and sensitization efficiencies. 
These are: Nd0.01Y0.99VO4, Ho0.04Y0.96VO4, Eu0.05Y0.95VO4, and 
Er0.02Yb0.20Y0.78VO4, where the former three are based on lit-
erature preparations and the latter represents new chem-
istry. In all cases, we were able to obtain spectra of the Ln 
emissions, ranging from the red-visible to the near-infrared 
depending upon the specific Ln. These nanophosphors are 
now being intimately mixed with NQDs in solid-state films 
in order to obtain sensitization-enhanced Ln emission. 

To date, we have prepared thin solid films from mixtures of 
the Ln nanophosphors (YVO4:Nd and YVO4:Eu) and NQDs 
(CdSe with emission energies of 586 nm and 520 nm, re-
spectively). The process of thin-film formation entailed 
mixing the two types of nanomaterials in a concentrated 
solution, dropcasting a droplet of the solution, and evapo-
rating the solvent to leave a solid film. In contrast with 
NQDs, YVO4:Ln nanoparticles are water soluble. In order to 
prepare solution-phase mixtures for dropcasting, we had 
to modify the surface chemistry of one of the nanomateri-
als to be compatible with that of the other nanomaterial. 
We were unsuccessful in rendering the YVO4:Ln nanopar-
ticles soluble in nonpolar solvents. Therefore, we used 
ligand exchange techniques to render the NQDs water-
soluble. The films prepared from such aqueous solutions 
were subsequently analyzed by spectroscopic techniques, 
including an investigation of the impact of the relative 
concentrations of the two species—Ln nanoparticle and 
NQD—on the efficiency of sensitization. 

Here, we provide spectral data for a representative system 
– YVO4:Nd and 586 nm-emitting CdSe NQDs (Figure 1). The 

presence of CdSe NQDs provides for enhanced emission 
at all excitation energies, and it provides for excitation at 
energies at which the Nd does not possess a transition. 
Together, these results suggest that we can sensitize Ln-
containing nanoparticles, both in terms of increasing the 
Ln’s effective absorption cross section and in expanding 
the spectral window for excitation. However, photolumi-
nescence excitation spectroscopy (PLE) revealed that these 
effects of the NQDs are not a result of NQD-Ln energy 
transfer, but, instead, Ln re-absorption of NQD emission 
(Figure 2). This result suggests to us that we have likely 
not achieved intimate mixing of the two nanomaterials 
systems at the nanoscale in the thin solid films as currently 
prepared. Instead, the YVO4:Nd and CdSe nanomaterials 
are thought to be spatially segregated within the films, 
preventing efficient CdSe-YVO4:Nd energy transfer, as en-
ergy transfer is a highly distance dependent process. 

Figure 1. Photoluminescence (PL) spectra obtained using a 
Horiba Jobin Yvon NanoLog Spectrofluorometer equipped with 
an InGaAs array infrared detector; excitation provided by a xenon 
lamp. Spectra show PL from Nd:YVO4 nanophosphors co-depos-
ited with CdSe nanocrystal quantum dots (NQDs) under 532 nm 
excitation (red trace) and 400 nm excitation (black trace), as well 
as PL from Nd:YVO4 nanophosphors in the absence of CdSe NQDs 
under 532 nm excitation (green trace) and 400 nm excitation 
(purple trace). 
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Figure 2. Photoluminescence excitation spectrum (PLE) for 1066 
nm emission from Nd:YVO4 nanophosphors co-deposited with 
CdSe NQDs revealing excitation through Nd absorption, rather 
than through CdSe-Nd energy transfer. 

Finally, in addition to attempting to enhance Ln emission 
from Ln nanophosphors by coupling them to NQDs, we 
also sought to do so through higher Ln doping concentra-
tions. We successfully modified the literature-reported 
synthesis chemistry [3] to increase doping levels from 1% 
to 5% and 10% in the YVO4:Nd system. We observed an 
~10-fold increase in emission in increasing the doping level 
to 5%. In contrast, at 10% loading, Nd-Nd quenching may 
have been active, as significant additional enhancement 
was not observed. Thus, a loading of between 5 and 10% 
may represent an upper loading limit for maximizing infra-
red emission signal from this system.  

Future Work

In the remaining third of the project, we will focus on 
achieving truly intimate—at the nanoscale—mixing of our 
Ln nanophosphors and quantum dots. Our results to date 
suggest that this may not be possible by creating thin solid 
films from concentrated solution-phase mixtures of the 
two nanomaterials. For this reason, we will now increase 
our efforts toward direct chemical coupling of these sys-
tems. Initially, we will attempt this by way of electrochemi-
cal coupling. We will again modify the surface chemistry 
of our NQDs such that they are positively charged, rather 
than negatively charged as they are currently. The Ln nano-
phosphors are negatively charged. Through an iterative 
titration process, we will mix solutions of these oppositely 
charged nanoparticles and record any changes in emis-
sion and PLE spectra. Further, we will use dynamic light 
scattering techniques to observe any changes in particle 
size resulting from NQD-Ln nanoparticle aggregation. Ln 
nanophosphors of interest will continue to be Nd:YVO4, 
Ho:YVO4, EuY:VO4, and ErYb:YVO4, while NQDs under inves-
tigation will be the expanded set of In2O3, InP, ZnSe, and 
CdSe.  

Conclusion

By chemically coupling nanocrystal quantum dots (NQDs) 
with lanthanide (Ln) ions, we are combining the best prop-
erties of NQDs and Ln’s in a single material, essentially 
creating a new class of fluorophores with specifically de-
signed excitation and emission properties. We are creating 
these couples by doping Ln ions into NQD matrices, as well 
as by chemically attaching Ln nanoparticles to NQDs. Such 
systems should provide great potential for high-efficiency, 
high-stability, low-toxicity, narrow-band photon sources for 
a variety of applications ranging from biology (using direct 
or up-conversion fluorescence) to telecommunications 
(direct IR fluorescence) to inks for secure printing (up-con-
version fluorescence).
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Introduction

With increasing concerns regarding elevated levels of 
carbon dioxide emission, solar radiation is widely con-
sidered as the most attractive sustainable, carbon-free 
energy source. However, current photovoltaic technolo-
gies encounter cost and scalability issues and suffer 
from relatively low efficiencies that are significantly 
below the limits calculated based on thermodynamic 
considerations. Currently the photovoltaic (PV) industry 
is dominated by silicon. This material has an energy 
gap of ~ 1 eV, which is well suited for single junction 
devices. However, in order to improve the efficiency 
of solar cells through the use of, for example, multi-
junction tandem architectures or multiple exciton 
generation (carrier multiplication), one needs materials 
with a narrow energy gap. One such promising material 
is germanium (Ge). The applicability of Ge in its tradi-
tional “bulk” form in PV technologies is limited because 
of the indirect character of its energy gap, which leads 
to low optical absorbtivity. Further, “chemical” factors 
such as formation of unstable oxides also complicate 
applications of Ge. The purpose of this project is the 
development of nanoscale colloidal Ge nanocrystals 
with enhanced potential for applications in solar cells. 
Because of quantum confinement, which results in mix-
ing between indirect- and direct-gap minima, Ge nano-
crystals are expected to exhibit enhanced absorption 
cross sections compared to a bulk form of this material. 
Further, by using appropriate surface termination, we 
expect to solve the problem of uncontrolled oxidation. 
In conjunction with our materials work, we will also 
study electronic and optical properties of engineered 
nanostructures with focus on their light harvesting abil-
ity and carrier multiplication performance.

Benefit to National Security Missions

This project will lead to the development of novel inex-
pensive wet-chemistry techniques for the fabrication of 
Ge nanocrystals. Because of a significant technological 
potential of these materials in solar energy, this work is 
directly relevant to the DOE missions in Energy Security.

Chemically Synthesized Germanium Nanocrystals for Applications in  
Solar-Energy Conversion
Victor Ivanovich Klimov

20070723PRD3

Progress

Recently, Ge nanocrystals with good size control have 
been synthesized by a new plasma method developed 
by U. Kortshagen and co-workers (R. Gresback et al., 
Appl. Phys. Lett. 91, 093119, 2007). However, this pro-
cess is expensive and unscaleable, and the product 
yield is inherently low. As part of the present project, 
during the past year we have developed an alternative 
fabrication route for Ge nanocrystals that relies on col-
loidal synthesis. Compared to a plasma-based physical 
synthesis, chemical methods have the greatest poten-
tial for scale-up, and yield chemically flexible and pro-
cessible materials.

In our synthesis, we use germanium diiodide (GeI2) as 
the germanium precursor at reaction temperature of 
~300 degrees C.  We have tested various solvents, cap-
ping ligands, and reducing agents to establish a set of 
optimal reaction conditions. In a typical reaction, the 
mixture of GeI2 and hexadecylamine is transported to 
a Schlenk line setup without air exposure and heated 
to 200 degrees C. The solution of n-butyllithium in 
1-octadecene is injected into the reaction flask. Then, 
the reaction mixture is heated to 300 degrees C and 
held at this temperature for 1 hr under vigorous stirring 
conditions.  Subsequently, the reaction is quenched by 
removing the heat source and the reaction products are 
collected in a centrifuge tube.  The fabricated nanocrys-
tals were washed with methanol and acetone.

We have also carried out transmission electron micros-
copy (TEM) studies to characterized sizes and crystal-
linity of the synthesized nanoparticles (Figure 1A).  The 
high-resolution TEM images demonstrate well-resolved 
lattice fringes, which is indicative of good crystallinity of 
the fabricated nanocrystals. The size dispersion of the 
samples is  better than 15%.

Finally, we have examined the chemical and photo- sta-
bility of the synthesized particles and also conducted 
their initial spectroscopic characterization. Specifically, 
we have investigated photoluminescence of our sam-
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ples (Figure 1B).  The synthesized particles exhibit infrared 
emission with quantum yield as high as 10%, which is the 
highest value (!) reported for these materials so far. Based 
on the spectral position of the emission peak, we have de-
termined the energy gap as a function of the particle size. 
Additionally, we have measured single-exciton and multiex-
citon dynamics. An interesting result of these studies is the 
observation of very large Auger recombination rates that 
greatly exceed those of bulk Ge. This observation can be 
rationalized by taking into account the effects of quantum 
confinement that remove restrictions due to translational 
momentum conservation.

Figure 1. (A) TEM images of Ge nanocrystals (NCs) of 4.0 nm 
size whose PL peak centers at 1160 nm (blue curve in Figure 
1B).  Inset shows high-resolution TEM image of a single Ge NC.  
The visible lattice spacing matches the Ge (111) d-spacing.  (B) 
Normalized photoluminescence (PL) spectra of Ge NCs of three 
different sizes. 

Future Work

In our future work, we will perform comprehensive tempo-
rally- and spectrally-resolved photoluminescence and tran-
sient absorption (TA) studies of synthesized nanocrystals 
as a function of their dimensions. Radiative recombination 
rates will be determined by upconversion or a streak cam-
era with picosecond temporal resolution. These studies 
will be complemented by investigations of the dynamics 
of inter- and intraband transitions using temporally and 
spectrally resolved TA spectroscopy. Due to a multitude 
of possible transitions, the interpretation of TA spectra 
can become rather complex. According to our preliminary 
studies, many of the TA spectra are dominated by photo-
induced absorption features due to intraband transitions 
likely involving multiple band minima. However, by reso-
nantly exciting the zone-center transitions with the largest 
cross sections, we should be able to assign features arising 
from different bands. Besides establishing the effects of 
quantum confinement on the band structure, the assign-
ment of the various transitions to different spectral regions 
will provide key reference for the study of multi-exciton 
processes such as Auger-recombination and carrier multi-
plication.

Conclusion

As a result of the proposed work, we will develop wet-
chemical approaches to high-quality Ge nanocrystals. 
The developed synthetic routines will allow for accurate 
control of particle sizes and surface properties. Using opti-
cal spectroscopic methods in conjunction with TEM, we 
will characterize the size dependence of the nanocrystal 
energy gap. Our spectroscopic work will also provide new 
insights into the effect of quantum confinement on absorp-
tion cross-section and carrier multiplication efficiencies of 
Ge nanocyrstals.
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Introduction

Explosive materials (e.g., HMX, PBX) generate rapidly 
expanding gases, which can cause unnecessary col-
lateral damage. A safer alternative is in intermetallic- 
forming reactive mixtures, which can undergo ultra-fast 
shock-induced reactions, releasing significant heat 
during the formation of solid products, and thereby 
provide for the controlled defeat of targets. The chal-
lenge associated with reactive mixtures has been to 
determine the molecular-level mechanisms that gov-
ern the initiation and kinetics of shock-induced reac-
tions. We are studying the shock-induced initiation of 
intermetallic reactions through combined laser-driven 
shock-compression experiments and computer model-
ing, performed on a range of binary reactive systems, in 
order to determine the influence of heterogeneity on 
the molecular-level processes responsible for reaction. 
Multi-component reactive films (e.g., V/Si, Mo/Si, Al/
PTFE) up to 2 μm in thickness will be deposited onto 
transparent substrates using e-beam deposition and/
or spin casting. A novel dynamic masking technique, 
in which a mask is translated between the source and 
substrate during deposition, will be employed to con-
struct films with a predefined thickness gradient. This 
method, performed in forward and reverse mask mode 
with reactive complements, will be used to fabricate 
bi-layer films with an internal interface, inclined to the 
substrate normal by a specified angle. Measures of the 
total film thickness, roughness, and interface angle, 
necessary for proper interpretation of results, will be 
characterized through SEM, AFM, and profilometry. 
A Ti:sapphire laser system, focused at the substrate/
film interface to a spot size of 75 μm, will be used to 
drive an ultra-fast, supported shock wave (10-20 ps 
rise-time, >200 ps shocked duration) through the bi-
layer. Spatially flat shocks (1-D) will be produced using 
a field-flattener. Ultra-fast dynamic ellipsometry will be 
employed at the film/air interface to obtain time- and 
spatially-resolved surface displacements in a single giv-
en experiment, and detect short timescale phase shifts 
corresponding to the onset of molecular-level reac-
tions. Varying the film species (metals, metalloids, poly-
mers), interface angle during deposition (gradient and 

Molecular Level Investigation of Tunable Energetic Mixtures
David Steven Moore

20070766PRD4

non-gradient), and laser-drive energy, will provide great 
flexibility in further studying the role of heterogeneity 
in the kinetics of shock-induced reactions at the molec-
ular-level. This experimental work is complemented by 
multi-scale numerical simulations, used to develop and 
validate new predictive models for the controlled, ultra-
fast initiation of intermetallic reactions.

Benefit to National Security Missions

The results from this study are directly applicable to 
threat reduction mission needs, enabling the design of 
a new class of application-based energetic materials for 
controlled defeat of targets.

Progress

Completed addition of the dynamic masking system to 
our bell jar vapor deposition system necessary to pro-
duce multi-component films with a predefined thick-
ness gradient. Have successfully deposited a series of 
amorphous Si films with a thickness gradient, and char-
acterized their uniformity using SEM.

Produced Al/Si binary films (no gradient at first to cap-
ture the response of Si) and have used our Ti:sapphire 
based laser generated shock system to drive controlled 
shock waves through them (<10 ps rise time, > 200 ps 
at constant shock velocity). We measured the shock 
response of these binary films using ultrafast dynamic 
ellipsometry (UDE) and found a complex time response. 
Previous UDE measurements of shocked inert dielec-
tric materials on Al have only shown constant shock 
and particle velocities. The complex time response is 
indicated by the time dependent UDE data (i.e., time 
dependent fringe frequencies). Such complex time 
response could be due to changes in the particle veloc-
ity due to reaction or phase change, or changes in the 
shocked material index of refraction, also due to reac-
tion or phase change.

Developed two approaches to analyze the time depen-
dent UDE data. One involves a time dependent change 
in the index of refraction of the shocked material with 
either sigmoidal or logarithmic approach to a new con-



LDRD FY08 Annual Progress Report 269

Chemistry & Material Sciences

stant value. The other involves a first order reaction with 
progress variable, and calculates the time dependent index 
of refraction. Ellipsometric data are then fit using four vari-
ables instead of three, with the fourth describing the time 
dependent index of refraction. While preliminary analysis 
indicates better fits to the UDE data (reduced global error) 
achieved using the time-dependent models, local error 
in the fringe amplitudes indicates the need for continued 
work.

We have also produced Mo/Si and V/Si binary films with 
a sharp (near vertical) step between the two layers. The 
spatially resolved UDE data are being obtained and will 
be analyzed using similar tools to those developed for the 
non-gradient films. Continuum-level simulations of this 
configuration have been performed using the multi-materi-
al Eulerian shock code, CTH, to estimate the magnitude of 
particle-velocity mismatch at such an interface.

Future Work

 
Due to the complex time-dependent UDE response and 
physical/optical ambiguity of experiments already per-
formed, the following approach is proposed:

-Perform laser-driven shock compression experiments on 
a single-component system that exhibits a shock-induced 
structural phase transformation, in order to elucidate the 
signatures of such time-dependent response in UDE data. 
We have chosen to investigate single-crystal silicon, which 
exhibits a polymorphic transformation from the diamond 
cubic to tetragonal structure above a threshold shock 
stress of 10 GPa. Silicon samples of the appropriate thick-
ness (1-2 micron) and purity (r = 10000 ohm•cm) will be 
produced through photolithographic microfabrication.

-Develop the technique of femtosecond stimulated Raman 
spectroscopy (FSRS) for use as a secondary diagnostic in 
the laser-driven shock experiments. While UDE can sup-
ply the details of interface migration and refractive index 
changes, FSRS can be used to reveal the elimination and 
formation of vibrational modes associated with the pres-
ence of reactants and products, respectively, and their 
related timescales. Additionally, probing both the Stokes 
and anti-Stokes Raman transitions can be used to measure 
temperature, and more completely survey the thermody-
namics of ultrafast chemical reactions.

-Perform laser-driven shock compression experiments of 
binary reactive mixtures, such as V+Si, Mo+Si, and Al+PTFE, 
in the gradient and step configurations, using the com-
bined diagnostics of UDE and FSRS, to extract the kinetics 
of ultrafast chemical reactions. Building upon the under-
standing gained from the investigations of single crystal Si, 
differentiate between the contributions from phase trans-

formation and chemical reaction in time-dependent UDE 
data. 

Conclusion

The study will provide the first insight into the critical 
molecular-level processes responsible for ultra-fast shock 
induced reactions in multi-component energetic mixtures, 
and their dependence on system heterogeneity. The re-
sults will have a broad impact on conventional reactive ma-
terial systems, supply the fundamentals to directly manip-
ulate and optimize chemical behavior. This understanding 
will enable the design of a new class of application-based 
energetic materials, demonstrating tunable sensitivity, re-
action kinetics, and energy yield.
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Introduction

One of the key missions throughout the DOE Complex 
as well as the Chemistry, Materials, and Theoretical Di-
visions at LANL concerns research on the light actinides 
(Th-Am) to predict f-element behavior in a variety of 
applications such as materials disposition, selective 
chemical separations, and actinide materials compat-
ibility. Though a key corrosion phenomenon of actinide 
metals, reaction with hydrogen (hydriding), is a major 
problem, f-element hydrides surprisingly remain a rela-
tively unexplored.

In this research project we intended to fill this technol-
ogy gap by developing methods for the preparation 
of well-defined uranium hydride complexes, studying 
these systems theoretically using DFT calculations, and 
exploring their reactivity towards small molecules.  In 
fact, recent studies have shown that actinide hydride 
complexes can promote remarkable transformations on 
small molecules and engage in multi-electron chemis-
try. This work will greatly advance our understanding 
of the chemical and physical properties of uranium 
hydrides in addition to providing critical information 
regarding the interaction of hydrogen with actinide 
metals. These species are promising materials to access 
new actinide-based functional groups and materials 
and provide important information regarding hydriding 
at the molecular level.

Benefit to National Security Missions

The chemistry of the actinides is critical to DOE nuclear 
weapons mission areas (stockpile stewardship, envi-
ronmental remediation, waste management, materials 
storage and disposition).  By synthesizing new uranium 
compounds this program will provide important infor-
mation about bonding and improve our ability to reli-
ably predict chemical behavior in a variety of environ-
ments.

Synthesis, Chemistry and Theoretical Studies of 5f-Element Hydride 
Complexes
Jaqueline Kiplinger

20070768PRD4

Progress

The bis[2-(diisopropylphosphino)-4-methylphenyl]
amido ligand (PNP) 1 is a monoanionic pincer ligand 
that combines a hard central donor atom (N=amide) 
with two soft ancillary soft donors (P=phosphine) (Fig-
ure 1).  Soft donor ligands have been largely ignored 
as supporting ligands for early actinide chemistry, with 
the exception of coordination complexes featuring 
phosphorus and chalcogenide ligands prepared to in-
vestigate actinide/lanthanide separation technologies 
and questions about covalency in “hard-soft” interac-
tions.  Given that soft donor ligands provide an excel-
lent opportunity to promote the low valent chemistry 
of uranium, we initiated a program to develop the co-
ordination chemistry of the robust mono-anionic bis[2-
(diisopropylphosphino)-4-methylphenyl]amido or PNP 
ligand towards the uranium halide complexes, UCl4 and 
UI3(THF)4.  

This year, several trivalent and tetravalent uranium PNP 
halide complexes were prepared as potential starting 
materials for accessing the targeted hydride complex.  
As depicted in Figure 1, the reaction between (PNP)K 
(2) and one equivalent of UI3(THF)4 afforded the triva-
lent halide complex (PNP)UI2(4-tBu-pyridine)2 (3) in the 
presence of 4-tert-butylpyridine. The same reaction 
carried out with UCl4 and no donor ligand gave [(PNP)
UCl3]2 (4), in which the uranium coordination sphere 
in the (PNP)UCl3 unit is completed by a bridging chlo-
ride ligand.  When UCl4 is reacted with one equivalent 
(PNP)K (2) in the presence of THF, trimethylphosphine 
oxide (TMPO) or triphenylphosphineoxide (TPPO), the 
tetravalent halide complexes (PNP)UCl3(THF) (5), (PNP)
UCl3(TMPO)2 (6) and (PNP)UCl3(TPPO) (7), respectively, 
are formed in excellent yields. 

The bis(PNP) complexes of uranium(III), (PNP)2UI (8), 
and uranium(IV), (PNP)2UCl2 (9), were easily isolated 
from the analogous reactions between two equiva-
lents of 6 and UI3(THF)4 or UCl4, respectively (Figure 
2). Complexes 8 and 9 represent the first examples of 
complexes featuring two PNP ligands coordinated to a 
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single metal center. Complexes 3-9 have been character-
ized by single-crystal X-ray diffraction and 1H and 31P NMR 
spectroscopy. The X-ray structures demonstrate the ability 
of the PNP ligand to adopt new coordination modes upon 
coordination to uranium. The PNP ligand can adopt both 
pseudo-meridional and pseudo-facial geometries when it 
is κ3-(P,N,P) coordinated, depending on the steric demand 
at the uranium metal center. Additionally, its hemi-labile 
character was demonstrated with an unusual κ2-(P,N) 
coordination mode that is maintained in both the solid-
state and in solution. Comparison of the structures of the 
mono(PNP) and bis(PNP) complexes 3, 5, 7-9 with their 
respective C5Me5 analogues revealed that a more sterically 
congested environment is provided by the PNP ligand.

Figure 1. Synthesis of trivalent and tetravalent uranium 
mono(PNP) halide complexes.

Figure 2.  Synthesis of trivalent and tetravalent uranium bis(PNP) 
halide complexes.

The electronic influence of replacing the C5Me5 ligands 
with PNP was investigated using electronic absorp-
tion spectroscopy and electrochemistry. For 8 and 9, a 
chemically reversible wave corresponding to the UIV/UIII 
redox transformation comparable to that for the known 
(C5Me5)2U(THF)(I) and (C5Me5)2UCl2 was observed. However 
a ~350 mV shift of this couple to more negative potentials 
was observed on substitution of the bis(C5Me5) by the 
bis(PNP) framework, therefore pointing to a greater elec-
tronic density at the metal center in the PNP complexes. 
The UV-visible region of the electronic spectra for the 
mono(PNP) and bis(PNP) complexes appear to be domi-
nated by PNP ligand-based transitions that are shifted to 
higher energy in the uranium complexes than in the simple 
ligand anion (6) spectrum, for both the UVI and UIII oxida-
tion states. The near IR region in complexes 3, 5, 7-9 and 
their C5Me5 analogues is dominated by f-f transitions de-
rived from the 5f3 and 5f2 valence electronic configuration 
of the metal center. Though complexes of both ligand sets 
exhibit similar intensities in their f-f bands, a somewhat 
larger ligand-field splitting was observed for the PNP sys-
tem, consistent with its higher electron donating ability.

Presumably due to the large size of uranium ions, these 
complexes show unprecedented binding modes for the 
PNP ligand set.  In transition metal complexes, this ligand 
is rigorously tridentate κ3-(P,N,P) (bound through the one 
nitrogen atom and the two phosphorus atoms), but for the 
uranium complex 9 we observe the PNP ligand coordinated 
to the metal in a bidentate κ2-(P,N) , with one dangling 
phosphorus. 

Exhaustive studies in our labs over the past several months 
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showed that none of the uranium PNP complexes form 
stable U-C bonds, which are necessary precursors to a 
hydride linkage.  Nevertheless, preliminary reactivity stud-
ies with the trivalent uranium complex (PNP)2UI (8) have 
demonstrated that the PNP ligand framework can support 
unusual transformations at the uranium metal center. Re-
duction of (PNP)2UI (8) with potassium-graphite (KC8) at 
low temperature (-35 °C) generates a stable uranium(II) 
synthon (Figure 3).  Upon raising the temperature to room 
temperature, this low valent intermediate oxidatively 
inserts into one of the P-C bond of the PNP ligand.  This 
intramolecular oxidative addition leads to the formation 
of complex 10 where a uranium(IV) center is coordinated 
to one intact PNP ligand, one phosphido group and one 
reduced PNC ligand. This intramolecular oxidative addi-
tion has never been seen before and represents a new 
chapter in actinide chemistry. Other reaction chemistry 
demonstrates that the low valent intermediate formally 
behaves as a uranium(II) synthon. For example, this in-
termediate has a half-life of 15 minutes at RT and reacts 
with one equivalent of hexachloroethane (C2Cl6) yields the 
uranium(IV) complex 9.  Even more remarkable is that re-
action of this low-valent uranium(II) complex with excess 
pyridine N-oxide leads to the formation of the uranyl com-
plex 11.  This transformation also has never been observed 
and provides an important missing link between non-aque-
ous and aqueous actinide chemistry.

Figure 3. Reaction chemistry displayed by low-valent PNP-ura-
nium complex (PNP)2UI (8).

Future Work

While we are clearly at an early stage, this new uranium 
system is opening up new frontiers in the understanding 
of chemical reactivity, and will be writing a new chapter 

in modern inorganic chemistry texts.  The potential of this 
new system is just being realized, and further studies are 
certain to have high impact across the actinide chemistry 
community.  Although a terminal hydride complex has not 
yet been accessible, the reduction of (PNP)2UI (8) allows 
the formation of a new stable uranium(II) synthon. Future 
developments will focus on exploiting its unique reactivity 
to access new functions on uranium, such as terminal sul-
fide (U=S), selenide (U=Se) and telurido (U=Te) complexes 
(by the reaction of 8 with phosphine chalcogenide R3P=E). 
Another important route to explore concerns the ability 
of complex 8 to access uranium(III) – main group element 
double bonds, since two “active coordination sites” are 
available for chemistry on this complex.

Conclusion

The first uranium(III) and (IV) halide complexes supported 
by one and two bis[2-(diisopropylphosphino)-4-methylphe-
nyl]amido ligand (PNP) ligands have been synthesized in 
high yields and fully characterized. The complexes demon-
strate that new coordination modes are available for the 
PNP ligand.  The influence of replacing the classic C5Me5 
ligand with PNP on the geometry and electronic structure 
of the complexes was investigated using X-ray analysis, 
electronic absorption spectroscopy and electrochemistry. 
The PNP ligand was shown to provide a more sterically 
congested environment and greater electronic density at 
the metal center.  Studies aimed at exploiting the novel 
electronic and geometric features provided by these PNP 
uranium halide systems are currently underway to support 
novel structures and promote new reactivities for the ac-
tinide series.
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continuing projectIntroduction

The goal of the proposed work is to refine and extend 
computational methods for building an equation of 
state for chemical explosive detonation products. The 
principal vehicle for achieving this is the development 
of a Monte Carlo simulation method specially designed 
to capture the complexities of chemistry under 
extreme conditions of temperature and pressure. A 
very efficient procedure has been implemented for 
evaluating equilibrium averages with energies derived 
from quantum chemical calculations in place of 
approximate functional forms, whereby many steps in 
a reference system (characterized by a computationally 
inexpensive “model” potential) are used to generate a 
single electronic structure configuration. This effectively 
reduces by up to three orders of magnitude the number 
of electronic structure calculations required to build 
ensemble averages. We will also introduce efficient 
means for accurately describing chemistry at the 
surfaces of carbon nanoclusters that are known to exist 
in detonation product fluids. 

Replacement of approximate potentials with highly 
accurate ab initio energy evaluation, especially in the 
context of Monte Carlo in a reactive ensemble, prom-
ises considerable improvement in accuracy over that 
of previous work and constitutes a significant meth-
odological advance. Namely, it permits evaluation of 
statistical properties accounting for rare events (in this 
case, chemical reactions among fluid components) on 
a highly accurate and reactive potential energy surface, 
but without actually having to sample those regions of 
the potential most sensitive to error (i.e., the chemi-
cal reaction barrier tops). In addition to enhancing the 
predictive capability of the Laboratory’s continuum 
detonation models, these developments should be of 
broad interest to computational scientists in govern-
ment, industrial, and academic contexts.

First-Principles-Based Equations of State Including Multi-Phase Chemical 
Equilibrium
Milton S Shaw

20080695PRD1

Benefit to National Security Missions

This project will support the DOE/NNSA mission in 
Nuclear Weapons (Homeland Security and Office 
of Science) by enhancing our understanding of the 
extreme pressure and temperature environment 
occurring in the detonation of chemical high explosives 
including near-first-principles prediction capability. 

Progress

An existing Monte Carlo simulation code that 
includes chemical reactivity was adapted (rewritten in 
Fortran90) for the purposes of this project. Extensive 
validation studies of the fluid equation of state (EOS) 
of nitrogen were performed to ensure that the new 
code reproduces the results of its predecessor.  This 
newly-developed code was extended to include 
relatively  new form of Monte Carlo sampling.  In this 
method, a Markov chain is generated at a prescribed 
thermodynamic state using a computationally cheap 
analytic “model potential,” with attempted trial moves 
based on energies obtained from a combination 
of these and highly accurate electronic structure 
calculations. The motivation is prediction of the EOS 
under extreme thermodynamic conditions based on 
accurate electronic structure energies. Such predictions 
typically require ~100,000 energy evaluations; this is 
simply impossible now, and for the foreseeable future, 
using a brute-force approach. The Monte Carlo method 
under development allows calculation of meaningful 
averages based on far fewer expensive electronic 
structure calculations by generating uncorrelated 
configurations using a long chain of moves with the 
reference potential to produce an efficient trial move 
to be evaluated using quantum chemistry such that the 
statistical significance of individual electronic structure-
based energies is maximized. The specific approach 
used is based on the formalism of Gelb [1].
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We have optimized the Gelb procedure in order to sig-
nificantly improve its efficiency.  This optimization was 
performed by varying the thermodynamic conditions of 
the reference system so as to maximize the overlap of 
its sampled distribution with that of the full system.  The 
advantages of this procedure are substantial, as measured 
by the average acceptance probability of collective steps in 
the full system containing a given number of single-particle 
steps in the reference system.  The optimized procedure 
has been applied to a pair of model potentials meant to 
roughly approximate nitrogen in the low-temperature, low-
pressure region of its shock Hugoniot locus.  This primarily 
methodological discussion is currently being prepared for 
publication [2].

A careful study was performed to determine what level of 
electronic structure (quantum chemistry) theory is suf-
ficient for generating accurate nitrogen EOS data.  After 
consideration of other options, we chose to use the Gauss-
ian03 suite of electronic structure codes. In Gaussian03 
the basis set is expressed in terms of Gaussian orbitals 
centered on the nuclear centers. Various flavors of den-
sity functional theory, including the generalized gradient 
approximation (GGA) functionals PBE, BLYP, and exact 
exchange functions PBE0 and B3LYP, among others, were 
considered. Ultimately, it was determined that, for the 
cases of interest to us (molecular fluids at high density), 
the PBE/6-31G* as implemented within Gaussian03 was 
the optimal choice.  A considerable amount of Monte Carlo 
sampling at this level of theory and for different values 
of temperature and pressure have been completed, and 
some additional sampling is still being performed, using 
our optimized variant of the Gelb procedure.  The results 
collected so far for the nitrogen Hugoniot are in excel-
lent agreement with the experimental data.  This suggests 
that extensions of the method could be predictive for the 
complex molecular fluid mixture in chemical equilibrium 
found in detonation products at pressures around 30 GPa 
(300,000 bar) and temperatures around 3000 K.  The nitro-
gen results are currently being prepared for publication [3].
An offshoot of this project was the realization that the 
quantum chemical  calculations of atomic forces (easily 
obtained once the energies have been computed in the 
Monte Carlo simulations) can be used to predict accurately  
the shifts in fundamental and “hot band” frequencies of 
vibrational transitions in diatomic fluids as a function of 
pressure and temperature.  The shifts are found by singular 
value decomposition of force data to extract the potential 
parameters that dictate energy level spacing.  A journal 
article describing this technique and its application to fluid 
nitrogen has been published [4].

Future Work
The scientific issue addressed will be a highly accurate 
fundamental theoretical description of the complex fluid 
mixture at the extreme temperature and pressure that 
results from detonation of high explosives.  The system is a 
multiphase, chemically reacting mixture of dense molecu-
lar fluids and nano-clusters of carbon consisting of about 
1000 atoms with an equally reactive surface coupled to the 
surrounding fluid.  Given the limitations of experimental 
measurements at these extreme conditions, this theoreti-
cal approach gives the best opportunity of understanding 
the underlying physics and chemistry.
The specific tasks are basically the evaluation of potential 
energy hypersurfaces corresponding to at least 100 mol-
ecules, and the evaluation of thermodynamics including 
equilibrium composition by accurate simulation methods 
with sufficient speed to be tractable.  State-of-the-art den-
sity functional electronic structure methods will be used 
for the energies of fluid configurations as well as for repre-
sentative segments of carbon nano-cluster surfaces includ-
ing incorporation of H, N, and O.   The thermodynamics 
simulations will be based on a very efficient implementa-
tion of the Monte Carlo method that allows large steps 
through configuration space that requires only a small 
number of uncorrelated configuration energies evaluated 
by the very expensive (due to the large number of atoms) 
quantum chemistry methods.  Of particular importance is 
the extension of the simulation methods to incorporate 
the chemical equilibrium composition

Specific goals are:  

Build on the already successful progress to refine the • 
thermodynamic simulation methods required to effi-
ciently sample the equation of state as well as thermo-
dynamic equilibrium of the systems described above.  

Apply these methods to specific simulations that show-• 
case the fundamental chemistry and physics of this 
complex system and reproduce available experimental 
benchmarks.

Conclusion

We have and are continuing to develop improved 
methods for predicting the pressures, temperatures, 
and chemical composition of high explosive products 
of detonation. These are required as input to models of 
explosive performance and behavior with a wide variety of 
applications ranging from military defense (NNSA/DoD) to 
homeland security (DHS). The fundamental methodology, 
which we will develop, involves intelligently (optimally) 
combining Monte Carlo simulation techniques with 
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quantum chemistry, and will be of general use in many 
situations involving chemically reactive mixtures involving 
multiple phases, for instance formation of nanocarbon 
clusters from a reactive fluid.
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Introduction

Charge transfer is one of the basic steps required for 
solar energy conversion to electricity or chemical fuels. 
However, optimization of charge-transfer processes in 
complex composite materials, including molecular light-
absorbers and catalysts, remains challenging. There is 
a need for new studies to provide fundamental knowl-
edge regarding the rates of these processes, and also to 
address how structural changes in materials can medi-
ate the efficiency of charge transfer. Ultimately, such 
information will contribute to optimization strategies 
for systems that use photo-induced catalytic splitting of 
water for solar production of hydrogen fuel.

Benefit to National Security Missions

This project supports national needs in energy security, 
and relates to DOE missions in energy technologies and 
research by improving fundamental understanding of 
photo-induced charge separation processes across the 
interface between molecular catalysts and semiconduc-
tor particles. Such hybrid material architectures are 
expected to provide long-term advantages for solar 
energy conversion processes.

Progress

Activities to date have primarily focused on develop-
ment of spectroscopic instrumentation that will be 
used for the static and time-resolved experiments that 
are planned, and on assessment of the performance of 
the instrumentation. To these ends, a new instrument 
for time-resolved infrared spectroscopy based on step-
scan Fourier Transform infrared spectroscopy has been 
developed and optimized. From characterization stud-
ies to date, the instrument performs better than any 
similar instrument that has been previously developed. 
We have initiated studies that use this new instrument 
to characterize molecular compounds that have been 
developed for use as light absorbers in solar energy 
transduction applications. In addition, we have brought 
on line a new spectrally tunable Raman spectrometer, 

Study of Hybrid Semiconductor/Molecular Systems for Photo-production of 
Hydrogen
Andrew Paul Shreve

20080700PRD1

and have begun measurements of the Raman spectra of 
similar molecular compounds. The time-resolved infra-
red spectroscopy and the Raman spectroscopy studies, 
once performed systematically for a range of com-
pounds, will provide us with important new information 
regarding strategies to help optimize charge and energy 
transfer processes in molecular-based solar cell devices.

Future Work

In the near future we plan to continue exploration of 
a systematic series of molecular compounds that can 
be used in light-driven catalysis and charge separation 
processes. For these compounds, our studies will al-
low assessment of properties such as charge transfer 
efficiencies, excited-state lifetimes, structural changes 
associated with intermediate states, and overall stabil-
ity. In addition, we will initiate studies in which colloidal 
semiconductor nanocrystals will be used to transfer 
electrons or holes into the molecular catalysts and 
absorbers. The use of semiconductors provides charge 
separation that is stable long enough to perform sub-
sequent chemistry. However, optimization of charge 
transfer between the semiconductor and molecular 
components is crucial in maximizing efficiency. A com-
bination of semiconductors and conjugated chemical 
links will be tested to determine the most viable com-
bination to yield a highly efficient electron transfer. The 
work will be separated into two components: 1) The 
rate of charge transfer will be measured as a function of 
semiconductor type for specific functionalizations, and 
2) Given semiconductors functionalized with different 
sizes and length of conjugated ligands will be similarly 
analyzed. In all cases, the spectroscopic tools we have 
developed to date will be essential for these future 
studies.

Conclusion

To produce hydrogen from water in a process driven by 
light, one must have material components that absorb 
light and components that catalyze the chemical trans-
formations involved. Since the chemical transforma-
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tions require the addition or removal of electrons on the 
catalysts, the transfer of electrons between the light ab-
sorbers and the catalysts must be efficient. We will attempt 
to better understand the relevant photo-induced electron 
transfer process by applying static and time-resolved opti-
cal spectroscopies to study composite materials in which 
light absorbers and catalysts are assembled together. Ul-
timately, such studies will help optimize methods for the 
solar production of hydrogen.
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Introduction

The fabrication of one-dimensional nanostructures 
involves either bottom-up chemical synthesis or top-
down micro/nano-fabrication approaches. We will 
utilize our unique facilities for materials growth and 
micro/nano-fabrication to develop high quality ferro-
electric nanowires. These nanowires will be character-
ized with various advanced techniques such as electron 
microscopy and X-ray/neutron diffraction. We will also 
establish a nano-manipulation system based on high 
resolution light microscopy and to develop a piezo-
driven flexure stage with a positioning resolution bet-
ter than 10 nm, which will serve as a general platform 
to manipulate individual nanowires and apply uniaxial 
mechanical strain in a well-controlled manner.

Benefit to National Security Missions

This project supports DOE’s mission in Energy Security 
by exploring energy transfer in nanomaterials. It also 
support the mission of Office of Science in fundamen-
tal science by enhancing our understanding of mul-
tifunctionality and ferroelectricity in nanostructured 
materials. This project will further support Laboratory’s 
thrusts in fundamental understanding of materials

Progress

The director funded postdoc fellow (Zhaoyu Wang) has 
made excellent progress for this project even though 
he just joined LANL six months ago. We have devel-
oped processing conditions to grow the ferroelectric 
films necessary for this project, using polymer assisted 
deposition. For example, we successfully used polymer-
assisted deposition to grow ferroelectric LiNbO3 films. 
We confirmed that we obtained the desired epitaxial 
growth, based on structural analysis of the materials. 
We have also investigated a chemical vapor deposition 
technique for the growth of nanowires. Furthermore, 
we have used pulsed laser deposition to grow the ferro-
electric films that will be used for the project.

Structure-Property Relationship for Strained One Dimensional Ferroelectric 
Nanostructures
Quanxi Jia

20080705PRD1

Future Work

In general, the fabrication of 1D nanostructures in-
volves either bottom-up chemical synthesis or top-
down micro/nano-fabrication approaches. We have 
developed an excellent expertise in fabrication of 
nanowires, including solution phase methods for III-V 
compound semiconductor nanowires, CVD synthesis of 
silicon nanowires, and solid state reaction synthesis of 
BaTiO3 nanowires. We have also developed the clean 
room-based micro/nano-fabrication techniques.

We will utilize unique LANL facilities for materials 
growth and micro/nano-fabrication to grow high quality 
ferroelectric nanowires. The resulting nanowires will be 
characterized with various advanced facilities at LANL 
such as SEM, TEM, AFM, X-ray and neutron diffraction. 
We also plan to establish a nano-manipulation system 
based on high resolution light microscopy and to devel-
op a piezo-driven flexure stage for precise positioning, 
which will serve as a general platform to manipulate 
individual nanowires and apply uniaxial mechanical 
strain (that is, stretch the nanowires along their length) 
in a well-controlled manner. We will integrate an in-situ 
heating element into the system to study temperature 
effects. We can then study phase transitions in 1D fer-
roelectric nanostructure. The dependence of the phase 
transition temperature Tc (Curie point) on mechanical 
strain for 1D ferroelectric nanostructures will be re-
vealed. Furthermore, we will develop a Piezoelectric 
Force Microscopy (PFM) mode of Atomic Force Micros-
copy (AFM), which will be used to probe ferroelectric 
and piezoelectric properties of 1D nanostructures un-
der axial strain. By studying nanowires with different 
diameters, the size effect on the structure and property 
of strained ferroelectric nanowires will be revealed. To 
have a better understanding of the experimental re-
sults, we will develop theoretical models using classical 
theories for ferroelectrics, such as phenomenological 
theory.
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Conclusion

Both chemical solution and physical vapor deposition 
techniques have been investigated to deposit high quality 
ferroelectric thin films with desired structural and physical 
properties. These studies pave the way for the fundamen-
tal understanding of the ferroelectric materials and lay the 
foundation to the fabrication and manipulation of individu-
al ferroelectric nanowires.
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Introduction

Hydrogen storage is a scientific challenge and the top 
technical obstacle to the future of hydrogen economy. 
The development of hydrogen-fueled vehicles requires 
new materials that can store large amounts of hydrogen 
molecules at accessible pressure/temperature condi-
tions and are capable of storing and releasing hydrogen 
efficiently. This work aims at designing, synthesizing 
and testing novel Metal Organic Frameworks (MOFs) for 
hydrogen storage and exploring their use in other appli-
cations related to environmental and energy problems.  
The structures, chemical bonding and gas absorption 
properties of the MOFs are characterized using both 
single-crystal and powder X-ray diffraction, IR, NMR, 
SEM, TEM spectroscopes, and surface-area and hydro-
gen adsorption measurements. Hydrogen binding sites/
energies are determined using in-situ high-pressure/
low-temperature neutron scattering.

Benefit to National Security Missions

This project supports the DOE mission in Energy Secu-
rity and Environmental stewardship by developing novel 
Metal Organic Frameworks (MOFs) for hydrogen storage 
and purity.  The impact of this project can significantly 
increase if the concept is successfully utilized for sepa-
ration science and carbon dioxide (CO2) capture and 
sequestration. It is also important to other Laboratory 
missions (e.g., Homeland Security).

Progress

Postdoctoral Fellow for this project was hired on July 7, 
2008. He has completed the required training and work 
authorization requirements involving safety and secu-
rity.  The following research tasks were accomplished:

Synthesis of 4,4’,4”-benzene-1,3,5-triyl-tribenzoic acid 
(H3BTB) ligand   

The ligand was prepared in two steps form 1,3,5-triph-
enylbenzene. Benzene-1,3,5-tribenzoic acid (H3BTB) is 
selected as a novel linker to different metal cations from 

Synthesis and Characterization of Novel Metal-Organic Frameworks for 
Hydrogen Storage
Amr I Abdel-Fattah

20080780PRD2

the following considerations: 1) the large separation of 
the rigid caryboxylate groups and multiple coordina-
tion sites are of benefit for generating nano porous 
frameworks; 2) the ample phenyl rings can introduce 
hydrophobic pore surfaces to improve hydrogen sorp-
tion selectivity.

Synthesis of [Zn4O(BTB)(H2O)2](H2O)3.5 

The reaction of Zn(NO3)2.6H2O and H3BTB ligand in DMF 
under solvothermal reaction created a novel metal-
organic framework: [Zn4O(BTB)(H2O)2](H2O)3.5 (1). As 
shown in Figure 1, MOF 1 exhibits a three-dimensional 
two-fold interpenetrated porous framework with nano-
sized open channels. The window size of open chan-
nels is 1.2 nm which is larger than that of the reported 
MOF-177. Notably, MOF 1 also presents the better 
stability than those reported for MOF-5 and MOF-177 
due to its two-fold interpenetrated nature. The title 
compound also processes a novel anatase topological 
structure with Zn4O clusters and BTB ligands as nodes. 
It is worth noting that the new MOF 1 is the first case 
of porous MOF with two-fold interpenetrated anatase 
mineral topology. The classic mineral topological struc-
ture also plays an important role to stabilize its frame-
work. The potential void volume and its accessibility in 
MOF 1 (how easily guest molecules can be put into the 
structure from the outside) were calculated by the po-
tential solvent volume module of the Platon procedure. 
The total potential void volume of the open channels of 
MOF 1 is estimated to be about 54.8% (12199.0 Å3) of 
the volume of the unit cell (22241.0 Å3).

Figure 1. (a) Two-fold interpenetrated metal-organic framework 
of  [Zn4O(BTB)(H2O)2](H2O)3.5 (1) and (b) anatase topological 
network.
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Synthesis of [Ce4(BTB)3(OH)3(H2O)4](H2O)x

The reaction of Ce(NO3)3.6H2O and H3BTB ligand in DMF un-
der solvothermal reaction created a new mesoporous met-
al-organic framework: [Ce4(BTB)3(OH)3- (H2O)4](H2O)x (2). As 
shown in Figure 2, MOF 2 exhibits a three-dimensional non-
interpenetrated mesoporous framework with nano-sized 
open channel beyond 2 nm. Up to now, only several MOFs 
with mesoporous structures are reported. Compound used 
in MOF 2 is also primarily proved to stabilize up to mois-
ture. Notably, the coordinated water molecules to Ce(III) 
cations present the potential guest coordination sites. The 
total potential void volume of the open channels of MOF 2 
is estimated to be about 72.5% (34258.6 Å3) of the volume 
of the unit cell (47226.0 Å3).
        

Figure 2. Mesoporous metal-organic framework of   
[Ce4(BTB)3(OH)3(H2O)4](H2O)x.

Synthesis of ZnNa(BTC)(DMF)(H2O)0.5  (BTC = 1,3,5-ben-
zenetricarboxylate)

Reaction of Zn(NO3)2.6H2O, NaOH, and H3BTB ligand in 
DMF/H2O under solvothermal reaction resulted in a novel 
metal-organic framework: ZnNa(BTC)(DMF)(H2O)0.5  (BTC 
= 1,3,5-benzenetricarboxylate) (3). As shown in Figure 3, 
MOF 3 exhibits a three-dimensional non-interpenetrated 
porous framework with nano-sized open channel. There are 
two types of open channels in MOF 3. The large window 
size of the open channels is 1.1 nm, and the small one of 
lower than 0.4 nm. It is most important that MOF 3 is stable 
with respect to moisture and general organic solvents, such 
as DMF, CH3CN, MeOH, EtOH and etc. The potential void 
volume and its accessibility in 3 are estimated to be about 
53.6% (4048.3 Å3) of the volume of the unit cell (7551.0 Å3).

Figure 3. (a) Molecular building block structure of  ZnNa(BTC)
(DMF)(H2O)0.5 (3) and (b) porous metal-organic network with 
nano-sized open channels.

Future Work

The aim of this work is to design, synthesize and character-
ize a series of novel MOFs tailored for hydrogen storage. Up 
to now, three new MOFs have been synthesized and struc-
turally characterized. For the future work, firstly, hydrogen 
storage capacities of the above three new MOFs will be 
investigated. Secondly, a number of new MOFs with zeolite-
type structures will be designed, synthesized, and char-
acterized. Such framework topologies combine structural 
features of conventional zeolites, MOFs, and fullerenes, and 
are thus optimized for gas storage. The integration of nano-
particulates with these frameworks to increase surface 
area available for the sorption hydrogen molecules will be 
assessed. The structures, chemical bonding and gas absorp-
tion properties of these compounds will be characterized 
by a variety of techniques including diffraction, spectros-
copy and gas absorption surface-area measurements. Hy-
drogen binding sites and energies will be determined using 
in-situ high-pressure/low-temperature neutron scattering 
at Los Alamos Neutron Science Center (LANSCE). Efforts will 
also be made to integrate neutron diffraction with calorim-
etry, which will be particularly useful for characterization of 
MOFs. Valuable information from the theoretical calcula-
tions will be used to further optimize the hydrogen stor-
age and sorption/desorption performance of the resulting 
MOFs.

Conclusion

In conclusion, three novel MOFs have been synthesized and 
structurally characterized. Their hydrogen storage capaci-
ties are being investigated.  A number of new MOFs will 
further be designed and prepared to optimize the hydrogen 
storage performance. Through exploring new chemistry 
and synthetic approaches, our project will produce novel 
materials that can store large amounts of hydrogen. It is 
expected to contribute significantly to the utilization of hy-
drogen in future transport/mobile applications.  The results 
of this research will also provide basis for utilizing similar 
techniques in environmental and threat-reduction appli-
cations.  Example of other applications includes actinide 
separation and storage, which may use the same concept 
but using Metal Organic Frameworks (MOFs) of larger pore 
structures.
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Introduction

Semiconductor nanowires are very promising candi-
dates for obtaining properties not currently attainable 
in electronic, energy harvesting, and sensing devices 
due to the versatility in their material synthesis and 
their high surface to volume ratio.  These studies of Si/
Ge/III-V nanowire structures and their combinations 
will allow new understanding of nanowire materials 
growth, device fabrication, property characterization, 
and analysis and modeling of transport behavior in a 
variety of device schemes. The work will focus on con-
trolling surface properties through radial heterostruc-
tures, overcoming the limits of contact resistance, and 
integration of nanowires into functional nanosystems.

Benefit to National Security Missions

This project supports the DOE missions in threat re-
duction, energy research, and nuclear weapons by ad-
vancing our fundamental understanding of nanoscale 
electronic materials for new materials synthesis, chemi-
cal and biological sensing, thermoelectric energy con-
version, and electronics systems for future low power, 
miniaturized applications.

Progress

The project was initiated on September 15, 2008, the 
time of Dr. Shadi Dayeh’s hiring start date at Los Alamos 
National Laboratory.  Initial efforts focused on learning 
the operation of the chemical vapor deposition system 
for the growth of nanowires. 

Future Work

The goal of this project is to gain basic understanding of 
material properties physics relevant to nanowire device 
architectures and enable the realization of a new gen-
eration of high speed and high performance electronic, 
optoelectronic, energy harvesting, and sensing devices. 
These studies of Si/Ge/III-V nanowire structures and 
their combinations will allow new understanding of 
nanowire materials growth, device fabrication, prop-
erty characterization, and analysis and modeling of 

Semiconductor Nanowire Heterostructures
Samuel Thomas Picraux

20080785PRD3

transport behavior in a variety of device schemes. The 
work focuses on:

Controlling surface properties through radial het-1. 
erostructures: We will utilize our growth and device 
expertise in the growth, fabrication and charac-
terization of radial Si/Ge and III-V heterostructure 
nanowires for surround-gate nanowires FETs to 
help reduce/eliminate interface states effects. A key 
advantage of this approach is the ability to modu-
late the atomic constituents as well as the strain 
along the channel length of the device to enhance 
carrier transport, in contrast to standard planar 
CMOS technology.

Overcoming the quantum limit of contact resis-2. 
tance: Attempting to contact NWs by using the 
same approaches as regular electronics hinders 
their potential for high-speed operation. This rep-
resents the most difficult obstacle to overcome in 
nanoscale devices (planar and 3D). Engineering 
multi-probe contacts, within one contact transfer 
length while being held at the same potential, 
enable us to overcome the quantum contact re-
sistance limit. We plan to implement this break-
through at LANL.

Full integration into functional systems: To make 3. 
practical use of NWs, an essential requirement from 
a circuit design view point is precise location and 
individual addressing, which requires new growth 
and device architectures. The selective area growth 
of Ge and III-V NWs on Si and/or their growth di-
rectly on insulator-on-silicon will enable the vertical 
integration and necessary isolation of the two most 
promising material systems for high speed p- and 
n-type devices on standard Si technology, which is 
not possible in planar Si.

Conclusion

We will establish synthesis methods for silicon/germa-
nium/III-V nanowires and their combinations in inte-
grated device structures.  By understanding how to con-
trol surface properties through radial heterostructures, 
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how to overcome the limits of contact resistance, and how 
to integrate nanowires into functional nanosystems we 
will obtain new properties and performance not previously 
possible. These novel materials are of great interest for ap-
plications in energy applications such as a new generation 
of solar cells, new high performance thermoelectric ma-
terials for energy harvesting from heat sources, and new 
electrical chemical/biomolecular sensing devices with near 
single molecule sensitivity.
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Abstract

The modern electronic industry demands an ever 
greater decrease in switching times and length scales, 
approaching the level of the nanoscale (individual 
electrons and atoms). In the last several years, ferro-
electricity at the nanoscale has emerged as the fertile 
ground for new physical phenomena and devices. 
However, shrinking dimensions demands tools capable 
of not only producing nanoscale ferroelectric materials 
but also characterizing the properties of ferroelectrics 
in, for example, ultrathin films and superlattices. The 
main task of this project is to investigate the influence 
of size (or film thickness) effects on physical properties 
in nanoscale ferroelectric thin films

Background and Research Objectives

Due to the fatigure-free and fast switching speed 
characteristics, perovskite ferroelectrics have been 
favorably considered as the materials for nonvolatile 
ferroelectric random access memory (NvFRAM) devices 
[1]. On the other hand, a distinctive feature of ferro-
electric thin films is the thickness dependent dielectric 
properties. A number of experimental results have 
shown that the dielectric constant decreases with film 
thickness [2-4]. Furthermore, interfaces always play a 
critical role in controlling the structural and electrical 
properties in epitaxial ferroelectric films. Both experi-
mental and theoretical works have demonstrated the 
impact of lateral interface on the physical properties 
of either single-phase thin films or superlattices [5,6]. 
The collapse of bulk dielectric behavior in ultra-thin 
ferroelectric films is usually explained by assuming the 
existence of “dead layers” or interfacial layers with 
severely depressed dielectric constant at the electrode/
ferroelectric thin film interfaces. However, it makes very 
difficult to compare and interpret the experimental 
results from different research groups due to the lack 
of a systematic investigation to determine the effective 
thickness and dielectric constant of such an interfacial 
layer at the electrode/ferroelectric interface.

Size Effects in Nanoscale Ferroelectric Thin Films
Quanxi Jia

20051281PRD3

The objectives of this work are composed of three 
parts: a) to synthesis high quality nanoscale ferroelec-
tric films; b) to characterize both the structural and 
electrical properties of ferroelectric materials; and c) to 
theoretically study the size effect on the ferroelectric 
properties. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project not only provides a better understand-
ing of the ferroelectricity in nanoscale materials, but 
also solves technologically important issues related 
to nanotechnology. It directly impacts LANL’s Science 
and Technology Base in Fundamental Understanding 
of Materials, linking across length and time scales to 
achieve multi-scale understanding of properties and 
phenomena of materials. Furthermore, LANL’s thrusts 
in nanotechnology and energy will benefit from this 
project.

Scientific Approach and Accomplishments

Theoretically, we have used theoretical analysis to 
evaluate the size effects on the physical properties of 
the ferroelectric materials by combination of Landau-
Devonshire theory and first-principle calculation. 
Experimentally, we have used pulsed laser deposition 
to grow thin film ferroelectric materials on different 
substrates so that the lattice strain can be tuned. We 
have further used different techniques (such as x-ray 
diffraction, scanning electron microscopy, atomic force 
microscopy, and transport measurements) to charac-
terize the structural and dielectric properties of the 
ferroelectric films.

Ferroelectric BiFeO3 (BFO) has been extensively 
studied since it shows both ferroelectricity with a Curie 
temperature (TC) of ∼1103 K and antiferromagnetic 
properties with a Neel temperature (TN) of 643 K. Many 
experimental results show the potential application of 
BFO thin films for ferroelectric random access memory 
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(FeRAM) devices. On the other hand, it has been found 
that the pure BFO usually exhibits a high leakage current 
that could limit wide applications of this material. Efforts 
have been made to reduce the leakage current by intro-
ducing different kinds of dopants. The origin of the leakage 
current (or leakage mechanisms) is a critical point to thor-
oughly solve this problem. However, there are very limited 
numbers of reports about the leakage mechanisms of 
BFO in a wide temperature range. In the present work, we 
have investigated the leakage current density vs. electric 
field (J-E) characteristics of BFO films at temperatures 
from 80 to 350 K. To our knowledge, it is the first time the 
leakage mechanisms of BFO films were investigated in this 
temperature range. We have found that the dominant 
leakage mechanisms in Pt/BiFeO3/SrRuO3 ferroelectric 
thin film capacitors are a strong function of temperature 
and voltage bias. From 80 to 150 K, the leakage currents 
show bulk-limited the space-charge-limited current (SCLC) 
behavior in electric fields above onset electric field of the 
SCLC mechanism for both negative and positive bias result-
ing in symmetric J-E curves (see Figure 1). From 200 to 350 
K, the leakage currents show bulk-limited Poole-Frenkel 
(F-N) emission at an electric field > 45 kV/cm for negative 
bias. On the other hand, interface-limited F-N tunnelling at 
electric fields above the onset electric field of F-N tunnel-
ing dominants the leakage mechanism for positive bias 
that results in asymmetric J-E curves. Detailed experimen-
tal results can be found in our article published in Appl. 
Phys. Lett. [7].
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Figure 1. Typical J-E characteristics of a Pt/BFO/SRO capacitor for 
both negative and positive bias from 80 to 350 K.

Recent study has found that highly c-axis-oriented 
(Bi3.15Nd0.85)Ti3O12 (BNT) thin films on Pt/TiO2/SiO2/Si 
substrates exhibit switchable remanent polarization 2Pr 
of over 100 μC/cm2 and imprinting-free behavior. These 

results clearly show that ferroelectric BNT is a very promis-
ing candidate for NvFRAM devices. Following the report 

[8] from Chon et al., people have investigated electrical 
properties of BNT thin films on different bottom electrodes 
and substrates. On the other hand, a distinctive feature of 
ferroelectric thin films is the thickness dependent dielec-
tric properties. A number of experimental results have 
shown that the dielectric constant decreases with film 
thickness due to the formation of interfacial layer between 
the ferroelectric and electrode materials. In this study, we 
have used our analytical approach to evaluate the effective 
thickness and the dielectric constant of such an interfacial 
layer through the measurement of the optical refractive 
index of BNT film and the current-voltage characteristics 
of a capacitor Pt/BNT/SrRuO3. We have fabricated vertical 
capacitors having a configuration of Pt/BNT/SrRuO3, where 
epitxial c-oriented BNT films were grown on (001) SrRuO3 

(SRO) on (001) SrTiO3 (STO) substrates. We have further 
fabricated BNT films with different thicknesses ranging 
from 150 to 350 nm on SRO/STO substrate. The effective 
dielectric constant of BNT thin films with different thick-
nesses as a function of frequency is potted in Figure 2. 
The effective dielectric constant obviously decreases with 
decreasing BNT thickness. Based on the effective dielectric 
constant, leakage current, and optical refractive index 
measurements, the “dead layer” at Pt/BNT interface has 
been investigated. The thickness and dielectric constant 
of the dead layer have been estimated to be 19.2 nm and 
13.2, respectively. At the same time, the dielectric constant 
of the bulk BNT layer of 586 has been obtained. Detailed 
experimental results can be found in our article published 
in Appl. Phys. Lett. [9].
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Figure 2. The effective dielectric constant of BNT thin films as a 
function of frequency with different thicknesses from 150 to 350 
nm.
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Semiconductor devices have been investigated for over 
125 years. Around 60 major devices and more than 100 
device variations related to them have been found. All 
these devices can be constructed from a small number 
of device building blocks. One of these building blocks is 
the p-n junction, which is a key building block for most 
semiconductor devices, such as the p-n-p bipolar transis-
tor. Another building block is the heterojunction, which is 
the key component for high-speed and photonic device. 
Recently, p-n heterojunctions based on perovskite oxides, 
which combine the electrical properties of normal p-n 
junctions and the exotic properties of perovskite oxides 
(such as ferroelectricity and ferromagnetism), have been 
the subject of intensive theoretical and experimental 
studies. In our studies, we have selected Nb-doped 
SrTiO3 (Nb-STO) for the n-type semiconductor as STO is a 
standard substrate for the deposition of perovskite oxides 
and Nb-STO is a n-type semiconductor with an energy 
band gap of 3.2 eV and an electron affinity of 4 eV. Fer-
roelectric BFO is chosen as the p-type semiconductor for 
two reasons. Firstly, because BFO has an electron affinity 
of 3.3 eV and an energy band gap of 2.8 eV, it should form 
a staggered energy band diagram with Nb-STO. Secondly, 
BFO is a typical multiferroic material. It is possible to get 
a BFO/Nb-STO p-n heterojunction with both electric and 
magnetic tunability. We have achieved a large rectifying 
ratio in a perovskite oxide p-n heterojunction by design-
ing energy band structure. For detail, BFO/Nb-STO p-n 
heterojunctions have been fabricated by depositing p-type 
semiconductor BFO films heteroepitaxially on (001) n-type 
semiconductor Nb-STO substrates. Figure 3 shows the J-V 
characteristic of the Pt/BFO/Nb-STO structure at room 
temperature. 
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Figure 3. Rectifying current density vs voltage (J-V) character-
istic of BFO/Nb-STO p-n heterojunction at room temperature. 
At a forward voltage of 0.3-2 V, a high ideality factor of 5.5 is 
observed. A turn-on voltage of 1.4 V, and a breakdown voltage of 
-6 V are shown in the inset.

As predicted, by applying both reverse and forward bias, 
distinct rectifying behavior is observed. A built-in potential 
value of 0.6 V was found, in good agreement with the work 
function difference of BFO and Nb-STO. An ideal turn-on 
voltage of 1.3 V was determined from a staggered energy 
band diagram, in good agreement with the experimental 
value from the J-V curve. Based on the results presented 
here, we believe BFO/Nb-STO p-n heterojunctions have 
a significant potential for oxide electronic applications. 
Detailed experimental results can be found in our article 
published in Appl. Phys. Lett. [10].

Recently, composite oxides have been extensively in-
vestigated in bulk and thin film forms because of their 
wide range of applications in microelectronics, magneto 
electronics, and optoelectronics. Oxide materials in nano-
composite form are particularly appealing as the interac-
tion or coupling between the two constituents can lead 
to enhanced or new functionalities. In a film-on-substrate 
geometry, epitaxial composite films can be created in two 
forms: horizontal and vertical. Nanocomposite films with 
vertical microstructures such as the nanopillar geometry 
offer numerous advantages over the conventional horizon-
tal microstructures, such as a larger interfacial area and 
intrinsic heteroepitaxy in three dimensions. In general, 
there are two ways to fabricate vertical nanostructures: 
self-assembly processes and lithography. Self-assembled 
nanocomposite thin films offer great potential for tailoring 
the structural and electrical properties. We have fabricated 
(BiFeO3)0.5:(Sm2O3)0.5 nanocomposite thin films, where both 
BiFeO3 (BFO) and Sm2O3 (SmO) phases are self-assembled 
into a vertical nano-columnar structure. The dielectric con-
stant of BFO:SmO nanocomposite films  is modeled very 
well by an equivalent parallel circuit. The lower than ex-
pected dielectric loss of  the nanocomposite is believed to 
be the result of reduced leakage current density of the BFO 
phase, both due to the larger interfacial area and greater 
strain of the phase. The calculated dielectric constant of 
the nanocomposite from simple parallel circuit model is 
92. The difference between the experimental and calculat-
ed dielectric constants of BFO:SmO nanocomposite film is 
about 4%. Thus, the dielectric constant of such a BFO:SmO 
nanocomposite can be well described by such a simple 
model. Detailed experimental results have been submitted 
to in Appl. Phys. Lett. for publication.
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Abstract

Polymer electrolyte membrane fuel cells (PEMFCs) 
have high energy density, high theoretical efficiency, 
and low emissions, making them promising devices for 
transportation applications.  Despite their advantages, 
several limitations, including problems associated 
with water management, prevent widespread com-
mercialization of PEMFCs.  In this project, high resolu-
tion neutron radiography was used to image water 
present in PEMFCs during operation under a variety of 
conditions.  The effect of specific operating conditions, 
including flow direction (co-flow or counter-flow), 
orientation of the PEMFC with respect to gravity, 
and simulated anode recycle loop, were examined.  
Counter-flow operation was found to result in higher 
water content than co-flow operation, with more 
uniformly distributed water.  Orientation with respect 
to gravity was also significant, with net water transport 
observed from the higher side of the cell to the lower 
side.  The higher anode flow rate resulting from the 
simulated recycle loop facilitated convective removal of 
liquid water from the anode flow field, leading to lower 
overall levels of water in the PEMFC.  The improved 
understanding of water distribution during fuel cell 
operation resulting from this work will aid efforts to 
effectively manage water in PEMFCs.

Background and Research Objectives

Effective control of water distribution is a major 
impediment to implementation of polymer electrolyte 
membrane fuel cells (PEMFCs).  Several important cell 
parameters, including membrane conductivity and 
mass transfer resistance within porous electrodes, are 
intimately linked to water distribution, requiring effec-
tive management of water in order to maximize PEMFC 
performance.  

Neutron radiography, performed in situ within an 
operating PEMFC, is a powerful tool in developing 
greater understanding of water distribution profiles 
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during cell operation [1].  In particular, the ability to 
simultaneously correlate water distribution with cell 
operating conditions and cell performance provides a 
degree of understanding of water management that is 
not available with any other existing technique.  High 
resolution imaging of through plane water profiles 
using a Micro-Channel Plate (MCP) detector with 25 μm 
resolution produces water profile images in which one 
can distinguish between water in anode and cathode 
gas diffusion layers (GDLs), as well as between water in 
the GDLs above channels and above lands, and water in 
the channels themselves.

Objectives of this research project were to determine 
the effects of parameters including flow direction 
(co-flow vs. counter-flow, illustrated in Figure 1), cell 
orientation with respect to gravity (illustrated in Figure 
2), and anode flow rate (simulated anode recycle) on 
water distribution, as well as on cell performance.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This work supports LANL’s science and technology 
base in the areas of electrochemistry and energy 
programs.  The work supports national R&D needs and 
the DOE mission of energy security by supporting US 
energy independence and security, by investigating 
energy sources that don’t rely on imported oil.  Fur-
thermore, the development of commercially viable fuel 
cell technology may become an important part of the 
US economy.

Scientific Approach and Accomplishments

Figure 3 illustrates the effect of flow direction (co-flow 
or counter-flow) on water profiles in various cell 
components.  Significantly more water is present in the 
membrane electrode assembly (MEA) when a counter-
flow configuration is used.  The higher water content 
leads to a lower high frequency resistance (HFR) (0.06 
Ω cm2 for counter-flow vs. 0.09 Ω cm2 for co-flow) and 



LDRD FY08 Annual Progress Report 289

Chemistry & Material Sciences

improved cell performance (0.10 V at 1.4 A cm-2 vs. 0.27 
V at 1.5 A cm-2).  Flow field water content is also plotted 
in Figure 3, which shows significantly more water in the 
anode flow fields during counter-flow operation, which 
under some conditions could lead to problems with 
flooding.  The performance is higher for the counter-flow 
configuration, though, because under these relatively dry 
conditions the decrease in ohmic losses more than com-
pensates for any losses that may occur due to flooding. 

The effect of gravity on water distribution is shown in 
Figure 4.  Under the conditions employed, the water 
content in the MEA was lower for the cell with anode on 
top than in the cathode on top case.  Notably, anode GDL 
water was significantly lower, in the anode on top case, 
while cathode GDL water was only slightly lower.  In order 
to minimize mass transport losses due to flooding, it is 
more important to decrease cathode GDL water than it 
is to decrease anode GDL water, suggesting that putting 
anode on top may not be an effective way of optimizing 
water distribution.  Both cell orientations produced similar 
HFRs (0.07 Ω cm2 for the anode on top case vs. 0.06 Ω cm2 
for the cathode on top case, but the performance of the 
cell in the cathode on top was slightly worse because of 
the overall higher levels of water, including slightly higher 
water levels in the cathode GDL, which resulted in some 
losses due to flooding (0.39 V vs. 0.27 V for the anode on 
top cell).  Similar results were observed at lower currents 
and at higher anode stoichiometries, confirming the effect 
of gravity on water distribution.

The overall effects of gravity most likely are consequences 
of the local effects inside the flow fields.  Inside the GDLs 
and the MEA, gravity is unlikely to have a significant 
effect on water transport, since capillary pressure is the 
dominant force on liquid water in these components.  In 

Figure 3.  Average water density under lands and under channels 
in MEA and GDL layers for a cell operating at 80 ºC, anode 
stoichiometry = 1.2, cathode stoichiometry = 2, fully humidified 
anode and cathode feeds, current density = 1.2 A cm-2, counter-
flow.

contrast, the larger void dimensions inside the flow fields 
result in gravity being comparatively more important in 
controlling the position of water.  By placing the anode 
flow field on top, gravity will tend to force flow field water 
down to the surface of the GDL, where it can be removed 
by wicking across to the (relatively dry) cathode side, 

Figure 1.  Co-flow and counter-flow fuel cell configurations.

Figure 2.  Fuel cell orientation with respect to gravity.  Gravitational force enhances water transport from higher parts of the cell to 
lower parts.
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Figure 4.  Effect of gravity on water distribution in a cell operated 
at 80 ºC, anode stoichiometry = 1.2, cathode stoichiometry = 2, 
100% relative humidity (RH) anode feed, 0% RH cathode feed, 
counter-flow, current density = 1.4 A cm-2 for inverted (anode on 
top) cell and 1.5 A cm-2 for normally oriented (cathode on top) 
cell.  Top: MEA.  Middle: GDLs.  Bottom: flow fields.

altering the water distribution in all cell components.   The 
much lower anode flow field water content in when the 
anode is on top (Figure 4) supports this interpretation.  
These results demonstrate that gravity can have a signifi-
cant effect on water management in PEMFCs, and that 
appropriate selection of fuel cell orientation can influence 
water distribution and cell performance.

Recycling part of the anode outlet gas stream to the inlet 
can serve both as a way of humidifying the anode inlet, 
as well as facilitating convective water removal from the 
anode flow field.  In order to simulate the effect of an 
anode recycle, the anode stoichiometry was increased in 
some cases from 1.2 to 3.0.  The effect of such an increase 
in anode stoichiometry is illustrated in Figure 5.  The 
increased anode flow rate accelerates removal of liquid 
water from the anode flow field, leading to a decrease in 
the anode flow field water content.  As a result, transport 
of generated water from the MEA to the anode flow field is 
accelerated, leading to a lower MEA water content.

Figure 5.  Effect of simulated anode recycle on a cell operated at 
80 ºC, cathode stoichiometry = 2, 100% RH anode feed, 0% RH 
cathode feed, current density = 1.5 A cm-2, counter-flow.  Top: 
MEA.  Bottom: flow fields.

The lower water content leads to a higher HFR (0.08 Ω 
cm2 at an anode stoichiometry of 3.0 vs. 0.06 Ω cm2 at an 
anode stoichiometry of 1.2), but the performance stays 
roughly constant (0.27 V at 1.5 A cm-2), likely as a result 
of decreased anode flooding at the higher stoichiometry.  
Therefore, incorporation of an anode recycle stream may 
improve performance in very wet conditions be facilitating 
convective water removal, though if water removal is too 
rapid it may result in excessive MEA drying and increased 
ohmic losses.

Scientific accomplishments resulting from this work are 
further reported in the technical literature [2].
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Abstract

In recent years, the high strength of nanomaterials has 
gathered much interest in the materials community.  
Nanomaterials (polycrystalline and composites) have 
already been used, largely by the semiconductor com-
munity, as critical length scales for chip design have 
decreased to tens of nanometers.  However, to ensure 
reliability of nanomaterials in almost any application, 
the mechanisms underlying their structural integrity 
must be well understood.  For these materials to be put 
into service on a broader scale, not only strength should 
be considered, but also ductility, toughness, formability, 
and fatigue resistance.  While some progress has been 
made into constructing models for such deformation 
mechanisms, little experimental work exists addressing 
these issues, especially when length scales drop below 
10 nanometers.  This work forges new inroads into 
some of these areas by producing stress-strain curves 
for nanolaminate composites with individual layer 
thickness of 40 and 5 nm.  Nanolaminate composites 
fabricated via magnetron sputtering comprised of alter-
nating 5 nm thick Cu and Nb multilayers (two relatively 
soft metals) exhibit strengths on par with tool steel and 
deformability in compression in excess of 25%.

Background and Research Objectives

When the sample size, grain size, or domain size 
becomes comparable with a specific physical length 
scale such as the electron mean free path, the domain 
size in ferromagnets or ferroelectrics, the coherence 
length of phonons, or the correlation length of a col-
lective ground state like superconductivity, then the 
corresponding physical phenomenon will be strongly 
affected. Nanocrystals and nanolayered structures offer 
unique opportunities for tailoring the optical, magnetic, 
electronic, mechanical and chemical properties of 
materials. The mechanical properties of materials are 
enhanced dramatically as the grain size in polycrys-
talline materials approaches the nanometer scale. 

Theoretical descriptions and experimental techniques 
explaining and testing the unique behaviors found 
at the nanoscale, such as yield strengths close to the 
theoretically determined maximum for perfect crystals, 
are really in their infancy. 

Metal-based nanolayered composites represent an 
ideal vehicle for the exploration of the effects of 
length scales on the plastic deformation and fracture 
of nanoscale materials since interface structures and 
layer thicknesses can be precisely tailored using vapor 
deposition techniques. However, much of the reported 
results in the literature are hardness data. An estimate 
of the strength from hardness data corresponds to the 
flow stress at ∼ 7% strain rather than at the usual 0.2% 
strain, making it difficult to separate the onset of plas-
ticity (i.e., yielding) from the subsequent effect of strain 
hardening which raises the flow stress. Furthermore, 
no information about material fracture can be obtained 
from hardness tests on metals. Ideally, experimental 
results from a variety of loading configurations, includ-
ing uniaxial tension, are needed to directly evaluate 
such quantities as yield strength, strain hardening, and 
ductility.  The key research objectives are to experi-
mentally evaluate the room temperature strength and 
ductility, via uniaxial tension and compression tests, of 
metallic nanolaminates.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project supports the Energy Security and the 
Office of Science missions of DOE through a funda-
mental understanding of the fracture resistance of 
high strength nanostructured materials in support of 
nanoscience research for energy needs. For example, 
a recent DOE workshop on Nanoscience Research for 
Energy Needs identified the development of “super-
strong, light-weight, materials to improve efficiency of 
cars, airplanes, etc” as one of the research targets in 
energy-related science and technology where nano-
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science can have the greatest impact. Besides energy 
security, nanostructured strong and light-weight materials 
will also have a great impact on the design of high perfor-
mance military platforms with diminished failure rates and 
lower life cycle costs for national security / defense appli-
cations and thermal barrier and wear-resistant nanostruc-
tured materials and coatings for aeronautics and space 
exploration each of these amount to multi-billion dollar 
industries.

Scientific Approach and Accomplishments

Some of the challenges in evaluating the stress-strain 
response of nanomaterials involve the fabrication of 
flaw-free samples that will reliably give mechanical test 
data that reflect the bulk material properties independent 
of geometric effects of sample size or embedded flaws.  
In this research, magnetron sputtering at the Center for 
Integrated Nanotechnologies was utilized to fabricate 
metallic multilayers such that 1) the growth-induced 
residual stresses and flaws/porosity are minimized, 2) 
the individual layer thicknesses are well-controlled in the 
nanometer range, and 3) the overall sample thickness is 
sufficient to make self-supported foils.  This precise control 
over length scales allows for systematic investigation of 
the effects of increasing amount of interfacial content on 
material behavior.  Figure 1 is a cross-sectional transmis-
sion electron micrograph of a sample with 5 nm layer 
thickness, although layers of alternating copper (Cu) and 
niobium (Nb) can be easily varied in thickness to investi-
gate length scales (and accompanying deformation mecha-
nisms) from hundreds of nanometers to ~1 nm in samples 
with identical chemical composition.  The laminar nature 
of the composites is evident from the micrograph, with the 
(111) planes of fcc-Cu and (110) planes of bcc-Nb forming 
the interface between the two phases, as shown in the 
embedded selected area diffraction pattern.

Figure 1. TEM bright-field micrograph of as-deposited 5 nm Cu/5 
nm Nb.  Note selected area diffraction pattern showing {111} 
Cu//{110} Nb fiber texture.

Once deposited, nanolayered composites can be deformed 
utilizing a variety of methods, including rolling [2], tension 
[3], indentation [4] or as in this case, micropillar compres-
sion.  Focused Ion Beam (FIB) machining has opened 
opportunities for fabrication of micropillar samples, 
where a Ga+ ion beam is used to remove material to shape 
a sample to high precision. [5, 6]  The inset scanning 
electron microscopy (SEM) micrograph in Figure 2 shows 
such a pillar with nominal dimensions of diameter of 4µm 
and height of 8µm.  The layer direction is perpendicular 
to the cylinder axis, and several configurations such as 
larger pillar sizes and different substrates exhibit similar 
flow behavior.  Most of the recent micropillar work in 
the current body of literature focuses on the effects of 
sample size (i.e., pillar diameter) on the yield strength 
of single crystals or nanoporous structures [7-9].  In this 
study, the critical dimension in the deformation process 
is not the pillar size, but the layer thickness, and conse-
quently the pillar size is intentionally kept three orders of 
magnitude larger than the interlayer spacing.  As a result, 
the measured stress-strain curves reflect the mechanical 
behavior of the Cu/Nb multilayers, independent of the 
pillar diameter that was varied in the range of 4-8 µm.

Figure 2. Compression curves for 40 nm and 5 nm Cu/Nb multi-
layers.  Note the gradual transition between linear elastic and 
fully plastic yield behavior at flow stresses in excess of 2 GPa.  As 
a comparison, typical strengths for tool steel are on the order 
of ~2 GPa.  Flow stress measurements indicate good agreement 
with those ascertained via nanoindentation, using a correlation 
factor of 2.7.  Inset: SEM micrograph of micropillar of 5 nm Cu/
Nb multilayer in the as-prepared condition.  Pillar height is 8 
microns, and diameter is 4 microns.  Layer interfaces are perpen-
dicular to the cylinder axis.

The cylinders are compressed at an initial strain rate of 
2x10-4 s-1 using a Hysitron Triboindenter nanoindenter 
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fitted with a 30 µm diameter flat diamond punch while 
recording load and displacement data.  Using this infor-
mation, stress-strain curves for Cu/Nb multilayers of 5 
nm and 40 nm individual layer thickness are calculated 
using initial pillar dimensions and are shown in Figure 
2.  These indicate ductility in excess of 25% in the 5 nm 
case, at which point the sample failed by a shear instabil-
ity as is evident in Figure 3a.  The maximum flow stress is 
about 2.4 GPa (2400 MPa) and is in good agreement with 
the strength estimated from nanoindentation measured 
hardness (σ = Hardness/2.7 as a correlation factor as 
shown in the plot).  Transmission electron microscopy 
(TEM) results of deformed pillars indicate the presence 
of a single shear band, the formation and propagation of 
which could explain the softening effect towards the end 
of the test.  40 nm Cu/Nb mulitlayers exhibit qualitatively 
the same behavior, albeit at lower ultimate strength and 
deformability in excess of 30%.  The SEM micrograph of the 
deformed 40 nm layer thickness pillar (Figure 3b) shows 
that a shear instability has formed, leading eventually to 
sample failure, but the pillar has not fractured. 

Figure 3. SEM micrographs of micropillars after compression.  (a)  
5 nm Cu/Nb multilayer underwent 25% true strain before failing 
at the shear surface shown.  (b)  40 nm multilayer deformed 
to 35% true compressive strain with failure in shear without 
fracture.

As microstructural dimensions such as grain size, or in 
this study, layer thickness, diminish to below ~10 nm, the 
fraction of Cu/Nb interface per unit volume of material 
becomes significant to the point that deformation behavior 
is dictated by interface properties rather than by the prop-
erties of the constituent bulk Cu or bulk Nb.  In the 5nm 
Cu/Nb case, this gives rise to single dislocation deforma-
tion mechanisms where the dislocation must cross the Cu/
Nb interface.  The Cu/Nb interface is unique in that it is 
incoherent, is resistant to significant interdiffusion even 
at elevated temperatures, and may have limited shear 
strength.  This limited shear strength can lead to disloca-
tions in Cu being attracted to the interface, where they 
become trapped due to dislocation core spreading.  Very 
large (~GPa) stresses are required to collapse the core 
and allow transmission into the adjacent Nb layer, leading 
to the extreme strengths seen in this material.  The flow 

stresses encountered during micropillar compression of 
the 5 nm Cu/Nb material are approximately 2.4 GPa, which 
is on the order of those usually seen in tool steel.  This is 
especially remarkable when one takes into consideration 
that the yield strengths of pure, single crystal metals such 
as Cu and Nb are on the order of 10-20 MPa at room 
temperature.  That is, the Cu/Nb nanocomposite exhibits 
strength of up to two orders of magnitude greater than 
a rule-of-mixtures calculation between its constituents, 
while maintaining significant deformability.
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We propose the development of novel tools to model 
electronic structures directly from quantum mechan-
ics for the design of advanced biological and chemical 
sensors. Such a modeling tool is extremely important 
because of the broad applicability to sensor design and 
the impact on a variety of national security applica-
tions. One advantage of this approach is the computing 
cost goes up no faster than the number of atoms in the 
structures that we model. This would enable us to study 
and design more sensitive sensor systems faster directly 
from theory. Furthermore, we can optimize or test func-
tionality that cannot be readily accessed in the lab. This 
will result in better detectors, in a shorter time. The 
sensor designs will be based on the optical response 
of materials to epitopes (molecules) that bind to the 
sensor, and are detected by the way that they modify 
its optical response. This response will be predicted for 
various materials directly from the first principles of 
quantum mechanics.

Background and Research Objectives

The ability to predict materials properties directly 
from theory makes it possible to design and tailor 
properties without costly and time-consuming experi-
ments. Theoretical studies with predicitive power that 
are directly based on the first principles of quantum 
mechanics allows for materials design without using 
empirical data or adjustable parameters. This is, 
in principle, an extremely powerful approach that 
undoubtedly will have a major future impact in broad 
scientific areas of chemistry, materials science and 
molecular biology. The greatest obstacle preventing 
current application of science based prediction is the 
enormous complexity involved in solving the equations 
that governs the quantum mechanical properties of 
materials. This proposal will try to overcome some of 
the computational complexity in the theoretical design 
of advanced biological and chemical sensors. The key 
problem is the solution of time-dependent response 
equations that describe optical properties of materi-

Biological and Chemical Sensor Design Using Linearly-Scaled TD-DFT Methods
Anders Mauritz Niklasson
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als. Optical response properties are in general much 
harder to calculate than properties like the molecular 
structure or forces acting on atoms. The number of 
arithmetic operations needed on a computer to solve 
the time dependent response functions typically scales 
as N^6, where N is the number of atoms or electrons in 
the system. This strongly limits the size of systems that 
can be studied. The ultimate goal of this proposal is to 
overcome the computational N^6 bottleneck and reach 
a computational cost that scales only linearly with the 
system size. In practice this is an almost impossible task. 
However, there are no fundamental limitations in the 
theory that would prohibit a linear scaling complexity.  
In fact, in our research we managed to come very close 
to the ultimate goal!

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project supports DOE’s mission in threat reduc-
tion by enhancing our understanding of fundamental 
algorithms for electronic structure, with wide appli-
cability to basic research in materials science, chem-
istry, biology and nanoscience. Our results could be 
expanded to include the optical properties of plasmas, 
which are important for NW programs. The ability 
to extend current first principles electronic structure 
theory to the study of more complex systems is a key 
problem to enable predicitive science in many areas 
of materials science and chemistry, which is of great 
interest to a broad national and international scientific 
community.

Scientific Approach and Accomplishments

Several significant shorter and rather technical accom-
plishments where achieved during the research. For 
example, highly accurate electronic structure calcula-
tions were performed on Cp and Cp* Ytterbocene-
bipyridine complexes to elucidate their electronic prop-
erties [4]. However, the major scientific achievement of 
this research proposal was the development of a novel 
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approach to solve the time-dependent response problem 
with a linear scaling computational complexity. We showed 
that a nonlinear conjugate gradient optimization of a func-
tional description of  (optical) excited states is a promis-
ing approach to solving response equations with reduced 
complexity [1,2,3]. This enables excited state calculations 
of large, complex systems inaccessible to current methods. 
The excited states of biological molecules and extended, 
periodic systems are of particular importance in the devel-
opment and application of sensors and detectors to screen 
and identify virulent or toxic materials. This research may 
thus in the near future have a direct impact on improving 
national security.
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Abstract

New materials with a wide variety of potential applica-
tions are continually being developed, but techniques 
for investigating the underlying dynamics and elec-
tronic structures of these materials are often lacking. 
Understanding of the underlying physics and chemistry 
of these materials enables us to approach the design 
of materials with specific properties in a methodical 
fashion. Without that understanding, it becomes a 
hit-or-miss endeavor. This project endeavors to develop 
new tools for investigating the most basic properties 
of materials, the electronic structure. We use ultra-
fast optical techniques to determine the dynamics of 
carriers in materials whose exotic behavior is domi-
nated by correlations between carriers, in order to 
understand the underlying physics that determines 
the properties of these materials. The materials under 
study exhibit unusual electronic and magnetic proper-
ties that are of technological importance for advanced 
electronic applications in, for example, the emerging 
field of spin electronics. We use femtosecond tech-
niques to obtain new information regarding the nature 
of low-lying singular particle and collective mode 
excitations in these materials and are exploring carrier 
relaxation of correlated electrons. 

Background and Research Objectives                                   

Recently there has been growing interest in “14-1-11” 
materials due to their rich phase diagram. These mate-
rials have the chemical formula A14MnPn11 where A is 
an alkaline or rare earth atom and Pn is a Pnictogen, 
and exhibit a wide range of behavior, including ferro-
magnetism, anti-ferromagnetism, the Jahn-Teller effect, 
and colossal magneto-resistance, and can be found in 
both metallic and semiconducting phases. Yb14MnSb11 is 
the first ferromagnetic Kondo lattice compound in the 
underscreened limit. This “Heavy Fermion” behavior, 
where the effective mass of the carriers is enhanced 
due to magnetic scattering, originates from the Mn 

Ultrafast Dynamics of Novel Magnetic Materials by Time Domain Spectroscopy
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ion and therefore places Yb14MnSb11 in a rare group of 
d-electron Kondo compounds. Interestingly the Mn is 
found in MnSb4 tetrahedra that are Jahn-Teller distorted 
and about 1 nm apart, meaning the carriers mediate 
all interactions between the Mn. Therefore, this class 
of materials provides a bridge between the physics 
of magnetic molecules and of a coupled lattice of 
magnetic moments—a connection between molecular 
and many-body physics. Further, the 14-1-11 system 
provides a unique opportunity to study the physics of 
intrinsic colossal magneto-resistance, a property of 
potential technological importance. Given the ability to 
tune the properties of these compounds by chemical 
substitution and strong dependence of carrier dynamics 
on external magnetic field, the 14-1-11 compounds may 
also provide excellent magneto-optic materials.

The goal of this project is to use ultrafast spectroscopic 
techniques to investigate the charge, spin, and vibra-
tional dynamics in these materials over time scales from 
10 fs to 1 ns.  Specifically, the technique of ultrafast 
transient optical reflectivity is used to elucidate the 
overall dynamics of different processes in these materi-
als as a function of temperature, where the dynamics 
of charges, phonons and spins should occur on different 
timescales

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Understanding the physics and chemistry that underlies 
material properties impacts almost every mission area 
of the Laboratory. Correlated materials are important 
to many Department of Energy missions in stockpile 
stewardship (uranium and plutonium), threat reduc-
tion (nonlinear materials for sensor applications), and 
energy and environment (high temperature super-
conductors, materials for catalysis). We are studying 
systems with similar properties that will enable 
improved understanding of materials for Department of 
Energy missions. 
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This research will enable key insights into the physics 
driving magnetism in Heavy Fermions compounds, as 
well as insights bridging the physics between f-electron 
molecules and solids. Further, these studies will yield 
physics underpinning the properties of novel magnetic 
materials, important for the emerging field of spintronics, 
clearly central to future industrial and military needs of the 
nation.

Scientific Approach and Accomplishments

The screening of local moments by conduction electrons, 
termed the Kondo effect has produced a number of sur-
prising results, including heavy Fermion (HF) compounds 
where the carriers are extremely massive. It has been 
proposed that coupling between phonon modes and the 
Kondo effect could manifest new material properties, 
since strong coupling between magnetism and phonon 
modes has produced new effects in other systems, such 
as colossal magnetoresistance and multiferroic behavior 
in transition metal oxides. However, there have been no 
observations of coupling between the Kondo effect and an 
optical phonon mode, in part because it has been unclear 
how to detect such a coupling. 

The lattice plays an important role in the 14-1-11 HF 
compounds, where various properties can be altered 
through isoelectronic substitutions.  Of particular interest 
is Yb14MnSb11, which is metallic and exhibits ferromagnetic 
order of the Mn d

4
local moment below a Curie tempera-

ture TC of 53 K. A study of its optical conductivity suggested 
that the Mn dshell has a fifth electron that is screened by 
the Kondo effect. It was argued that the coexistence of 
ferromagnetism and HF behavior occurs via a distortion of 
the MnSb4 tetrahedron, motivating us to search for Kondo-
lattice coupling in Yb

14
MnSb

11
 [1].

We demonstrate Kondo-phonon coupling in Yb
14

MnS-
b

11
by simultaneously monitoring the electronic structure 

and phonon dynamics via ultrafast optical experiments[ 
2]. Specifically, the relaxation time and amplitude of the 
photoinduced response strongly increase at low tem-
peratures, indicating the presence of a hybridization gap 
in Yb14MnSb11. Furthermore, a softening of a phonon at 
low temperature is correlated with the development of 
this HF state. This study therefore provides a blueprint for 
future examination of Kondo-phonon coupling in other HF 
compounds [3]. 

Single crystals of Yb14MnSb11 were used in this study. This 
compound has been well characterized by x-ray diffrac-
tion, magnetic susceptibility, electrical resistivity, optical 
conductivity, specific heat, and x-ray magnetocircular 

dichroism. The sample in this study provided mirror-
like surfaces and therefore time-domain measurements 
were performed on the as-grown sample. The ultrafast 
experiments were conducted with a cavity dumped laser 
producing 50 fs pulse centered at 800 nm with a 2 MHz 
repetition rate. Comparable results were obtained with a 
250 KHz regenerative amplifier (800 nm, 100 fs) coupled to 
a superconducting magnet, which was used to investigate 
the effects of magnetic field and fluence. 

In the left panel of Figure 1 we plot the photoinduced 
change in the reflectivity as a function of time at 310 K. 
After the pump pulse arrives, the induced reflectivity 
increases indicating a rise in the temperature of the Fermi 
surface as electron-electron interactions bring the optically 
excited carriers into equilibrium. We then observe an expo-
nential decay and two exponentially damped oscillatory 
signals. The exponential decay is due to the carrier and 
phonon baths coming into thermal equilibrium. 
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Figure 1. Left: Pump induced change in reflectivity versus time. 
Data (black line) are fit with one exponential (red or gray dashed 
line) and two exponentially damped sinusoidal signals (orange 
or light gray and dashed blue or lightest gray lines). Right: 
Amplitude (top) and relaxation time (bottom) of the exponential 
term versus temperature, point size indicates error bars. The 
amplitude and relaxation time increase at low temperatures are 
described via a gap in the density of states for by the Rothwarf-
Taylor model (navy or darkest gray dashed line).    

The overall amplitude and decay time of the signal are 
plotted in the right panel of Figure 1. For T>TC, they follow 
our expectations for a normal metal, with the decay 
time nearly temperature independent. However, since 
the specific heat of the metal is increasing as the sample 
temperature is raised, the photo-excitation results in 
a smaller change in the temperature rise of the Fermi 
surface. Therefore, the amplitude decreases as the sample 
temperature is raised. Interestingly, the decay time and 
amplitude increase significantly below TC, as have been 
observed in superconductors and HF compounds. This is 
believed to indicate the opening of a gap in the density of 
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states below TC. Specifically, due to the presence of a gap, 
the carriers can only relax via emission of high frequency 
phonons with energy than the gap energy. Since the prob-
ability for optical phonons to decay into two phonons of 
lower energy is fairly small (as opposed to acoustic modes 
that are much more susceptible to anharmonic affects), 
it is highly likely that the optical phonon will excite a new 
electron-hole pair across the gap. This phonon bottleneck 
significantly reduces the transmission of heat from the 
Fermi surface to the lattice, resulting in an increase in the 
decay time and amplitude below the transition tempera-
ture.

The model of Rothwarf and Taylor (RT) has been very suc-
cessful in describing the dynamics of superconductors and 
HF compounds [4]. In the RT approach the quasiparticle 
and phonon dynamics are described via a set of coupled 
nonlinear differential equations. The RT equations account 
for the creation and destruction of electron-hole pairs via 
emission of high frequency phonons and biparticle scatter-
ing as well as a reduction in the number of high frequency 
phonons via diffusion and anharmonic decay. Recently 
the RT model has been used to predict the amplitude and 
decay time of the photoinduced reflectivity, given in Refer-
ence [5].  For our data, the results of this analytical form 
of the photoinduced signal based on the Rothwarf Taylor 
model are displayed in the right panels of Fig. 1. This fit of 
the model to our data yields a temperature independent 
gap of 32 wavenumbers, as compared to previous studies 
of the optical conductivity, which have found a gap energy 
of 50 wavenumbers [1]. However, optical conductivity 
probes the direct hybridization gap (i.e., no change in 
momentum), whereas the present results are governed 
by the indirect gap, which should be smaller. Lastly, the 
application of a 6 T magnetic field, saturating the magneti-
zation did not change the photoinduced reflectivity signal, 
providing further evidence that the gap is unrelated to the 
ferromagnetism. 

In addition to the relaxation dynamics of the electronic 
system, the data displayed in Figure 1 also contains infor-
mation about an optical phonon mode. Specifically, the 
oscillations in the data result from the coherent generation 
of optical and acoustic phonons. While there are a variety 
of proposed mechanisms, it is generally agreed upon 
that such oscillations are initiated via a Raman process 
upon optical excitation. The modes are then observed 
via a Raman shift of the probe pulse, which exponentially 
decays due to the dephasing of the phonons. As shown 
in Figure 2, as the temperature is lowered, the optical 
mode frequency increases while its decay rate decreases. 
In contrast, for T<T

C
the phonon softens and broadens. 

As discussed later, this low temperature behavior is quite 

anomalous. Therefore, to confirm that this behavior is 
intrinsic to the sample and not an artifact of our fitting 
routine, we subtracted the first term of Equation 1 from 
the data and then performed a fast-Fourier transform 
(FFT). The FFT spectra in the top panel of Figure 3 reveal 
the same trends shown in Figure 2. The center frequency 
and broadening determined from fits of the FFT data with 
Lorentzian line shapes are in superb agreement with the 
results of fitting to the photoinduced signal.
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Figure 2. The phonon mode frequency (top panel) and broaden-
ing or damping rate (bottom panel). The mode hardens and 
sharpens as the temperature is lowered to TC, which is described 
by anharmonic effects. 

The temperature dependence of the phonon above TC is 
similar to anharmonic effects observed in numerous other 
materials. Specifically, the optical phonon can decay into 
acoustic modes of lower energy, resulting in a renormaliza-
tion of its self-energy. Since the likelihood of this decay 
depends on the occupancy of the phonon density of states, 
one expects a temperature dependence, which depends 
on the occupancy of the phonon density of states. The 
frequency and linewidth for this process are plotted as the 
solid line in Figure 2 and describe the measured phonon 
frequency and linewidth well above Tc. Nonetheless, these 
anharmonic effects do not explain the temperature depen-
dence of the phonon mode below T

C
. 

The behavior of the optical phonon below TC can be 
understood in terms of magnetically ordered systems using 
the minimal mean field Hamiltonian for the underscreened 
Kondo lattice with a phonon.  The resultant phonon fre-
quency deviates from the anharmonic phonon frequency 
described previously by the sum of two terms: one pro-
portional to the ferromagnetic interaction between Mn 
ions and another proportional to density of Kondo singlets 
which is basically the density of quasiparticles excited 
across the hybridization gap and can be determined by the 
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amplitude of the signal shown in Figure 1. Figure 3 reveals 
that the phonon continues to soften down to the lowest T. 
However, the magnetic interaction determined via zero-
field cooled SQUID measurements, saturates close to T

C
, 

as seen in the gray line in Figure 3, indicating the phonon 
does not strongly couple to the ferromagnetic order. None-
theless, the softening of the phonon below TC follows the 
temperature dependence of the Kondo singlets, indicating 
a Kondo-phonon coupling. 
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Figure 3. Top panel: FFT spectrum of data, white dashed line 
indicates TC and black dots are the center frequency of the 
phonon mode. Bottom panel: The shift in the phonon frequency 
after anharmonic effects have been removed. The shift does not 
appear to result from coupling to ferromagnetic state (gray), but 
rather via a coupling to the Kondo effect (black line).  

In conclusion, we explored the ultrafast optical proper-
ties of Yb14MnSb11.  Significant changes in the dynamics 
occur below TC, although they are not connected with 
the development of the ferromagnetic state. In particu-
lar, the amplitude and relaxation time of the electronic 
response grows significantly at low temperatures, but is 
not affected by the application of a magnetic field. Fur-
thermore, changes in the frequency of the optical phonon 

are inconsistent with the temperature dependence of the 
magnetization. Instead we find that the low temperature 
enhancement of the photoinduced response and the soft-
ening of the phonon result from the development of heavy 
Fermions and their coupling to the lattice. As expected 
for a hybridization gap, quantitative analysis reveals the 
indirect gap probed here is smaller in magnitude than 
the direct gap determined via optical conductivity experi-
ments [1]. In addition, the softening of the phonon at 
low temperatures is correlated with the number of heavy 
quasiparticles. Therefore this is the first demonstration 
of coupling between the Kondo effect and optical modes, 
and provides a guide for future studies of Kondo-Phonon 
coupling effects. 
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Abstract

Materials with covalently bonded networks of carbon 
and nitrogen are generally expected to possess out-
standing physical properties such as high bulk moduli 
and thermal conductivity, superhardness, and wide 
band gap. The C3N4 composition has attracted special 
attention because its beta phase, consisting of sp3 
carbon and three coordinated nitrogen, has been theo-
retically predicted to have a bulk modulus or perhaps 
a hardness rivaling that of diamond, the hardest of 
the known materials. However, the synthesis of bulk 
superhard carbon nitride crystallites presents great 
challenges. Our goal is to use high P-T synthesis to 
make the novel superhard materials and to understand 
the related science.

Background and Research Objectives

Our research makes use of the unique facilities existing 
at LANSCE, which include instrumentation for large/
bulk materials synthesis and in-situ neutron diffraction 
under high P-T conditions, which is especially needed 
for structural and bonding character and reaction 
kinetics studies of materials containing light elements 
(such as C and N). Sufficiently high pressure is expected 
to stabilize the denser sp3-bonded phases and also 
increase the decomposition temperatures of precur-
sor materials. Experiments will be accomplished on a 
synchrotron x-ray source because of very small sample 
sizes involved in the high-pressure measurements.

Importance to LANL's Science and 
Technology Base and National R & D Needs

Synthesis and characterization of novel superhard 
materials involves multiple disciplinary scientific anden-
gineering efforts. This project studies ultratough and 
superhard nanocomposites for advanced technological 
applications. Our achievements in nano-science and 
nano-technology, specifically thesuperhard materi-
als in thermo-mechanics advances, will impact DOE's 

High P-T Synthesis of Superhard Carbon Nitride from Graphite-Like Precursors
Yusheng Zhao
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missions in energy, environment, and nation's future 
economic base.

Scientific Approach and Accomplishments

To date, the majority of experimental studies in the 
C-N system have centered on low-pressure thin-film 
growth. While these studies have led to C-N materials 
with a wide range of compositions, including a well-
defined C2N phase with some diamond-like properties 
and a claimed beta-C3N4 phase with a robust hardness, 
the uniform tetrahedral sp3 carbon-bonding and 
superhardness expected for pure beta-C3N4 have not 
yet been achieved or proven. Recently, some attentions 
are focused on using the graphite-like forms of carbon 
nitride and their derivatives as precursors for the syn-
thesis of superhard C-N materials.

Exploratory efforts have also begun to search for 
synthesis routes using high pressure and temperature. 
Both approaches are similar to the way that artificial 
diamond was first produced from graphitic form of 
carbon, and they are believed to hold great promises 
of producing superhard carbon nitrides. However, the 
kinetics of decomposition of precursors into N2 in such 
synthesis routes was found to play a dominant role, 
and the most difficult undertaking is to avoid precursor 
decomposition below the expected P-T conditions for 
carbon sp2 to sp3 transformation. We proposed to syn-
thesize the graphite-like carbon nitride precursors using 
chemical or mechanochemical methods and optimize 
the graphite-like precursors with enhanced kinetic 
barriers for decomposition in Large Volume Press.

We have successfully developed solvo-thermal and 
solvent-free synthesis routes to prepare a number of 
carbon nitride precursors on the basis of several novel 
organic-like chemical reactions: (1) C3N3Cl3+ 3NaNH2,(2) 
C3N3Cl3+ 3NaN3, and (3) C3N3Cl3+ NH4Cl. Some represen-
tative precursors (such as g-C3N4Hx and g-C6N9H3) were 
characterized by X-ray/Neutron diffraction, IR spectros-
copy and electron microscopy. The as-prepared pre-
cursors were identified as graphite-like carbon nitride 
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nanocrystals. In addition, we have systematically studied 
the thermal stability of the precursors using Large Volume 
Press. It was found that the g-C3N4Hx synthesized via a 
solvent-free route has higher thermal stability than that 
synthesized by a solvo-thermal route. The former precur-
sor possesses enhanced kinetic barriers.

We have successfully obtained amorphous hard carbon 
nitride in the cold-compressed graphite-like carbon nitride 
nanocrystals g-C3N4Hx using the high-pressure diamond-
anvil-cell (DAC) technique. Our synchrotron X-ray diffrac-
tion studies show that crystalline g-C3N4Hx transforms to 
an amorphous structure under high compression, which 
can be quenched to ambient conditions. IR spectroscopy 
of the quenched samples shows strong peaks related to 
the vibration of single C-N bonds, indicating the formation 
of more sp3 bonds and denser carbon nitride structures. 
These results suggest that the hard phase formed under 
high pressure. High temperature is expected to overcome 
the kinetic energy barrier from the amorphous structure to 
a crystalline superhard phase.

The large volume experiments under high P-T conditions 
were done to prepare a crystalline superhard phase from 
amorphous superhard precursors. Experiments in a Large 
Volume Press were conducted on molecular precursor 
C3N4H4 at LANSCE-LC and NSLS, Brookhaven National 
Laboratory. These LVP experiments are not very success-
ful because of the incorporation of impurities from the 
materials surrounding precursors. In the future, we plan 
to use platinum capsules, which is very stable under high 
P-T conditions. The precursors will be C3N4H4, g-C3N4Hx, or 
g-C6N9H3. The unwanted hydrogen is expected to diffuse 
into the platinum capsule, leading to the formation of 
superhard C3N4 phase.
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Abstract

To study magnetic phenomena on submicron scale, we 
need a suite of tools capable of interrogating indi-
vidual ferromagnetic sub-micron particles, both their 
static and dynamic properties. We have developed 
a dual purpose Magnetic Resonance Force Micro-
scope (MRFM) / Magnetic Force Microscope (MFM) 
low temperature apparatus and used it study Fer-
romagnetic phenomena in continuous and patterned 
thin ferromagnetic films. This project focused on the 
details of MRFM tip characterization, the magnetic tip 
– sample interaction, and MRMF imaging capabilities 
of ferromagnetic films and structures. In particular, we 
have discovered localized (on the scale of a micron) 
ferromagnetic resonance modes in thin ferromagnetic 
films induced by the strongly varying field produced 
by the MRFM cantilevers. In addition to imaging small 
ferromagnetic structures, MFM mode of operation 
allowed us to image magnetic vortices in thin supercon-
ducting films, expanding the range of future research 
opportunities that will be enabled by the MRFM/MFM 
instrument.

Background and Research Objectives

When the size of a ferromagnetic particle is suf-
ficiently reduced, its magnetization can behave as a 
single large spin that is thermally fluctuating in time 
between various local ground states (directions of the 
magnetization). This phenomenon determines the 
limiting small size of the magnetic particle that can 
be used in information storage devices, and is called 
superparamagnetism. To study these phenomena, we 
need a suite of tools capable of interrogating individual 
ferromagnetic sub-micron particles, both their static 
and dynamic properties. Evgueni Nazaretski developed 
a dual purpose Magnetic Resonance Force Micro-
scope (MRFM) / Magnetic Force Microscope (MFM) 
low temperature-controlled apparatus and used it 
study Ferromagnetic phenomena in continuous and 

Studies of Sub-Micron Ferromagnetic Particles Using Magnetic Resonance 
Force Microscopy
Roman Movshovich
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patterned thin ferromagnetic films. He also initiated 
studies of the vortex matter in superconducting films 
using the MFM capability of his apparatus. This project 
focused on the details of MRFM tip fabrication and 
characterization, the magnetic tip – sample interaction, 
and MRMF imaging capabilities of ferromagnetic films 
and structures. In the past, magnetic resonance investi-
gations of ferromagnetic samples were capable of inter-
rogating only the bulk modes, where all of the sample 
participated, due to a strong interactions between 
nearby parts of ferromagnetic material. MRFM is a 
scanning magnetic probe capable not only of isolating a 
micron-size of ferromagnetic material and investigating 
its dynamic properties, but also capable of subsurface 
investigation of materials, where the resonance condi-
tions are satisfied within the so-called sensitive slice. 
MRFM investigations on paramagnetic materials led 
to a great success, ultimately culminating is a single 
electron spin detection. The goal of our project was to 
test the material limit of MRFM, i.e. whether MRFM 
will be capable of investigating ferromagnetic samples 
on the sub-micron scale, in spite of the strong intra-
sample correlations and interactions that are signature 
of ferromagnetic systems.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project will open a new area of LANL expertise 
in the forefront of nanotechnology, a field of key 
national strategic importance. In the future, MRFM 
will play a stand out role at the Center for Integrated 
Nanotechnology (CINT) at LANL, recently established 
and funded by DOE. 

Scientific Approach and Accomplishments

Figure 1 shows a schematic of magnetic cantilever 
poised over the surface of the sample. This arrange-
ment represents both MRFM and MFM modes of 
operation. The main difference is in the details of the 
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construction of the magnetic tip. The field profile of a 
magnetic tip in MRFM has always presented a practical 
problem: many tips were fabricated by ion beam milling of 
a larger magnetic particle attached to a micro-mechanical 
cantilever. As a result of a possible ion beam bombardment 
damage to the ferromagnetic material of the remaining 
material, and an irregular shape of the remaining magnetic 
particle, the field profile, crucial to the analysis of the 
data and model simulations, was not known. We have 
approached this problem from two directions. Firstly, the 
utilization of a regular few-micron size spherical particle 
on NdFeB, allowed us to model the field of the canti-
lever as that of a perfect dipole. However, even in that 
case, uncertainty might exist as to the direction of the 
magnetic field created by the magnetic tip due to possible 
micro-domain structure, direction of the field due to the 
crystalline and surface anisotropy. We have developed the 
experimental approach to characterize spatial distribu-
tion of the magnetic field produced by cantilever tip of an 
arbitrary shape by performing MRFM measurements on 
a well characterized diphenyl-picrylhydrazyl (DPPH) film. 
Thereby we were able to map the 3D field profile produced 
by a Nd2Fe14B probe tip by using the “leading edge” of the 
MRFM spectra obtained as the sharp edge of the DPPH 
is approached at different distances from the edge. This 
method was described in an article “Spatial characteriza-
tion of the magnetic field profile of a probe tip used in 
magnetic resonance force microscopy” by  E. Nazaretski, E. 
A. Akhadov, I. Martin, D. V. Pelekhov, P. C. Hammel, and R. 
Movshovich, Appl. Phys. Lett., 92, 214104 (2008).

Significant progress was made by Evgueni Nazaretski 
during this project on a number of fronts. MRFM investi-
gations of ferromagnetic films have yielded a number of 
important results. Investigation of the samples fabricated 
with optical lithographic techniques where different 
ferromagnetic films are separated by a distance of a few 
nanometers demonstrated 1) submicron resolution of 
the MRFM apparatus; 2) that MRFM can differentiate the 
material under the tip, i.e. it is material-sensitive. The 
results of this work were published in an article “Ferro-
magnetic resonance force microscopy studies of a continu-
ous permalloy-cobalt film” by E. Nazaretski, E. A. Akhadov, 
K. C. Cha, D. V. Pelekhov, I. Martin, P. C. Hammel, and R. 
Movshovich, Phys. Stat. Sol. A, 1-4, (2008). This work was 
featured on the cover of journal where article was pub-
lished (see Figure 1).

Figure 1. Schematic of the MRMF/MFM scanning probe over the 
sample. Magnetic particle is glued to the tip of the cantilever for 
MRFM mode of operation, or magnetic film evaportated on the 
tip of the micro cantilever for MFM mode of operation. Sample 
shown consists of the regular array of squares of magnetic film.

Dr. Nazaretski received his initial training in the field of 
MRFM in the laboratory of Pr. Chris Hammel at the Ohio 
State University. He has continued to strengthen this 
collaboration over the duration of the PRD project, which 
has resulted in a number of successful joint projects. Most 
recent results of this collaboration were published in an 
article on “Local Ferromagnetic Resonance Imaging with 
Magnetic Resonance Force Microscopy”, Yu. Obukhov, 
D.V. Pelekhov, J. Kim, P. Banerjee, I. Martin, E. Nazaretski, 
R. Movshovich, S. An, T.J . Gramila, S. Batra, and P. C. 
Hammel, Phys. Rev. Lett., 100, 197601 (2008), which was 
featured in May 26, 2008 issue of Virtual Journal of Nano-
scale Science & Technology, where we demonstrated the 
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direct imaging of the array of the micron-size ferromag-
netic particles.

One of the most fundamental discoveries of this project 
resulted from the magnetic resonance force microscopy 
studies of a 50 nm thick permalloy film as a function of 
the probe-sample distance and the angle between the film 
plane and the direction of the externally applied magnetic 
field. At larger angles the multiple resonance modes were 
observed at small probe-sample distances. Micromagnetic 
simulations which include the inhomogeneous magnetic 
field of the probe tip reveal the localized nature of the 
exited resonance modes. The simulations were performed 
in collaboration with Ivar Martin (T-11, LANL), and Yu. 
Obukhov and D. Pelekhov, among others, from the group 
of Pr. Hammel at the Ohio State University. Observation of 
the localized modes is the first step on the way to spatially 
resolved ferromagnetic resonance measurements in a 
continuous ferromagnetic media. These results were sub-
mitted for publication in Physical Review Letters, and are at 
the revision stage at present.

Overall, the project resulted in nine published articles 
(including one PRL, Ref. [1]), one submitted PRL [6], and 
five additional articles in preparation. The papers span a 
wide range from the details of construction [10,11,4,3,2] 
and principles of operation of the dual MRFM/MFM 
apparatus to discoveries of the phenomena at the frontiers 
of magnetism and superconductivity, such as localized fer-
romagnetic resonance modes in thin films [6] and micron 
size structures [1]. 

This project contributed greatly to firmly establishing 
magnetic scanning probe capability at Los Alamos, with 
strong connections to both Center for Integrated Nano-
Technologies (CINT) and the Superconducting Technologies 
Center (STC). This project has made strong contributions 
to several areas of the research at the forefront of magne-
tism, especially novel phenomena on the micron scale and 
below.
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Abstract

We have found the atomic-scale mechanisms whereby 
interfaces in Cu-Nb multilayer nanocomposites reduce 
radiation damage. By studying the structure of these 
interfaces, we have created an analytical model that 
enables us to propose strategies of informed design 
of radiation tolerant composite materials for use as 
structural materials in next generation fission reactors, 
first wall coatings in fusion reactors, and shielding in 
space-borne devices. Furthermore, we have carried out 
high-temperature helium implantation experiments 
that suggest that distributions of voids and He bubbles 
created during irradiation may be controlled by tailor-
ing nanocomposite morphology.

Background and Research Objectives

Nuclear energy—both fission, and in the longer-term, 
fusion—is carbon neutral and therefore an attractive 
alternative to obtaining energy from fossil fuels. The 
operating environment of nuclear reactor components, 
however, is nothing short of extreme: over time, high 
levels of sustained irradiation, immersion in corrosive 
fluids, and temperatures approaching the melting point 
of some metals cause severe degradation in traditional 
structural engineering materials. Thus, ensuring that 
future nuclear reactors are maximally safe, efficient, 
and reliable entails developing novel classes of materi-
als that are both strong and resistant to the punishing 
conditions found inside a nuclear reactor.

We take an entirely new approach to developing prom-
ising materials for nuclear reactors by considering com-
posites made up of layers of different materials that are 
only a few dozen atoms thick. The properties of such 
composites are dominated by the interfaces between 
the layers, which act as efficient sinks for radiation-
induced point defects. Multilayer nanocomposites of Cu 
and Nb are an example of the successful application of 
this design strategy: these materials are very strong and 
at the same time highly resistant to radiation damage.

Interface-Governed Behavior of Nano-Layered Metallic Composites
Richard Hoagland
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The goal of this research project was to determine the 
mechanisms by which interfaces in Cu-Nb multilayer 
nanocomposites reduce radiation damage and how 
these mechanisms arise from the atomic-level structure 
of these interfaces. These insights were then to be used 
for the development of strategies whereby radiation 
tolerant materials could be designed by choosing 
compositions and morphologies that give rise a large 
volume fraction of radiation damage reducing interface.

Importance to LANL's Science and 
Technology Base and National R & D Needs

This project has contributed to several science and 
technology directions that are strategic to LANL. It 
has directly addressed the Lab’s interests in “energy 
security” and “carbon neutral energy”, specifically in 
the development of design strategies for novel classes 
of materials for use in next generation nuclear reactors. 
This project has also contributed to “fundamental 
understanding of materials,” particularly how complex 
atomic environments at incommensurate heterophase 
interfaces lead to unexpected material behaviors. The 
results of this project have served as the basis for an 
LDRD-DR proposal that has been endorsed as  #1 by 
MST division in the ongoing 2008 LDRD process. They 
directly address DOE-OBES’s priorities in “Advanced 
Nuclear Energy Systems” and “Materials Under Extreme 
Environments” and are expected to have a major long-
term impact on LANL’s participation in civilian nuclear 
energy programs—including the Global Nuclear Energy 
Partnership (GNEP)—as well as the MaRIE signa-
ture facility. Opportunities for leveraging the results 
obtained in this project to develop new shielding 
materials for space-borne devices are currently being 
considered in collaboration with ISR division.

Scientific Approach and Accomplishments

This project was conducted in collaboration with a 
diverse team of experimentalists and modelers and 
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has focused on multilayer composites formed by the 
immiscible elements copper (Cu) and niobium (Nb). It has 
led to the identification of the mechanisms that account 
for reduction in radiation damage in the vicinity of Cu-Nb 
interfaces as well as to the creation of a detailed model of 
interface behavior that can be used to guide further efforts 
to develop radiation tolerant materials.

The core studies of this project were carried out using 
atomistic simulations. The interatomic forces in the Cu-Nb 
system were modeled using an embedded atom (EAM) 
potential, which reproduces the immiscibility of Cu and Nb 
as well as several additional properties—obtained from 
DFT calculations—describing the interaction between 
these two elements [1]. Ion collision cascade simulations 
carried out using this potential have demonstrated that 
Cu-Nb interfaces do indeed act as sinks for radiation-
induced point defects, reducing their average number by 
nearly 70% within the lifetime of individual cascades [2], as 
shown in Figure 1.

Figure 1. Effects of He ion radiation on atomic-scale structure. 
The figure on the upper left shows extensive damage in the form 
of He bubbles in copper. The bubbles are the result of aggrega-
tion of defects produced by damage cascades an example of 
which appears in the lower left taken from an MD calculation. 
The figures on the right show the structure of a Cu/Nb multilayer 
composite (upper) after being exposed to similar radiation. Little 
or no damage is evident as cinfirmed by MD results (lower) that 
show defects removed by an interface before they are able to 
aggregate.

The long-term effect of point defect migration to Cu-Nb 
interfaces can be modeled by taking into account several 
unusual properties of these interfaces, especially their 
ability to absorb large numbers of vacancy-interstitial 
pairs and to catalyze their efficient recombination [3, 4]. 
These properties can be traced back to the ability of Cu-Nb 
interfaces to exist in several distinct atomic-level struc-
tural states that preserve the experimentally-observed 
Kurdjumov-Sachs orientation relation and differ in density, 
but are nearly degenerate in energy [1, 3, 4]. This connec-
tion between the structure of Cu-Nb interfaces and their 

properties is exploited to suggest interfaces between other 
elements that may also reduce radiation damage. Nano-
composites synthesized to contain a large volume fraction 
such interfaces could be expected to exhibit resistance to 
radiation damage, like Cu-Nb multilayer nanocomposites.

Finally, we have used helium implantation in MST’s IBML to 
study the behavior of Cu-Nb interfaces at elevated temper-
atures. These experiments have shown that in addition to 
reducing radiation damage, Cu-Nb interfaces serve as high 
diffusivity paths for the implanted He [5]. We also noted an 
asymmetrical distribution of He-filled voids and bubbles in 
the Cu and Nb layers, leading us to propose that tailoring 
of nanocomposite morphologies may be used to control 
the distribution of such defects in materials subjected to 
irradiation at elevated temperatures [6].
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Abstract

H-induced layer transfer technology, commercially 
known as ion-cut or Smart-cutTM  is a cutting-edge 
technology that allows total freedom to arbitrarily 
integrate materials that possess different electronic, 
magnetic and optical properties. The ability to perform 
such materials integration will open new possibilities 
of developing 3-D electronics and novel photonic-
electronic devices. Ideally, Smart-cutTM  technology can 
control the thickness of the transferred material by 
adjusting the energy of the implanted hydrogen ions. 
However, the radiation damage induced by hydrogen 
implantation could totally change the properties of the 
transferred material if the thickness of the transferred 
layer is less than 100 nm. Recently, our group has 
successfully developed a novel technique to transfer 
ultra-thin Si layers(less than 20nm) without ion implan-
tation. In that approach, a highly strained SiGe layer 
is introduced inside the silicon at a depth below the 
surface equal to the desired thickness of the transferred 
layer. That strained SiGe layer will act as hydrogen 
trapping layer when exposed to a hydrogen plasma, and 
subsequent H-induced cracking can be guided along 
this layer parallel to the surface. However, the physical 
and chemical mechanisms underlying this novel process 
have not been fully elucidated. The main objective of 
this project is to improve our scientific understanding of 
the physical and chemical mechanisms underlying this 
strain facilitated layer transfer process. 

Background and Research Objectives

The implementation of silicon-on-Insulator (SOI) 
technology is one of several manufacturing strategies 
employed to allow the continued miniaturization of 
microelectronic devices, colloquially referred to as 
extending Moore’s Law. SOI works by placing a thin, 
insulating layer, such as silicon oxide or glass, between 
a thin layer of silicon and the silicon substrate. This 
special structure helps reduce the amount of electrical 
charge that the transistor has to move during a switch-
ing operation, thus making it faster and allowing it to 

Ion Synthesis of Novel SiGe Structures
Michael Anthony Nastasi
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switch using less energy. In recent years, H-induced 
layer transfer, commercially known as ion-cut or Smart-
cutTM, has become one of the mainstream technologies 
for the manufacture of silicon-on-insulator (SOI) wafers.  
However, the Smart-cutTM process lacks cost efficiency 
because it requires an expensive ion-implantation step, 
the cost of which increases with ion dose. In addition, 
Smart-cutTM technology has difficulty  in producing 
thin layer transfers because of the intrinsic irradia-
tion damage retained in the transferred layer, though 
there are high demands for ultra-thin SOI with top Si 
less than 100nm to support the production of fully 
depleted, complementary metal-oxide semiconduc-
tor circuits. Recently, we have successfully developed 
a thin layer transfer process using strained layers 
for H trapping. This approach can transfer ultra-thin 
Si layers(less than 20nm) with very high crystalline 
quality without hydrogen implantation, and appears 
to be a promising competitor to Smart-cutTM technol-
ogy. However, the physical and chemical mechanisms 
underlying this novel process have not been fully 
understood.

Our research objective was to understand the physical 
and chemical physical mechanisms underlying the 
strain facilitated layer transfer process.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

The project is closely relevant to the mission of the 
Laboratory and the DOE. The ability to effectively 
apply the strain facilitated layer transfer technique to 
a variety of electronic, magnetic and optical materi-
als will open new possibilities of novel heterogeneous 
materials integration for the fabrication of next genera-
tion sensor and 3-D electronic structures, which have 
wide potential applications in the areas of nanoscience 
and nanotechnology, homeland security and energy 
resources.
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Scientific Approach and Accomplishments

The main objective of this project was to improve our sci-
entific understanding of the physical and chemical mecha-
nisms underlying the strain facilitated layer transfer process. 
For this propose, the hydrogen trapping phenomena in 
Si(150nm)/ Si0.80Ge0.20 (5nm)/Si substrate during hydrogen 
plasma treatment was investigated in detail. Scanning 
electron microscope (SEM) is used to study the evolution 
of surface morphology during hydrogenation process, and 
elastic recoil detection (ERD) is utilized to quantify how 
much hydrogen is trapped. In order to characterize the 
chemical reaction between the trapped hydrogen and the 
SiGe layer, infrared spectroscopy (IR), which is very sensitive 
to Si-H bond, is used.  

Figure 1 presents SEM micrographs of the Si/SiGe/Si 
samples after hydrogenation with different durations 
between 0.5h and 2.0h. Blisters are formed on all samples 
after plasma hydrogenation. For the shortest treatment 
(0.5h), only tiny blisters (~30nm) are detected, as shown 
in Figure 1(a). As the hydrogenation proceeds, these small 
blisters grow and coalesce. For a 1h hydrogenation (Figure 
1(b)), large blisters, with a diameter generally less than 
1um, have developed. The surface for the 1.5h hydroge-
nation sample (Figure 1(c)) shows a very high density of 
blisters with blister diameters between 1um and 1.5um. 
However, the morphology has visibly changed when the 
hydrogenation is extended to 2h, as shown in Figure 1(d). 
Many exfoliated huge blisters (~3.5um) surrounded by a 
scattering of small blisters can be seen. This local exfoliation 
is due to the built-up molecular hydrogen which promotes 
crack propagation along the SiGe layer and approximately 
parallel to the surface. 

Figure 1.  SEM micrographs from Si/SiGe/Si after plasma-hydro-
genation for various durations: (a) 0.5h, (b) 1.0h, (c) 1.5h, and (d) 
2.0h.

Figure 2(a) shows ERD hydrogen depth profiles obtained 
from hydrogenated Si/SiGe/Si samples. The amount of 
integrated hydrogen in each peak is plotted as a function 
of hydrogenation time in Figure 2(b). Figure 2(a) shows 
that even at the lowest hydrogenation exposure time, the 
H concentration is well above the solubility limit in Si. The 
peak H concentration increases with hydrogenation time in 
the range of 0.5-1.5h. However, the H concentration drops 
significantly in the 2 h hydrogenated sample because of 
out diffusion of gaseous H2 from exfoliated blisters along 
with the loss of bonded hydrogen from inner walls of 
exfoliated blisters. 

Figure 2. (a) ERD spectra of hydrogenated Si/SiGe/Si with differ-
ent durations, and (b) The total amount of trapping hydrogen as 
a function of hydrogenation time.

The bonding between H and Si that results during plasma 
hydrogenation is investigated using IR (Figure 3). Different 
from the broadband absorption (1800-2300cm-1) observed 
in H-implanted samples, plasma hydrogenated Si/SiGe/
Si only shows a narrow absorption region from 2050 to 
2150cm-1 in Figure 3a, which is indicative of a lack of VnHm 
(V,i.e., Vacancy)and InHm (I, i.e., interstitial) defects. The 
intensity of the absorption peaks from the 2 h hydroge-
nation sample is significantly reduced due to the loss of 
bonded hydrogen following blister rupture. All Si-H bond 
stretching modes are marked in Figure 3(b). Since (111) 
platelets form in the near-surface region of hydrogenated 
Si, the modes at 2063, 2070 and 2082 cm-1 are assigned 
to the unperturbed and perturbed Si-H bond at Si (111) 
surface. The modes at 2091 and 2099cm-1 are assigned 
to the asymmetric and symmetric stretching modes of a 
coupled monohydride species (SiH)2 on atomically smooth 
Si(100) surfaces, and the mode at 2121cm-1 is close to 
the assignment for the asymmetric dihydride stretching 
motion on atomically rough Si(100) surfaces. It should 
be noted that the stretching mode for (SiH)2 at 2099cm-1 
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shifts to 2105cm-1 for hydrogenation durations of 1h and 
1.5h; upon further hydrogenation for 2h, it returns back 
to 2099cm-1. The 2099 to 2105cm-1 blue-shift is due to 
the steric interaction between Si-H bonds and overlying 
H2 gas. This hypothesis is confirmed by our results which 
show that the shift from 2099 to 2105 cm-1 is strongly 
correlated with the H content in our samples. For the 0.5h 
hydrogenated sample, only a small amount of hydrogen 
has accumulated at the buried SiGe layer. As hydrogena-
tion increases to 1 and 1.5 h, the hydrogen content, and 
the probability of H2 molecule formation within plate-
lets, also increases. Gaseous H2 inside large platelets or 
microbubbles will have steric interactions with Si-H bonds 
on internal (100) surface, and lead to a blue-shift from its 
relaxed state at 2099 to 2105cm-1, as shown in Figure 3. 
At extended plasma hydrogenation times, microbubbles 
exploded, gaseous H2 diffuses out though the “popped” 
blisters, and the mode associated with Si-H bonds on 
internal (100) surfaces returns back to its unperturbed 
frequency, i.e., 2099cm-1. 

Figure 3. IR spectra from hydrogenated Si/SiGe/Si with different 
hydrogenation durations: (a) 1800-2300cm-1; (b) 2000-2200cm-1

In conventional ion-cut, the defects and the corresponding 
in plane compressive stress introduced by ion implanta-
tion are responsible for hydrogen trapping and platelet 
nucleation during post implantation annealing.  For the 
plasma-hydrogenation based layer exfoliation process, 
exfoliation proceeds from the strained SiGe layer, which 
supplies the needed in-plane-compressive stress for 
platelet nucleation and H trapping. The state of biaxial 
compressive stress exists that adds an energetic barrier 
to any platelet not nucleating in the plane of stress, but 
does not affect the platelets nucleating with their surface 

parallel to the Si/SiGe interface , i.e., in the plane of stress. 
Therefore, a cracking along the SiGe layer, which is parallel 
to the surface, is formed after long time hydrogenation, 
thus resulting in the capped Si layer transfer. 

Based on the scientific understanding of the physical and 
chemical mechanisms underlying the strain facilitated layer 
transfer process, a novel experiment is designed to achieve 
the successful SiGe layer transfer. Si0.90Ge0.10 (200nm)/ 
Si0.85Ge0.15 (5nm)/ Si substrate and Si0.90Ge0.10 (200nm)/ 
Si0.70Ge0.30 (5nm)/ Si substrate are grown by molecular 
beam epitaxy (MBE) technique for SiGe layer transfer 
study.

Figure 4 shows the surface morphology changes in both 
two samples after plasma hydrogenation treatment. 
Blisters are formed on both samples after plasma hydro-
genation. For one sample with low Ge concentration 
(15%) in the buried SiGe layer, the average diameter of the 
blisters is about 200 nm (Figure 4a). For the other sample 
with high Ge concentration (30%), the average diameter 
increases to about 400 nm (Figure 4b).  Since the surface 
blistering behavior has been directly correlated with the 
cracking formed inside, it is easy to conclude that the 
strain-facilitated layer transfer technique partly depends 
on the in plane compressive stress residual in the buried 
SiGe layer.

Figure 4. SEM micrographs obtained from the hydrogenated 
Si0.90Ge0.10/ Si1-xGex/ Si: (a) x=0.15 and (b) x=0.30.
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Figure 5 (a) and (b) shows the hydrogen, germanium and 
silicon profiles obtained from  hydrogenated Si0.90Ge0.10 
(200nm)/ Si0.85Ge0.15 (5nm)/ Si and Si0.90Ge0.10 (200nm)/ 
Si0.70Ge0.30 (5nm)/ Si by secondary ion mass spectrometry 
(SIMS), respectively. A comparison between them shows 
that (1) the H concentration peaks at the depth of the 
buried Si1-xGex (where x is equal to 0.15 or 0.30) and (2) the 
H peak density increases with increasing Ge concentration, 
i.e., increasing in plane compressive stress. 

Figure 5. H, Ge, and Si profiles obtained from the hydrogenated 
Si0.90Ge0.10/ Si1-xGex/ Si using SIMS: (a) x=0.15 and (b) x=0.30

Based on these studies and observations we can conclude 
the following about the the physical and chemical mecha-
nisms underlying strain facilitated layer transfer process: 1)
During plasma-hydrogenation, diffusing H is trapped in the 
region of the SiGe layer and H-platelets are formed; 2) The 
platelet orientation is controlled by the in-plane compres-
sive stress, which favors nucleation and growth of platelets 
in the plane of stress and parallel to the substrate surface, 
and ultimately leads to controlled fracture along the SiGe 
layer; and 3) the Si/SiGe/Si structure is found to be more 
efficient in utilizing H for platelet formation and growth 
compared to H ion implanted Si because there are fewer 

defects to trap H (e.g. VnHm and InHm) and therefore, the 
total H dose needed for layer exfoliation is greatly reduced. 
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Abstract

Superconductivity, a property of materials whose 
electrical resistance becomes exactly zero below 
some temperature Tc, has important technological 
applications but also presents significant scientific 
challenges. In particular, the mechanism that produces 
superconductivity in some uranium-based materials 
is believed to be unconventional, and so far only a 
handful of such examples are known.  The goal of this 
project has been to discover new examples of uranium-
based materials that will help develop a more complete 
understanding of the unconventional superconducting 
mechanism and of electronic interactions that induce 
other exotic states in uranium-base materials. In 
addition, this project has been responsive to discoveries 
of new, non-uranium based superconductors 
whose mechanism of superconductivity may be 
unconventional and whose study benefitted the overall 
objectives of this project.

Background and Research Objectives

There are many hundreds of compounds and alloys 
that become superconducting at temperatures 
below about 20 K. In each of these, the mechanism 
that produces superconductivity is well understood: 
vibrations of the crystal lattice provide an attractive 
interaction that couples electrons of opposite spin and 
momentum to create a quantum state in which electron 
pairs move with exactly zero electrical resistance. 
These conventional superconductors are extremely 
sensitive to the presence of magnetic impurities in 
the material, with a concentration of only 0.1% of 
magnetic impurities typically being sufficient to destroy 
the electron pairs and to suppress superconductivity 
completely. In striking contrast, superconductivity 
in some uranium-based materials appears to rely on 
the presence of nearly 1023 magnetic ‘impurities’. The 
totally unexpected reliance on magnetism has led to 
the belief that the mechanism of superconductivity in 
these cases should be unconventional, where now the 

Searching for New Uranium Based Superconductors
Joe David Thompson

20061456PRD2

attractive interaction for creating electron pairs may 
arise from magnetic ‘vibrations’ instead of vibrations 
of the crystal.  In the absence of a microscopic theory 
of unconventional superconductivity, discovering new 
examples of materials whose superconductivity relies 
on magnetism is important to guide our understanding 
of what interactions are important and how they might 
be controlled. 

Like conventional superconductors, unconventional 
superconductivity seems to be favored by certain 
crystal structures, one of which is the tetragonal 
ThCr2Si2 structure. Another structure type that could 
be promising is the so-called anti-perovskite structure, 
which supports conventional superconductivity in 
MgCNi3 and which is virtually unexplored, with only 
one reported uranium-based compound URh3Bx 
being reported.  Adding B to URh3, which is a 
‘vegetable’ with weak electronic correlations, has the 
effect of narrowing the bandwidth of the uranium 
5f-electron band and increasing electron-electron 
correlations, a situation favorable for unconventional 
superconductivity, but the crystal structure does not 
like to be expanded to incorporate the addition of 
boron atoms, and consequently, the value of x in URh3Bx 
is less than 1. If x could be increased to 1, it is possible 
that the stoichiometric compound URh3B might be 
superconducting. One approach to increasing the B 
content might be to prepare this compound under 
high-pressure, high-temperature conditions, an initial 
objective of this project.  

During the course of the project, a new family of 
superconductors was discovered in Japan and pursued 
aggressively in China. This family of REMXO materials, 
where RE is a rare earth element, M=Ni or Fe, and X=P 
or As, forms in a structure closely related to the ThCr2Si2 
structure. Superconductivity develops in these so-called 
1-1-1-1 materials at surprisingly high temperatures, 
approaching 55 K, as magnetic order is weakened by 
electronic substitutions, for example, by replacing a 
small amount of O with F. This is very similar to what 
happens in the well-known high-temperature cuprate 
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superconductors, which also are unconventional with a 
mechanism believed to be the same as in unconventional 
uranium-based superconductors. As a result of this 
surprising development, this project refocused its attention 
to these new and related superconductors.    

Importance to LANL’s Science and Technology 
Base and National R & D Needs

This project has addressed one of the Laboratory’s 
strategic challenges, superconductivity and actinide 
science. In particular, the goals of this project have 
focused on understanding strong correlations through 
unconventional superconductivity and exploring the 
unconventional physical behaviors of 5f-electrons, 
especially through materials discovery. Though these 
goals are specific to LANL’s science and technology 
needs, they are equally important to the national need of 
energy security, which will rely in part on unconventional 
superconductivity and actinide science.

Scientific Approach and Accomplishments

Using combinations of materials preparation techniques, 
including flux growth of single crystals, arc melting and 
high-pressure, high-temperature synthesis, we were able 
to prepare URh3Bx with a larger concentration of B than 
previously possible. Though x=1 was never reached, the 
additional B concentration induced weak ferromagnetic 
order near 16K, a clear signature that the added B 
decreased the electronic bandwidth of the 5f electrons 
even further. This situation now is very similar to the case 
of strongly correlated UGe2, also a weak ferromagnet, 
that becomes an unconventional superconductor 
when subjected to pressure.  This discovery opens the 
possibility that URh3Bx also might superconduct with 
applied pressure, a possibility that will be pursued by 
collaborators. 

In the course of this work, various attempts were made 
to grow crystals of this material from fluxes, including  Bi 
flux.  The resulting crystals were not URh3Bx but a new 
compound U3Bi4Rh3, which we found to be a strongly 
correlated metal with properties indicating that it is very 
near a zero-temperature ferromagnetic instability, that 
is, near a ferromagnetic quantum-critical point. This is an 
exciting discovery because until now there have been no 
known uranium systems and no known stoichiometric 
crystals of any type with these properties under ambient 
conditions.  Theoretical models of ferromagnetic quantum 
criticality predict a very specific response in inelastic 
neutron scattering experiments, and these predictions 
are being pursued by UC Irvine and Argonne National 

Laboratory collaborators who are very excited about this 
material and the prospects of new physics that it might 
bring.  A natural extension of this discovery was to attempt 
to prepare crystals in the same structure but with different 
transition metals replacing Rh. Of various Fe-, Co- and 
Ni-column elements, only U3Bi4Ni3, also a new uranium 
compound, was stable. In contrast to U3Bi4Rh3, U3Bi4Ni3 

is an insulator with very weak magnetic properties. Our 
measurement and analysis of its physical properties 
indicate that the insulating behavior is the result of 
strong hybridization of uranium’s 5f electrons with ligand 
electrons provided by Ni and Bi. There are very few such 
examples of this so-called ‘Kondo-insulator’ behavior, 
making U3Bi4Ni3 another highly interesting discovery of this 
project. 

Though none of these new uranium materials was 
superconducting, we discovered other new materials 
that were superconducting and that certainly 
benefit our general understanding of unconventional 
superconductivity in uranium-based materials.  The 
first of our new materials is Mg10Ir19B16 that becomes 
superconducting below 4.4 K. Our studies of this 
compound are consistent with a conventional mechanism 
of superconductivity; however, what makes the 
superconductivity particularly interesting is that it appears 
in this material whose crystal structure lacks inversion 
symmetry.  The conventional theory of superconductivity 
requires the presence of inversion symmetry, and without 
it, superconducting electrons should have a distinctly 
different character. Specifically, electrons that form 
superconducting pairs are expected to form two, instead 
of one, superconducting energy gaps below Tc and to have 
an angular momentum symmetry that is a mixture of 0 and 
1, as opposed to only 0 in a conventional superconductor. 
In general, it is difficult to prove that any superconductor 
without inversion symmetry meets these expectations, 
but we have used point-contact spectroscopy to show 
clearly that there are two superconducting energy gaps in 
Mg10Ir19B16. This result is significant in the context of this 
project because there is one example of superconductivity 
in a uranium-based compound that also lacks inversion 
symmetry, but because of the uranium atom, it has not 
been possible to make such a clear test of theoretically 
predicted properties of its superconducting state. 
The second discovery is not a single new material that 
superconducts but is a family of related materials that 
becomes superconducting. As mentioned earlier, during 
the course of this project a new series of 1-1-1-1 supercon-
ductors was discovered in Asia and the structure of these 
materials is closely related to the ThCr2Si2 (1-2-2) structure 
type that is adopted by the unconventional superconduc-
tor URu2Si2. Because there is an interplay between mag-
netism and superconductivity in these new materials, as 
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in unconventional uranium superconductors, we turned 
attention to searching for new examples and discovered 
superconductivity in CaFe2As2 and BaNi2As2, both of which 
formed as single crystals in the ThCr2Si2 structure. CaFe2As2 
orders antiferromagnetically below 170 K but applying a 
modest pressure to this material suppresses the magnetic 
ordering temperature and induces superconductivity with 
Tc greater than 10 K.  This sort of response to pressure is 
very similar to what is found in a few 5f- and several 4f-
electron-based unconventional superconductors. On the 
other hand, there is some form of first-order transition at 
130K in BaNi2As2, perhaps a structural transition, and it 
becomes superconducting at a much lower temperature 
of 0.7K. If the transition at 130K is structural and not mag-
netic, as we suspect, this could account for the very differ-
ent Tc’s in these two materials and imply that magnetism is 
important for the much higher Tc in CaFe2As2.  

These 1-2-2 and 1-1-1-1 structures can be viewed as lay-
ers of M2X2 atoms separated by a layer of either RE (the 
1-2-2 structure) or a layer of RE2O2 atoms (1-1-1-1 struc-
ture).  We discovered a new variant on these structures in 
the form of La3Ni4P4O2, which becomes superconducting 
at 2.2K. This new material can be viewed structurally as a 
layered intergrowth of the 1-2-2 and 1-1-1-1 materials. We 
find no evidence for either magnetism or a structural dis-
tortion in this new family member. Though somewhat dif-
ficult to prepare, this material could become the prototype 
for understanding the interrelations between structure, 
magnetism and superconductivity in all these new super-
conducting materials.

In summary, though we did not discover new uranium-
based unconventional superconductors, this project was 
quite successful in discovering a number of new uranium 
and superconducting materials that most certainly have 
shaped and will continue to shape our understanding of 
unconventional behaviors of 5f electrons in strongly corre-
lated actinide materials, including superconductors. 
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Abstract

Transition-metal carbides (TMCs) in the Fe-Cr-C ternary 
system (e.g. Fe3C, Cr3C2, Cr7C3, Cr23C6, Cr3C, and CrC) 
are of great technological significance in the steel and 
coating industries. Nevertheless, many of their impor-
tant physical and mechanical properties are largely 
undetermined in the literature due to experimental 
difficulties. In this project, we addressed this issue by 
applying state-of-the-art first-principles density func-
tional calculations to systematically predict the struc-
tural, elastic, and electronic properties of these TMCs. 
By combining a statistical mechanical Wagner-Schottky 
model with first-principles supercell calculations, the 
point defect structure in Fe3C is further investigated. 
The migration barriers of major point defects in Fe3C 
are also determined using the nudged elastic band 
technique and our results compare favorably with the 
available experiments in the literature.

Background and Research Objective

Fe-Cr ferritic/martensitic steels are considered prom-
ising candidates for structural applications in future 
nuclear reactors due to their high strength at elevated 
temperatures and resistance to radiation damage. 
Furthermore, Cr additions to ferritic steels are known 
to provide corrosion resistance for ferritic steels in 
coolants such as water and lead-bismuth eutectic. 
Thus, a theoretical investigation of the Fe-Cr-C ternary 
system would be of both technological and scien-
tific interest. The goal of this project is to use highly 
accurate first-principles calculations based on density 
functional theory to predict the structural, elastic, 
electronic, and defect properties of the technologically 
important iron and chromium carbides in the Fe-Cr-C 
system. Aside from their practical importance, results 
from this project also provide key input to parameter-
ize interaction potentials used by coarser scale com-
putational approaches (e.g. molecular dynamics) for 
modeling Fe-Cr ferritic/martensitic steels.

Multiscale Modeling of Irradiation-induced Defect Processes in High-Cr Ferritic 
Steels
Srinivasan G Srivilliputhur

20061526PRD3

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Steel is a very important structural material in many 
industrial applications with an annual market of over 
one billion metric tons. In particular, steel is a major 
component in the design of nuclear fuel pins. An 
important understanding of steel at the atomistic scale 
will thus benefit programs such as the Global Nuclear 
Energy Partnership (GNEP). This work constitutes an 
important step in developing a quantitative simulation 
approach for steel design and evaluation, which can 
move us past the conventional experimental trial and 
error approaches of the past 100 years. Overall, this 
study will greatly benefit the future development and 
understanding of advanced metallic alloys at LANL.

Scientific Approach and Accomplishments

Structural, elastic, and electronic properties of Fe3C

Cementite (Fe3C), which has a complex orthorhombic 
crystal structure (Figure 1), is one of the most impor-
tant carbides in steels. In contrast to its technological 
significance, knowledge of the elastic properties of 
cementite, critical to understanding the mechanical 
properties of steels, is quite limited. While polycrystal-
line bulk cementite has been successfully synthesized 
through a combination of mechanical alloying and 
spark plasma sintering, large single-crystal samples are 
difficult to fabricate. Thus, to date, direct experimental 
measurements of the single-crystal elastic constants of 
cementite are still not feasible.



LDRD FY08 Annual Progress Report 319

Chemistry & Material Sciences

Figure 1. Crystal structure of cementite. White, yellow, and red 
spheres represent FeI, FeII, and C atoms, respectively.

We determine the single-crystal elastic constants of 
cementite using highly predictive first-principles calcu-
lations. Our results show that cementite is elastically 
stable since its elastic strain energy is positive against any 
homogeneous elastic deformation. Figure 2 illustrates the 
directional Young’s modulus of cementite calculated using 
the singe-crystal elastic constants from the present study. 

Figure 2. Representational surface showing the directional 
dependence of the Young’s modulus (in GPa) in cementite.

For an isotropic system, one would see a spherical shape. 
In agreement with experiments, Figure 2 shows a consider-
able deviation in shape from a sphere, thus indicating a 
high degree of anisotropy in Young’s modulus. Remarkably, 

Figure 2 also directly confirms the experimental observa-
tions that the Young’s modulus of cementite along the axis 
is larger than in the directions normal to it. 

In addition to the elastic stability criterion, dynamical 
stability further requires that the phonon spectra of a 
structure exhibit no imaginary phonon frequencies, the 
so-called soft modes. A soft mode indicates instability with 
respect to a particular type of atomic movement, signaling 
a structural phase transitions. In this study, we have also 
calculated the phonon dispersion relations for cementite 
along various high-symmetry directions in the Brillouin 
zone. Our results show that cementite is also dynamically 
stable since all phonon frequencies are positive through-
out the Brillouin zone.

To investigate the chemical bonding in cementite, we 
have also calculated its electronic density of states (DOS). 
Cementite is metallic because of the finite DOS at the 
Fermi level. Importantly, we see a hybridization between 
C 2p and Fe 3d states in the energy range from -8 eV to -4 
eV below the Fermi level, evidence of covalent bonding 
between Fe and C atoms. Figure 3(a) shows the charge 
density distribution in the (010) plane of cementite.

Figure 3. Plot of (a) total charge density and (b) charge density 
difference, all in e/Å3, on the (010) plane of Fe3C containing the 
nearest-neighbor Fe-C bonds.

It can be seen that the bonding between Fe and C exhibits 
some directionality, indicative of covalent bonding. To 
investigate the charge transfer, we also plot in Figure 3(b) 
the difference in charge density between Fe3C compound 
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and superposition of free atoms in the same plane.  Here 
red color means charge accumulation while blue color 
means charge depletion. In agreement with the fact that C 
has a larger electronegativity (2.55) than Fe (1.8), there is 
clearly a charge transfer from Fe to C atoms, revealing an 
ionic contribution to the Fe-C bonding. We thus conclude 
that the bonding in cementite has a complex mixture of 
metallic, covalent, and ionic characters.

Point defect thermodynamics and diffusion in Fe3C

The physical and mechanical properties (e.g., diffusivity, 
hardness, and ductility) of ordered compounds are strongly 
affected by the presence of point defects. Despite its 
technological significance, little is known about the forma-
tion and migration properties of point defects in cement-
ite. In fact, it is commonly treated as a stoichiometric line 
compound in the metastable Fe-C phase diagram. Never-
theless, recent experiments have given clear evidence that 
cementite does indeed exist at non-stoichiometric compo-
sitions. For example, it has been observed that diffusion 
controlled growth of cementite occurs on the surface of 
pure iron immersed in a carburizing gas atmosphere, which 
is only possible if a composition gradient exists within 
cementite.

We have performed extensive first-principles supercell 
calculations to understand the point defect structure of 
cementite. To answer the question “what are the possible 
interstitial sites for carbon atoms to occupy in the cement-
ite structure?”, we have proposed a general computational 
method to systematically determine interstices in materi-
als with arbitrary symmetry and complexity. This method 
is based on the simple but unexploited idea that an 
interstitial atom usually experiences a net repulsive force 
since its separation from a host lattice atom is usually less 
than the equilibrium distance. Thus, we can employ a net 
repulsive pair potential to model interatomic interactions 
and determine interstitial sites. As shown in Figure 4, our 
algorithm successfully identified four types of interstitial 
sites in cementite in addition to the known prismatic ones. 
Using first-principles calculations on 128-atom supercells, 
we have obtained the formation enthalpies of cementite 
containing various types of possible point defects. Our 
results show that carbon vacancies and octahedral carbon 
interstitials are the structural defects on the C-depleted 
(Fe3C1-x) and C-rich (Fe3C1+x) sides of stoichiometry, respec-
tively. For C-depleted cementite, our prediction is in 
agreement with the experimental observation that the 
unit cell volume of cementite decreases with decreasing 
carbon content in Fe3C1-x. In C-rich cementite, an interstitial 
defect mechanism would indicate that the unit cell volume 
of Fe3C1+x increases with increasing x, which is yet to be 
verified experimentally.

Figure 4. Contour plots for identifying potential interstitial sites 
in cementite in different crystal planes. In addition to the known 
prismatic (denoted P) sites, our algorithm also identified the 
octahedral (denoted O) and three types of tetrahedral (denoted 
T1, T2, and T3) interstices in cementite.

At finite temperatures, entropically-activated thermal 
defects will also be present in addition to the structural 
defects. Since single point defects in ordered alloys by 
themselves are not composition-conserving, thermal 
defects have to appear in balanced combinations to 
maintain a constant alloy composition. We investigated the 
thermal defects in cementite using a combination of the 
statistical mechanical Wagner-Schottky model and first-
principles calculations.  Interestingly, while the dominating 
thermal defects in C-depleted and stoichiometric cement-
ite are found to be carbon Frenkel pairs over the whole 
temperature range, the major thermal defects in C-rich 
cementite are strongly temperature-dependent. We found 
that Interbranch, Schottky, and Frenkel defects dominate 
successively in the order of increasing temperature.

To understand the diffusion behavior of carbon in cement-
ite, we also determined the minimum energy path and 
the associated migration barriers for carbon diffusion in 
cementite using the climbing image nudged elastic band 
technique. Two relevant diffusion mechanisms are consid-
ered in this study: 1) the vacancy mechanism, i.e., jumping 
of an isolated carbon vacancy between two neighboring 
prismatic sites (see Figure 5(a)), and 2) the interstitial 
mechanism, i.e., jumping of an isolated carbon interstitial 
atom between two neighboring octahedral sites (see 
Figure 5(b)). Our results show that the migration barrier is 
essentially independent of jump direction, suggesting that 
carbon diffusion in cementite is likely to be isotropic. Our 
calculated migration barrier of carbon interstitials (~2.3 eV) 
also agrees reasonably well with the experimental values 
of 1.60-1.92 eV.
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Figure 5. Illustration of the vacancy (a) and interstitial (b) 
mechanisms for carbon diffusion in cementite. White and yellow 
spheres represent FeI and FeII atoms, respectively. Red and green 
spheres represent carbon atoms occupying prismatic and octahe-
dral interstitial sites, respectively. The empty square represents a 
carbon vacancy within the prismatic sublattice.

Thermodynamic, elastic and electronic properties of 
chromium carbides

Chromium carbides are of great technological importance 
in the cutting tool industries due to their excellent proper-
ties such as large hardness, chemical stability, and good 
wear and oxidation resistance. In the equilibrium Cr-C 
phase diagram, there are three thermodynamically stable 
chromium carbides: Cr3C2, Cr7C3 and Cr23C6. In addition, 
a metastable Fe3C-type Cr3C has been obtained through 
rapid quenching. A metastable CrC with a rocksalt struc-
ture has also been observed using carbon-ion implan-
tation, but is found to be stable only up to ~250°C. In 
contrast, Cr3C remains unchanged until the temperature 
exceeds ~700°C.

We have performed first-principles calculations to under-
stand the thermodynamic stability of these chromium 
carbides. For Cr7C3, we consider both the orthorhombic 
and the hexagonal structures and find the latter to be 
energetically more stable, which is in agreement with 
experiments. For Cr3C, its good thermal stability can be 
understood since it has a negative formation enthalpy 
that lies only slightly above the ground state convex hull. 
Finally, our calculations confirm that rocksalt CrC has a 
positive formation enthalpy and is thus unstable with 
respect to phase separation into pure Cr and C, which 
explains its poor thermal stability and difficulties in synthe-
sizing this carbide using conventional methods.

From our calculated single-crystal elastic constants of 
those chromium carbides, we conclude that all of them 
are mechanically stable under the ambient condition. To 
gain insight into the nature of the bonding in chromium 
carbides, we have calculated their partial electronic DOS. 
All six chromium carbides are metallic because of the 
finite DOS at the Fermi level. In all of them, we observe a 
hybridization between C 2p and Cr 3d states, an evidence 
of covalent bonding between Cr and C atoms. Our Bader 
charge density analysis further indicates a charge transfer 
from Cr to C atoms, revealing an ionic contribution to 
the bonding. The charge transfer direction is consistent 
with the larger electronegativity of C (2.55) than Cr (1.6). 
We thus conclude that, similar to Fe3C, the bonding in 
chromium carbides has a complex mixture of metallic, 
covalent, and ionic characters.
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Abstract

Solar cells, which convert light into electrical power, 
provide for one of the best solutions for our future 
energy security. However, large-scale electricity 
production using solar cells remains a dream due to the 
high cost of production of large area solar cells. One of 
the expensive components in the fabrication of solar 
cells is the electrode, which is usually made of indium 
tin oxide (ITO). Due to limited resource of indium on 
earth, large-scale utilization of ITO will make it even 
more expensive in the future. The objective of this 
project is to develop a cheap, novel carbon nanotube-
polymer electrode material to replace the ITO in the 
production of solar cells

Background and Research Objectives

Worldwide energy demand is expected to double 
within the next fifty years. In order to meet such 
needs, we must explore other alternatives such as solar 
energy (a renewable and clean energy), and advance 
more scientific breakthroughs and technological 
developments. At the same time, the large-scale use of 
photovoltaic devices for electricity generation is mainly 
prohibited by the uneconomic cost/performance ratio. 
Currently, the conversion of sunlight to electrical power 
is mainly dominated by photovoltaic devices based on 
crystal, polycrystalline, and amorphous Si solar cells.
In the fabrication of solar cells, one of the expensive 
components is the electrode, which is usually made of 
indium tin oxide (ITO).  Due to limited resource of in-
dium on earth, large-scale utilization of ITO will make 
it even more expensive in the future.  Therefore, it is 
critical to develop new, cheaper electrode materials to 
replace the ITO. A good ITO replacement needs to pos-
sess the following characteristics: low cost, good con-
ductivity, excellent transparency, and good mechanical 
integrity.  Conducting polymers have high transparency 
and cost two orders of magnitude less than ITO.  Howev-
er, the electronic conductivity and mechanical strength 
of these conductive polymers need to be further im-
proved.  Researchers have tried to incorporate carbon 
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nanotubes (CNTs) into conducting polymers, hoping to 
simultaneously improve their conductivity and strength. 
It should be noted that Carbon nanotube (CNT)/polymer 
composites represent a new direction to these materi-
als [1]. CNTs exhibit excellent mechanical and electri-
cal properties, while polymers provide good flexibility, 
high transparency, easy processing, and low cost. Three 
main fabrication approaches (i.e., solution blending, 
melt blending, and in situ polymerization) have been 
extensively explored [2]. Unfortunately, advances in 
processing transparent CNT/polymer composites have 
been hindered by the aggregation and random disper-
sion of carbon nanotubes, which results in an extremely 
low electrical conductivity for composite materials. For 
example, the conductivity is less than 10-6 S/cm at room 
temperature for CNT/poly(methyl methacrylate) nano-
composites synthesized by a melt spinning process [3].

The objective of this proposal is to develop a new ap-
proach to solve this problem. In other words, we first 
pull strong, conducting, and highly transparent CNT 
sheets directly from long nanotube arrays, and then im-
pregnate the sheet with a conducting polymer to form a 
flexible and cheap electrode that can be potentially used 
for solar cells.  The highly oriented nature of the CNT 
sheets give the electrode both good conductivity and 
excellent strength, and the small thickness of the CNT 
sheets gives the electrode superior transparency.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project directly contributes to DOE’s mission in 
energy security by developing a cheap, novel carbon 
nanotube-polymer electrode material to replace the 
ITO. It directly impacts LANL’s Mission Priorities in 
energy security. Integration of diverse energy sources 
underpins the priorities. Furthermore, LANL’s thrusts in 
nanotechnology will benefit from this project.



LDRD FY08 Annual Progress Report 323

Chemistry & Material Sciences

Scientific Approach and Accomplishments

Three key steps are involved to accomplish the 
technological goals: First, grow long CNT arrays that 
are conducive to pulling out thin CNT sheets. Second, 
develop a method to pull highly oriented, free-standing 
CNT sheets that can be scaled up for continuous large-
scale productions.  Third, impregnate the CNT sheets 
with a conductive polymer.  This can be realized by either 
passing the continuous CNT sheet through a conductive 
polymer solution followed by solvent evaporation, 
or by sandwiching the CNT sheet between two thin 
conductive polymer sheets.  The electrical properties 
and transparency of the electrodes can be conveniently 
controlled by tuning structure of such CNT-polymer 
nanocomposite.

The detailed experimental processes for the synthesis 
of transparent and flexible CNT/polymer composite 
films include the following steps. CNT arrays are first 
grown on silicon by a chemical vapor deposition (CVD) 
process. Uniform CNT sheets are then pulled out of the 
arrays and stabilized on glass. Composite films are finally 
produced by spin-coating or casting polymer solutions 
onto CNT sheets, followed by evaporation of solvents. Film 
thickness can be controlled by varying the concentration 
of polymer solutions and coating times. Transparent and 
flexible films can be readily peeled off the substrate. For 
this approach, the fabrication is simple and efficient, and 
a wide range of polymers and monomers may be used 
to synthesize functional composite materials. We have 
used transmission electronic microscopy and scanning 
electronic microscopy (SEM) to characterize the structural 
properties of the materials. The electronic conductivity 
and mechanical property are measured to correlate with 
the structure of the materials.

A key point for this method is to grow long and spinnable 
CNT arrays, which produce high-grade sheets. The catalytic 
iron film on the Al2O3 buffer layer has been proved to be 
active for several hours, which is critical for growing long 
CNT arrays. We synthesized spinnable CNT arrays up to 4 
mm using this catalyst system. Figure 1a shows a typical 
scanning electron microscopy (SEM) image of a CNT array 
on silicon. Synthesized CNTs are highly aligned and vertical 
to the substrate. The surface of the array was very clean 
and smooth. CNT sheets are readily assembled on glass 
from these high quality CNT arrays as shown in Figure 1b.
Both plastic and semiconducting polymers have been stud-
ied in this work. Polystyrene (PS), poly(methyl methacrylate) 
(PMMA), and poly(3-hexylthiophene-2,5-diyl) (P3HT) are 
purchased from Aldrich. We have also synthesized sulfonat-
ed poly(ether ether ketones) (S-PEEK).  For PS-, PMMA-, 

and S-PEEK-derived composite films, they are transparent 
and show an optical transparency higher than 80% with a 
thickness of around 5 micrometer. Figure 2 shows the S-
PEEK-derived film (around 15 micrometer in thickness) on 
a labeled paper, and the symbol on the paper can be clearly 
observed. 

Figure 1. (a) SEM image of a CNT array (inset: high magnifica-
tion). (b) SEM image of CNT sheets pulled out of the array.

Composite
films

Labeled
paper

Figure 2. Transparent CNT/S-PEEK composite films on a labeled 
paper.

For all studied polymers, their composite films show high 
conductivities along the CNT-aligned direction. For exam-
ple, conductivity of S-PEEK-derived films at room tempera-
ture is 22 S/cm, approximately the same order of magni-
tude as films of poly-(3,4-ethylenedioxythiophene) doped 
with poly(styrenesulfonic) acid. Conductivity can be further 
increased to 200 S/cm by growing longer spinnable CNT ar-
rays and engineering CNT sheets. Synthesized CNT/polymer 
films are very stable, and their conductivity keeps constant 
after being bent many times. Detailed experimental results 
can be found in our article published in J. Am. Chem. Soc. 
[4].
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Abstract

The fundamental mechanisms through which the 
energetic molecular crystal cyclotrimethylene trinit-
ramine (RDX) deforms irreversibly and localizes energy 
under impact and shock loading have been investigated 
through a combination of state of the art atomistic 
simulations and parallel experiments. This work has 
successfully identified many of the mechanisms that 
play a role in the response of RDX crystals to extreme 
loading conditions, including the homogeneous nucle-
ation of dislocations, the formation of amorphous 
shear bands, and shock and pressure-induced phase 
transformations. The observation and characteriza-
tion of the homogeneous nucleation of dislocations 
in RDX led to the development of a plastic hardening 
model that explained successfully a set of anomalous 
experimental results. The formation of amorphous 
shear bands during shock loading was found to give 
rise to intense localized heating that may promote the 
onset to detonation. Furthermore, we were able to 
predict correctly the crystal structure of a high-pressure 
polymorph of RDX, thus solving a 30-year-old problem 
in this material. 

Background and Research Objectives

The initiation of detonation in energetic materials is 
associated with the formation of ‘hot spots’ where 
in spatially localized volumes the temperature and/
or stress may significantly exceed the mean values in 
the material. Hot spots are intimately associated with 
intense, irreversible deformation due to a heteroge-
neous defect structure or microstructure. Examples 
of such defects at the meso- and macroscopic length 
scales include voids [1] and particle-particle interfaces. 
Pioneering work by J.J. Dick on the energetic molecular 
crystal PETN at LANL showed that even in the absence 
of mesoscopic defects such as voids, initiation sensitiv-
ity is still governed by crystal defects [2]. Shock loading 
experiments on pristine, defect free PETN single crystals 
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led to the hypothesis that molecular-scale crystal 
defects known as dislocations may play a surprisingly 
prominent role in initiation sensitivity. Dislocations are 
line defects in crystals that glide on specific crystal-
lographic planes in response to an applied load and 
mediate plastic (i.e., irreversible) deformation. It is well 
known that dislocation motion in crystals facilitates 
a rapid relaxation of shear stresses. This led Dick to 
propose that abundant dislocation mediated plastic-
ity upon shock loading leads to insensitive behavior 
since in the absence of an efficient mechanism for the 
relaxation of shear stress, molecules would be forced 
to deform severely, inducing the initial chemical events 
in the transition to detonation. Hence, the ability to 
predict anisotropies in the initiation sensitivity of 
numerous explosives is somewhat surprisingly within 
the realm of materials science rather than chemistry 
alone.

The dynamic response of energetic materials at the 
atomic scale to shock loading is extremely difficult, if 
not impossible to study experimentally owing to their 
exceptional brittleness and violent chemical decom-
position upon detonation. Thus, atomistic simulations 
employing an accurate representation of interatomic 
bonding in these materials are one of the few tools 
available to access these phenomena on picosecond 
time scales. Nevertheless, the true potential of ato-
mistic and molecular dynamics simulations can only 
realized when comparisons with parallel experimen-
tal efforts are made. We have taken this approach 
throughout this project. 

Our original aim for this project was extremely ambi-
tious since we proposed that we would develop 
simulation methodologies that would allow the micro-
mechanisms of plastic deformation within complex 
molecular crystals to be described with the same rigor 
as those for simple metallic crystals. Over the course 
of the project, we have demonstrated that this was 
indeed possible. In particular, we aimed to indentify 
and characterize, using molecular dynamics simulations 
and electron structure calculations, the atomic-level 
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responses of crystallographically oriented RDX single 
crystals to the propagation of planar shock waves. 

Importance to LANL’s Science and Technology 
Base and National R & D Needs

The development of genuinely predictive thermo-mechan-
ical-chemical models for mechanically anisotropic, molec-
ularly-complex materials requires a detailed understanding 
of the atomic and molecular scale mechanisms by which 
such materials deform, react, and/or fail when subjected 
to harsh mechanical or thermodynamic environments. The 
need for such understanding is particularly acute when 
the goal is to understand processes for conditions outside 
the intervals in calibration space for which experiments 
exist, or in the neighborhood of material instabilities. 
While recent advances in computational capability and 
capacity allow unprecedented simulations of complex 
material response for complicated materials, true theo-
retical understanding of molecularly-complex materials 
requires consideration of degrees of freedom that simply 
do not exist for the heavily studied cases of simple atomic 
metals; specifically, non-spherical shapes, intramolecular 
conformational flexibility, low-symmetry crystal space 
groups in which orientational order is a factor in addition 
to simple translational site symmetry, and even chemical 
transformations. Clearly, many materials relevant to NNSA 
national defense and energy security missions are subject 
to these kinds of complications. The fundamental research 
performed during this Director’s Fellowship has contrib-
uted significantly to our ability to simulate, assimilate, 
and understand the physical processes that will dominate 
the dynamic material response for complicated materi-
als under the kinds of conditions mentioned above. Also, 
the experimental/theoretical ties established within the 
framework of this project have already led to significant 
synergies between atomistic simulation and theory and 
dynamic experimentation methods, and the expectation is 
that these synergies will expand in future years.

Scientific Approach and Accomplishments

We chose to focus the theoretical and simulation work 
on the energetic molecular crystal RDX since this material 
is experimentally one of the most studied and best 
characterized. Furthermore, this approach facilitated a 
close collaboration between simulation and a concurrent 
experimental program at LANL [3]. In this manner, predic-
tions arising from the theoretical work could be rapidly 
investigated in-house, and anomalous experimental results 
could be dissected using the simulation and modeling tools 
developed over the course of the project.  

Under ambient conditions, RDX, C3H6N6O6, adopts an 
orthorhombic unit cell with space group Pbca that contains 
eight molecules [4]. An RDX molecule and the 168-atom 
unit cell of the α-RDX polymorph are depicted in Figures 
1(a) and 1(b), respectively. In this structure, each molecule 
adopts a specific conformation, namely, the molecular 
ring is classified as being in a ‘chair’ conformation with 
two nitro groups oriented axially (A) to the ring and one 
equatorially (E). This conformation is commonly denoted 
as AAE. 

Figure 1. (a) An RDX molecule, (b) Projection of the alpha-RDX 
unit cell along [001]

Large-scale molecular dynamics (MD) simulations were the 
principal tool employed in the investigation of the micro-
mechanisms of plastic deformation in RDX. The formalism 
that underlies MD simulations is very straightforward: 
one integrates numerically the Newtonian equations of 
motion (F = ma) for an ensemble of atoms over time, 
where the force acting on each atom is given by an inter-
atomic potential (an expression for the total energy of a 
set of atoms as a function of their coordinates). Despite 
the apparent simplicity of this method, the simulation of 
multi-million atom systems with an interatomic potential 
that describes accurately the bonding within a molecular 
crystal is extremely challenging. Nevertheless, by utilizing 
the state-of-the-art, massively parallel MD code LAMMPS 
(developed at Sandia National Laboratories) [5], a compu-
tationally efficient, accurate, and transferable non-reactive 
molecular potential for nitramines [6], coupled with the 
outstanding supercomputing facilities available at LANL, 
we have set a new standard for MD simulations of molecu-
lar crystals. Furthermore, we adopted and advanced a new 
type of boundary conditions for use in MD simulations of 
shock loading that allows the duration of simulations to 
be extended significantly for a given number of atoms. 
This shock front absorbing boundary condition was critical 
to our ability to track the temporal evolution of relatively 
slow processes in RDX [7, 8]. 
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A series of large-scale MD simulations were performed for 
(100) and (111)-oriented RDX single crystals at shock pres-
sures in the range 1.4 to 10 GPa. Owing to the inherent 
physical anisotropies of RDX, these two orientations led 
to markedly different mechanical responses. It should be 
noted that the cases discussed here are almost certainly 
only a small part of the exceptionally rich physics exhibited 
by this material. Furthermore, the deformation mecha-
nisms described here can be activated only under extreme 
loading conditions. Thus, large-scale MD simulations of 
this type should be considered to be complimentary to all 
experimental efforts. 

In the case of (100)-oriented pristine RDX single crystals, 
we found no evidence for dislocation-mediated plasticity 
or polymorphic phase transformations up to shock pres-
sures of 10 GPa. Instead, these crystals deform by the 
formation and growth of broad, amorphous shear bands 
at shock pressures greater than about 8 GPa [9]. The role 
of shear stresses in the formation and evolution of these 
defects is particularly evident since the shear bands are 
not aligned with any crystallographic direction in the RDX 
crystals but instead propagate at approximately 45° to 
the compressive axis. A snapshot from a large-scale MD 
simulation containing 10.6 million atoms that illustrates 
the distribution of shock-induced shear bands is presented 
in Figure 2. 

Figure 2. A projection of the molecular centers of mass following 
shock loading to 9.7 GPa and application of the SFABC. The shear 
bands are visible as dark diagonal bands. At maximum compres-
sion the cell measures 164 nm x 3.5 nm x 150 nm parallel to 
[100], [010], and [001], respectively. 

The shear bands that form under shock loading in (100) 
oriented RDX crystals evolve to a steady-fluctuating state 
on a time scale that is long relative to the duration of 
typical MD simulations of shock compression. In order 
to allow these systems to evolve fully to a steady state, 
we implemented and refined the shock front absorbing 
boundary condition method (SFABC) first proposed by 
Thompson and coworkers [7]. SFABCs allow a simulation 
cell to be captured at the point of maximum compres-
sion in a MD simulation of shock loading and prevent the 
emission of rarefaction waves from the free surface. By 
capturing the shock-compressed material in this manner, a 
subsequent MD simulation can be run, in principle, indefi-
nitely. We propose that the SFABC formalism provides a 
robust alternative to Hugoniostat approaches, with the 
additional benefit of providing an exact treatment of phe-
nomena at the shock front [8]. 

In stark contrast to (100)-oriented crystals, the propaga-
tion of planar shock waves normal to RDX (111) resulted in 
dislocation-mediated plasticity at shock pressures above 
1.4 GPa. A series of large-scale MD simulations showed 
the homogeneous nucleation of partial dislocation loops 
several nanometers behind the shock front [9]. The dislo-
cations were found to glide only on the (001) plane and 
possess a Burgers vector of 0.16[010]. Since the displace-
ment mediated by a partial dislocation is not a lattice 
repeat vector of the crystal, the loops nucleated in our sim-
ulations enclose a region of disregistry known as a stacking 
fault. Hence, above a threshold shock pressure of around 
1.4 GPa, the homogeneous nucleation and rapid expansion 
of partial dislocation loops gives rise to a high density of 
stacking faults in the material. The stacking faults observed 
in the simulations were rendered metastable by a change 
in the conformation of RDX molecules in the two parallel 
(001)-type planes that define the fault. In particular, full 
analyses of the conformation of each molecule in the 
simulations showed that the passage of a partial disloca-
tion causes a change in the orientation of the nitro groups 
with respect to the molecular from AAE to AEE, while the 
conformation of the ring is unaffected. Further investiga-
tion showed that a confining pressure of about 1 GPa in 
addition to a resolved shear stress is required to mediate 
the AAE to AEE conformational change. For these reasons, 
this deformation mechanism cannot be activated under 
ambient conditions with the loading rates typical of 
standard laboratory mechanical tests: the observed partial 
dislocations cannot exist if the stacking fault they create is 
unstable. In Figure 3 we present a snapshot from a large-
scale simulation of the passage of a planar shock wave 
with shock pressure of 2.2 GPa through a (111)-oriented 
crystal. In this Figure, only the centers of mass of those 
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molecules that have changed conformation from AAE 
to AEE are presented, allowing the stacking faults to be 
identified clearly in this projection as ribbons.

The abrupt change in deformation mechanism seen 
during MD simulations of the shock compression of 
(111)-oriented RDX crystals was found to correlate 
extremely closely with experimental observations of their 
elastic-plastic response. A well-defined elastic-plastic struc-
ture is seen in flyer plate driven shock wave experiments 
around 1.25 GPa [9]. However, at 2.25 GPa, the response 
appears to be almost overdriven [3]. We propose that the 
plastic hardening caused by the high density of stacking 
faults created by the homogeneous nucleation of partial 
dislocations accounts naturally for these otherwise anoma-
lous observations.

The α-to-γ phase transformation in RDX was first identi-
fied by Olinger and coworkers at LANL in the late 1970s 
by Bridgman anvil cell compression and X-ray diffraction 
[10]. An abrupt 1.6 % reduction in the volume of the unit 
cell was recorded at a hydrostatic pressure of 4 GPa. The 
crystal structure of γ-RDX was found to remain orthorhom-
bic but with an increase in the b lattice parameter and a 
large decrease in the c lattice parameter with respect to 
the α-phase. Recent shock loading experiments suggested 
that RDX passes through the γ-phase on route to detona-
tion [11], however the space group and atomic structure of 
this important polymorph remained unknown for almost 
30 years.

A set of MD simulations was designed with the aim of 
driving α-RDX to the γ-phase. Since the phase transforma-
tion is associated with a notable decrease in the c lattice 
parameter, we proposed that shock loading on (001) would 
promote the transition. Thus, we performed a number of 
relatively small 1.1 million atom simulations with particle 
velocities in the range from 175 m/s to 2.5 km/s to map 
out in detail the Hugoniot for this crystallographic orien-
tation of the shock propagation direction. A kink in the 
Hugoniot that is indicative of a phase transformation was 
noted at a shock pressure of about 1.9 GPa, as illustrated 
in Figure 4. We then extracted a subvolume of material 
from a shock loading simulation above 1.9 GPa containing 
around 100000 atoms for further study under hydrostatic 

pressure. Upon the slow relaxation of hydrostatic pressure 
we observed a small jump in the unit cell volume and 
changes in the b and c lattice parameters consistent with 
the γ-phase reverting to α-RDX. We then extracted a single 
unit cell of the suspected γ-phase and performed a series 
of highly accurate electronic structure calculations that 
demonstrated conclusively that this crystal structure is 
stable at high pressures. Thus, by studying RDX crystals 
under a variety of loading conditions in system sizes 
ranging from a million atoms to the electronic level, we 
were able to produce a prediction for the atomic structure 
of γ-RDX. We demonstrated that indeed the crystal struc-
ture of γ-RDX remains orthorhombic, and predicted that 
the space group changes from Pbca to Pca21 during the 
transformation with a doubling of the number of unique 
molecules within the unit cell. Shortly after this work 
was completed, an experimental team based in the UK 
published a high-pressure neutron diffraction study that 
independently confirmed our theoretical prediction [12]. 
The level of agreement between experiment and theory 
in this case highlights the exceptional predictive capabili-
ties developed for energetic molecular crystals during the 
course of the Director’s postdoctoral fellowship.

Figure 4. The theoretical shock velocity vs. particle velocity 
Hugoniot for (001)-oriented RDX single crystals. The kink in the 
Hugoniot at a particle velocity of 190 m/s is indicative of a shock-
induced phase transformation.

Figure 3. A projection of the centers of mass of only those molecules that have changed conformation from AAE to AEE after shock 
loading to 2.2 GPa a (111)-oriented RDX single crystal. The stacking faults are clearly visible as ribbons in this projection.
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Abstract

Tooth enamel is a hard and stiff biological material that 
nature has developed into a sophisticated structure to 
accomplish its function of tearing and chewing food. 
Certain diseases cause a loss of mechanical strength, 
which results in loss of tooth function, which can lead 
to malnutrition. This study examined enamel structure 
in healthy and diseased tissues and compared test 
results of mechanical properties to recently developed 
mathematical models.

Background and Research Objectives

Tooth enamel is similar to bone in that at the micro-
scopic scale, it is a composite made up of small hard 
minerals held together by soft collagen molecules. 
Healthy enamel is composed of approximately 90% 
mineral, which makes it the hardest and stiffest 
material in the human body. Unlike bone, enamel is not 
re-grown, and any damage or disease is likely to be per-
manent and often leads to tooth loss. Developmental 
diseases have been reported to lead to below normal 
enamel mineral content in 19% of children worldwide.

The objective of this study was to assess the structure 
and mechanical properties of tooth enamel in healthy 
state and in a state with less than normal mineral 
content and determine the effect of abnormal mineral 
content on mechanical properties. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This study supported LANL’s basic materials science 
goal by determining the relation between structure 
at the microscopic scale and mechanical properties of 
enamel, which are important for tooth function. The 
results are applicable to tooth diseases, but can be 
extended to bone and manmade composites as well.

Structure and Function of Human Mineralised Tissue
John G Swadener

20070565PRD1

Scientific Approach and Accomplishments

Human tooth enamel in healthy state and in a state 
with less than normal mineral content was examined 
using transmission electron microscopy. The structure 
for healthy enamel was observed to match previous 
observations. It is a well-integrated composite of 
mineral and protein (collagen). In contrast, enamel with 
below normal mineral content showed marked opacity 
and a greater number of voids of larger size compared 
to healthy enamel. 

The elastic properties and hardness of the two types of 
enamel were measured using nanoindentation. Enamel 
with below normal mineral content was found to have 
only one fifth the stiffness of healthy enamel, reduced 
strength, and lower resistance to fracture.

A model to relate structure to mechanical properties 
in tooth enamel was developed [1] based on a similar 
model for bone [2]. The model is compared to experi-
mental results as shown in Figure 1 and provides good 
agreement with the enamel structure orientation. 
Healthy enamel was found to provide global protection 
against deformation during dental function. Enamel 
with below normal mineral content was found to have 
lower strength and stiffness, which we predict would 
results in excessive bending during chewing, which 
would cause teeth to break prematurely.



LDRD FY08 Annual Progress Report 331

Chemistry & Material Sciences

References

Xie, Z. H., E. K. Mahoney, N. M. Kilpatrick, M. V. Swain, 1. 
and M. Hoffman. On the structure-property relation-
ship of sound and hypomineralized enamel. 2007. Acta 
Biomaterialia. 3 (6): 865.

Ji, B., and H. Gao. Mechanical properties of nano-2. 
structure of biological materials. 2004. Journal of the 
Mechanics and Physics of Solids. 52: 1963.

Publications

Xie, Z. H., E. K. Mahoney, N. M. Kilpatrick, M. V. Swain, and 
M. Hoffman. On the structure-property relationship of 
sound and hypomineralized enamel. 2007. Acta Biomate-
rialia. 3 (6): 865.

Figure 1. The elastic modulus (stiffness) of healthy and hypomineralized (below normal) enamel as a function of angle relative to the 
direction of the enamel rod.



332 Los Alamos National Laboratory

postdoctoral research & development

Chemistry & Material Sciences
fu

ll 
fin

al
 re

po
rt

Abstract

The project focuses on several most challenging 
problems of molecular electronics and bridge first 
principle quantum simulations with experimentally 
measurable quantities. At the fundamental level this 
work will enable proper description of vibrational 
features in quantum transport with potential 
application to diagnostics (identification of molecule 
and/or chemical paths). Also, it will help to find the 
roots of discrepancy between different experimental 
results and will make reliable theoretical predictions 
(finding important vibrational modes, predicting 
stability of molecular electronic devices, etc.).

Background and Research Objectives

The promise of molecular electronics is easily 
stated: continuing miniaturization will approach 
the fundamental size limit of Si based electronics 
in a decade. With fabrication of molecular devices 
(switches, transistors, biosensors, etc.), questions 
of properties prediction, diagnostic, stability, and 
reproducibility become very important. Due to 
small sizes transport in these structures becomes of 
essentially quantum nature, and specific vibrational and 
electronic molecular features are the only footprints 
indicating presence of the molecule in the device. In 
order to understand existing experimental data proper 
first principle description of quantum transport within 
a wide range of parameters is necessary. Current 
non-equilibrium descriptions have several shortages. 
At LANL DIrector funded Postdoctoral Fellow envisions 
working on the theoretical foundation of molecular 
electronics. This includes first principle based modeling 
and analysis of experimentally relevant properties such 
as I/V (dI/dV and/or d2I/dV2) and noise (and higher 
moments) curves using nonequilibrium Green‚Äôs 
function (NEGF) approach. Furthermore, we will extend 
these simulations to incorporate more sophisticated 
phenomena such as nonequilibrium strongly correlated 
systems in the intermediate coupling regime, 
anharmonicities and charge-specific frequencies, 

Vibrational Features and Quantum Transport in Molecular Electronics
Sergei Tretiak
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vibrational dynamics, and non-Born-Oppenheimer 
consideration, which can be used for diagnostics and 
characterization of the device in transition to Coulomb 
blockade or Kondo, dynamical features of Negative 
Differential Resistance (NDR), interaction with external 
laser field, and STM-IETS experiments. As a first step we 
propose to develop a theoretical scheme to partition 
the mixed transport situation in the junction into a set 
of coupled conventional charged states, thus bridging 
open and isolated system considerations. One can 
either extend n-projection technique and/or approach 
by Schoeller et al. to deal with correlation functions, or 
separate Fock spaces by introducing fictitious chemical 
potential. In particular, this would allow use of inputs 
from modern quantum chemical approaches (such as 
configuration interaction, (time-dependent) density 
functional theory, etc.) in modeling of molecular 
transport. To treat large molecules, we will generalize 
equilibrium linear-scaling methods to transport 
situation.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Apart from expected fundamental achievements, 
this will boost experimental LANL studies in this 
area, particularly bridging several CINT thrusts, and 
enhancing existing theory/experiment LANL programs 
on nanomaterials research This project supports 
the DOE missions in Threat Reduction and Energy 
Security. The work ideally complements and enhances 
several existing theory/experiment LANL programs on 
nanomaterials research, and, if realized, will strengthen 
Complex Electronic Materials and Nanotechnology 
thrusts in the strategic area of nanoscience.

Scientific Approach and Accomplishments
 

This is the final report for this Postdoctoral project. 
After the first year, the Director-funded Postdoctoral 
Fellow, Michael Galperin, has joined faculty at UCSD. 
During his appointment as a Director’s Postdoctoral
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 Fellow he worked on several projects in the field of theo-
retical description of molecular systems out of equilibrium. 
In particular, completed projects include:

Nonlinear transport in molecular junctions

Strongly correlated resonant transport is an area of 
importance for building molecular based logic and memory 
devices. One of physical mechanisms for switching and 
negative differential resistance proposed by us earlier and 
developed in several papers is based on electron-slow 
vibration interaction, leading to formation of dynamic 
polaron. The mechanism was criticized as an artifact of 
the treatment by Alexandrov and Bratkovsky in several 
papers. in this work we developed and published [1] strict 
mathematical proof of validity of our approach. Moreover, 
our generalized mathematical scheme, provides isolated 
molecule results by Alexandrov and Bratkovsky in one limit, 
and our slow vibration results in another (static limit).

Optical response of current carrying molecules 

Development of experimental techniques brings this area 
to the forefront of research. The issueis of importance 
both due to potential applicability to development of 
opto-electronic molecular devices, and as a promising 
diagnostic tool so much needed in molecular electronics. 
Our effort on this track was twofold. First, we developed 
and published [2] first non-equilibrium linear response 
theory capable of dealing with optical response of realistic 
molecular junctions. This is in contrast to simple model 
based treatments available in the literature. Second, within 
simple model approach we developed (to be submitted) 
a theory of Raman scattering in transport junctions. The 
issue is of importance due to recent experimental data on 
simultaneous measurement of conductance and Raman 
response of molecular junctions, which provide comple-
mentary information on the junction characteristics. 
Interestingly, that non-equilibrium character of the system 
leads to effects which are not observed in usual (equilib-
rium) Raman experiments: inverse Raman scattering and 
&#160;interference effects between different scattering 
processes. One of the goals for future research is formula-
tion of an approach capable of dealing with the issue in 
realistic systems.

Non-equilibrium atomic limit

Proper theoretical description of strongly correlated 
transport in molecular systems requires formulation 
of the theory in the language of many-body molecular 
states rather than effective single-particle orbitals. This is 
due to sensitivity of molecular and vibrational structure 
(especially for small molecules) to change in charging 
and excitation states of the molecule. This approach also 

provides possibility to take into account on-the-molecule 
correlations and incorporate sophisticated quantum 
chemistry methods into transport calculations (thus 
bridging between two research communities in quantum 
chemistry). Besides, optical response of molecular junc-
tions (discussed above) is more convenient to formulate in 
the language of molecular states (all the standard spec-
troscopy is formulated this way). The main problem in such 
description is inability to map non-equilibrium state of the 
molecule in the junction into set of well-defined charge 
and excitation states of isolated molecule (absence of 
proper non-equilibrium atomic limit). During postdoctoral 
work at LANL we made a first step in development and 
application of the many-body states approach to inelastic 
transport in molecular junctions [3].
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Abstract

The first example of a lanthanide metal complex 
featuring a metal-phosphorus multiple bond (Ln=P), or 
phosphinidene, functional group has been prepared 
and isolated.  The lutetium phosphinidene complex 
exists as a dimer and possesses bridging phosphinidene 
groups.  Unlike the transition metals and actinides, 
lanthanide phosphinidenes were an unknown class 
of compounds until this work.  Due to the electronic 
mismatch between the “hard” lanthanide and the 
“soft” phosphorus, this new class of molecules is antici-
pated to provide crucial information concerning the 
nature of and degree of covalency in Ln metal-ligand 
bonding, which will enhance our ability to develop 4f-5f 
element separations schemes for advanced nuclear fuel 
cycle and waste management efforts within the DOE 
complex.  

Background and Research Objectives

Transition-metal complexes containing metal main-
group element multiple bonds (M=E, E = C, N, O, P) 
have been of great interest owing to their intriguing 
bonding properties as well as being implicated as key 
intermediates in many industrially important processes 
such as olefin metathesis (catalyzed by alkylidene 
complexes, M=CR2) and phosphine dehydrocoupling 
(catalyzed by phosphinidene complexes, M=PR).  The 
f-block elements are comprised of both the lanthanides 
(also known as 4f-elements) and the actinides (also 
known as the 5f-elements). For the f-block elements, 
actinide complexes containing terminal oxo (U=O), 
imido (U=NR), and phosphinidine (U=PR) fragments 
are known; while there have been reports of lan-
thanide systems with bridging and capping imido units, 
examples possessing terminal main-group element 
multiple bonds remain elusive.  The goal of this project 
was to develop methods for synthesizing 4f-element 
complexes containing lutetium-nitrogen (Lu=N), 
-oxygen (Lu=O), -phosphorus (Lu=P), and –carbon 
(Lu=C) multiple bonds.  

Lanthanide Main-Group Element Multiple Bonds
Jaqueline Loetsch Kiplinger
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Importance to LANL’s Science and 
Technology Base and National R & D Needs

The chemistry of the f-elements is critical to DOE 
nuclear weapons mission areas (stockpile steward-
ship, environmental remediation, waste management).  
Through the synthesis of new f-element compounds 
this program will provide important information about 
metal-ligand bonding and improve our ability to reliably 
predict chemical behavior in a variety of environ-
ments.  For example, f-block elements containing metal 
main-group element multiple bonds (M=E, E = C, N, 
O, P) could be involved in depolymerization chemistry 
(which would ultimately produce gas) in DOE complex 
waste containers.  Furthermore, complexes such as the 
lanthanide phosphinidene complexes prepared in this 
project are anticipated to provide crucial information 
concerning the nature of and degree of covalency in Ln 
metal-ligand bonding, which will enhance our ability 
to develop 4f-5f element separations schemes for 
advanced nuclear fuel cycle and waste management 
efforts within the DOE complex.  

Scientific Approach and Accomplishments

Transition-metal complexes containing metal main-
group element multiple bonds (M=E, E = C, N, O, P) 
have been of great interest owing to their intriguing 
bonding properties as well as being implicated as key 
intermediates in many industrially important processes 
such as olefin metathesis (catalyzed by alkylidene 
complexes, M=CR2) and phosphine dehydrocoupling 
(catalyzed by phosphinidene complexes, M=PR).  The 
f-block elements are comprised of both the lanthanides 
(also known as 4f-elements) and the actinides (also 
known as the 5f-elements). For the f-block elements, 
actinide complexes containing terminal oxo (U=O), 
imido (U=NR), and phosphinidine (U=PR) fragments 
are known; while there have been reports of lan-
thanide systems with bridging and capping imido units, 
examples possessing terminal main-group element 
multiple bonds remain elusive. 
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The goal of this project was to develop methods for 
synthesizing 4f-element complexes containing lutetium-
nitrogen (Lu=N), -oxygen (Lu=O), -phosphorus (Lu=P), and 
–carbon (Lu=C) multiple bonds.  This project only lasted six 
months, but within this short time period, we successfully 
synthesized the first lanthanide complex featuring a phos-
phinidene functional group.  As shown in Figure 1, reaction 
of the bis(alkyl) lutetium(III) complex (PNPiPr)Lu(CH2TMS)2 
with 2,4,6-Me3-C6H2PH2 (MesPH2) at 80°C resulted in the 
formation of the lutetium(III) phosphinidene complex 
as a red colored solid in 52% isolated yield. The 31P{1H} 
NMR spectrum (C6D6) for the diamagnetic phosphinidene 
complex exhibits a diagnostic pentet at δ 186.8 ppm 
coupled to a triplet at δ 18.1 ppm (2JP-P = 14.6 Hz) consis-
tent with two bridging phosphinidene units between two 
(PNPiPr)Lu fragments.

Figure 1. Synthetic route for preparing the first lanthanide phos-
phinidene complex.

The solid-state structure was determined and revealed 
an asymmetric Lu2P2 core (Figure 2) for the dimer of the 
terminal phosphine (PNPiPr)Lu=PMes. The Lu=P bond 
distances (2.6029(15) Å and 2.5976(14) Å), are shorter 
than the Lu-P bond distances reported for the few known 
lutetium phosphide complexes (Lu-Pave = 2.794 Å).  This 
shortening is consistent with multiple bond character 
between the Lu and P atoms.  

Figure 2. Molecular structure of the lutetium phosphinidene 
dimer complex.

Due to the electronic mismatch between the “hard” 
lanthanide and the “soft” phosphorus, these 4f-element 

compounds could become a platform for catalytic organo-
phosphorus group-transfer processes and other C–P 
bond-forming reactions.  In preliminary reactivity studies, 
the dimer complex breaks up and reacts like a terminal 
phosphinidene, transferring the organophosphorus group 
Lu=PR’) to aldehydes and ketones to make phosphaalk-
enes, such as R’P=C(C6H5)2 (Figure 3).  This reactivity is 
similar to known nucleophilic transition-metal phos-
phinidene systems and suggests that it will be possible to 
prepare a stable terminal lanthanide phosphinidene for 
direct comparisons with actinide phosphinidene systems. 
For example, reaction of with pivalaldehyde affords 
E-MesP=C(H)tBu (48% yield, 31P NMR δ 227.1 ppm), and 
with benzophenone yields MesP=CPh2 (72% yield, 31P NMR 
δ 234.0 ppm).  Concomitant formation of [(PNPiPr)LuO]x is 
likely, but to date we have not been able to ascertain the 
fate of the lutetium by-product.  

Figure 3. Reactivity of the lutetium phosphinidene dimer complex 
with aldehydes (top) and ketones (bottom).

Attempts to disrupt the dimer and stabilize a terminal 
phosphinidene using Lewis bases were unsuccessful (PMe3, 
tmeda, DMAP, or bipyridines) or resulted in decomposi-
tion (O=PMe3). Kinetic stabilization was also explored 
using the sterically demanding phosphine, 2,4,6-tBu3-
C6H2PH2 (Mes*PH2).  Reaction of a toluene-d8 solution of 
the bis(alkyl) lutetium(III) complex (PNPiPr)Lu(CH2TMS)2 or 
(PNPPh)Lu(CH2TMS)2 with Mes*PH2 at 80°C for 12 h resulted 
in quantitative formation of a phosphaindole as deter-
mined by 31P NMR spectroscopy (Figure 4).   For transition-
metals, the production of the phosphaindole signals the 
generation of a transient terminal phosphinidene complex, 
which reacts with a C-H bond on the Mes* ortho-tBu group 
to give the phosphaindole.

Figure 4. Generation of a phosphaindole through a transient 
terminal phosphinidene intermediate.

The first lanthanide complex featuring a phosphinidene 
functional group has been prepared and isolated. Although 
the large ionic radii of the lanthanide ions make it chal-
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lenging to introduce enough steric saturation to stabilize 
a terminal phosphinidene, these results demonstrate that 
the formation of lanthanide phosphinidenes is possible 
and that the phosphinidene dimer behaves as a nucleo-
philic phosphinidene transfer reagent. This new class of 
molecules is anticipated to provide crucial information 
concerning the nature of and degree of covalency in Ln 
metal-ligand bonding, which will enhance our ability to 
develop 4f-5f element separations schemes for advanced 
nuclear fuel cycle and waste management efforts within 
the DOE complex.  Efforts focused on stabilizing a terminal 
lanthanide-based phosphinidene complex by modifying 
both the supporting ligand and the substituent on the 
phosphorus atom will be future objectives in our labora-
tory.
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Introduction

Computer simulation models are important tools to 
address water resources issues that confront today’s 
society. These models allow a water resource manager 
to test “what if” type of questions and examine the 
response of surface and subsurface components of 
the water cycle. In simulating a river basin in regions 
that are arid or semi-arid, it is important to break the 
watershed into small parts to more accurately define 
the response in space and time. Los Alamos National 
Laboratory (LANL) has used its high performance com-
puting capabilities to develop a hydrologic model of a 
semi-arid river basin. This model will represent land 
surface processes on the order of 100 meters provid-
ing information at a level of detail that has not been 
possible for larger river basins. The model will track 
the surface and subsurface components of the river 
basin water balance giving a more complete picture of 
the status of water resources. A key step is developing 
codes that can be used on parallel computers, which 
has not been done for large river basin simulations link-
ing surface and groundwater. The parallel computer ap-
proach will be able to take advantage of the branching 
structure of river networks to allocate sections of the 
river basins to various processors available on the com-
puter. Another contribution will be tools to estimate 
parameters required for the hydrologic model. The fine 
spatial grid will require soil properties be estimated for 
each location, which can number into the millions. We 
will use available data to train equations that can esti-
mate hydrologic parameters using simpler and easier to 
obtain information. This approach has the advantage of 
being applicable to other types of hydrologic models. 
The model will be tested against observations on a river 
basin in New Mexico.

Benefit to National Security Missions

This project will support the DOE missions in Scientific 
Discovery and Innovation and Environmental Responsi-
bility by enhancing our capabilities to simulate complex 
environmental systems at resolutions where decision 
makers can determine impacts of issues such as in-
creased thermoelectric power generation in a region.

High-Resolution Physically-Based Model of Semi-Arid River Basin Hydrology
Everett Springer
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Progress

The newest sequential version of Triangular Irregular 
Network-(TIN) based Real-Time Integrated Basin Simu-
lator (tRIBS) from New Mexico Tech University (NMT) 
was integrated with our parallel implementation. The 
major enhancement to tRIBS was the addition of a 
snow accumulation and melt routine that created new 
classes and modified other classes. New code was re-
quired for handling “runon” when running in parallel, 
ordering groundwater flux contributions for repeatable 
results, and updating of the restart mechanism. Prob-
lems were fixed when calculating the voronoi polygon 
information. An input option and code were added to 
write out results in binary for visualization. Currently, 
the NMT benchmarks of a single element (Peacheater 
basin, Small basin, Puerco basin, and Redondo basin) 
run correctly for multiple processor runs. The La Jara 
and Quemazon snow benchmarks have identified a po-
tential bug in the parallel implementation that is being 
traced.

A critical objective of this project is to assess the impor-
tance of coupled surface and subsurface flow in semi-
arid regions.  To this end we leverage the strengths of 
two state-of-the-art simulation codes that have previ-
ously focused on either surface or subsurface flow. 
Specifically, state-of-the-art surface flow codes, such as 
tRIBS, are designed to handle large river basins with sig-
nificant topographic features while interfacing well with 
geographic information system (GIS) data. However, the 
subsurface flow model in tRIBS is highly simplified. In 
contrast, state-of-the-art subsurface flow codes, such as 
Finite Element Heat and Mass (FEHM), are well suited 
for complex subsurface geometries and both saturated 
and unsaturated flow scenarios, but have either simpli-
fied or nonexistent surface flow.

After assessing the tRIBS and FEHM codes and relevant 
algorithms we determined that the best approach to 
coupling the codes was at the physical surface of the 
ground. Previous grid incompatibilities were corrected 
by adding a surface mesh capability in FEHM with sim-
plified hydrologic routing. The FEHM code uses control 
volume finite element (CVFE) discretizations. This al-
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lows the grid used in tRIBS to be represented exactly in 
FEHM and greatly enhances the mass conservation of the 
overall system. The LANL CVFE grid-building code Los Ala-
mos Grid Toolbox (LaGrit), used in conjunction with FEHM, 
allows the common surface grid (tRIBS’ triangular mesh) 
to be extended in a computationally efficient manner in 
the subsurface by insuring that the triangular surface mesh 
forms bases of three-dimensional tetrahedral elements 
that are then used to represent the subsurface volume. To 
correctly handle macropore flow correctly, a dual perme-
ability capability was added to the Richards’ Equation mod-
ule in FEHM [1].

The Ponderosa Pine Hillslope site at LANL provides a 
unique setting in which to validate the tRIBS and FEHM 
codes through a detailed a detailed surface/subsurface 
modeling study. In particular, significant differences in 
snowpack depth and melt conditions at the Ponderosa site 
during the 1990s generated flow in to distinct regimes, 
namely dominant surface runoff during years with low 
snow pack, and significant lateral subsurface flow in years 
with high snow pack. In addition, the site is well character-
ized with core samples, infiltration rates, saturation profiles 
and runoff data [2, 3].

Using the core data and surface elevation data from the 
Ponderosa site [2], we built a solid earth model that hon-
ored the layered stratigraphy, and generated a mesh suit-
able for flow simulations in FEHM. Using estimates of the 
layer properties and uniform infiltration on the surface, 
preliminary simulations of unsaturated flow were conduct-
ed. This work positions us to proceed with the final model 
development, and to conduct calibration and uncertainty 
studies.

In collaboration with LANL, NMT collaborators began to 
develop a Ponderosa site specification for tRIBS. Using a 
similar subsurface stratigraphy, surface elevation data, 
vegetation maps, and stochastic rainfall they conducted 
preliminary simulations of surface run-off. This work is a 
key step in establishing a common model of the Ponderosa 
site for both FEHM and tRIBS, as well as demonstrating the 
feasibility of the study.

We continued to collect data for model forcing, model pa-
rameters, and model testing for the Rio Ojo Caliente Basin 
in New Mexico. The University of California at Irvine has 
generated a set of weather data for the southwestern U. S. 
on a 4 x 4 km grid [4], and we have extracted the data for 
the Rio Ojo Caliente. These data will be the model forcing 
data for our simulations. We are also looking for data to 
test our simulation results. The Global Land Data Assimila-
tion System (GLDAS) provides distributed data from differ-
ent land surface models at various resolutions. The highest 
resolution available is 1/8° for the MOSAIC land surface 
model, and in Figure 1, the number of cells from MOSAIC 

that overlay the Rio Ojo Caliente can be seen. Although 
these grid cells are large compared to the resolution of our 
models, they do provide us with some distributed data to 
check our simulations.

Figure 1. Rio Ojo Caliente Basin overlaid on 1/8-degree grid cells 
for MOSAIC Land Surface Model to provide spatial data to check 
model performance.

Future Work

The completion of the benchmark simulations for the 
parallel version of tRIBS and a series of simulations dem-
onstrating the effectiveness of the parallel implementation 
on a river basin will complete this parallelization task for 
this project. The test will involve developing a finer grid 
representation and simulating the basin response for a 
given period. We will examine changes in simulation time 
to determine the effectiveness of the parallel version.

The study of surface/subsurface coupling at the Ponderosa 
site drives our development of the two state-of-the-art 
tools, tRIBS and FEHM, towards a common interface at the 
earth’s surface. In FEHM recent developments facilitate 
the use of a common surface triangulation; in addition, 
FEHM has a simple surface hydrologic routing capability. 
Thus, each code can simulate the surface/subsurface flow 
at the Ponderosa site. However, it is anticipated that the 
different inputs and resulting flow regimes will play to the 
strengths of one code versus the other. Thus, we plan to 
conduct calibration and uncertainty studies of the Pon-
derosa site for both tRIBS and FEHM independently, and 
then in a coupled state. Since the lateral subsurface flow is 
dominated by the flow through macropores [3], we plan to 
study the impact of the recently developed double-perme-
ability model in FEHM on the calibration and uncertainty. 
During this work we will develop a common driver for both 
tRIBS and FEHM that will facilitate sequentially coupling 
these codes. Data transferred will consist of combinations 
of head data, saturation (moisture content), and water 
flux. We anticipate the strength of the surface/subsurface 
coupling to be different in the wet and dry years, and plan 
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to explore automatic adjustment of the time step size and 
the frequency of data passing.

The simulation of the period from 1996 – 2006 for the Rio 
Ojo Caliente Basin will be completed during the next year. 
The forcing data will be formatted for tRIBS and additional 
model parameters will be developed. Data for comparison 
of the model results will include snow cover, snow water 
equivalent, soil moisture, and streamflow. Soil parameters 
will be estimated with help from the Texas A&M collabora-
tor. 

Conclusion

Water resources is a critical issue that confronts many re-
gions of the United States. This effort will develop a tool 
that will allow simulations to be performed faster while 
providing more local information on water resources re-
sponses. This model will link surface and groundwater sys-
tems so a more complete understanding of a basin’s water 
resources is given. Tools will be developed to supply infor-
mation needed to run the model, and these tools will have 
applications to other modeling efforts such as weather 
prediction.
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Introduction

Widespread dissemination of biological pathogens 
remains a catastrophic threat to humankind and rapid 
pathogen detection is critical to averting disaster. How-
ever, current autonomous detection approaches do not 
provide rapid detection with sufficient specificity to be 
of value, which is a critical breach in our nation’s de-
fense. To bridge this gap, we are creating a sensor plat-
form that detects and identifies pathogens by rapidly 
and iteratively performing an assay decision tree based 
on smart pathogen signatures. This approach eliminates 
highly complicated microfluidics and parallel assays 
that inherently fail due to complexity, cross reactivity of 
reagents, and cost. To achieve this, we will use field gra-
dient-based micromanipulation approaches to develop 
a programmable sample preparation platform using 
microspheres as both preparatory ‘carrier’ surfaces and 
multiplex assay components. This new preparation and 
assay approach will be combined with computation-
ally designed ‘smart signatures’ to perform hierarchical 
sample interrogation, in which feedback from sample 
analysis is used to guide further interrogation. Finally, 
we will integrate our sample preparation and ‘smart’ 
assays with cutting edge miniature flow cytometry 
sensors to detect pathogens of critical importance to 
aerosol monitoring efforts. Creation and demonstration 
of this sensor approach will have far reaching impact in 
the fields of sample preparation and pathogen signa-
ture design. Completion of the project would directly 
fulfill LANL’s mission by creating an innovative core sen-
sor platform that will provide early warning of biological 
weapons and public health threats.

Benefit to National Security Missions

Completion of the project would directly impact NNSA’s 
threat reduction mission by creating a sensor platform 
that will provide early warning of biological weapons 
and public health threats. Furthermore, the basic sci-
ence developed here will have impact in the fields of 
sample preparation and pathogen signature design.

Rapid Iterative Detection Using Smart Pathogen Signatures
John Martin Dunbar
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Progress

We advanced the delivery of our major product—an 
autonomous integrated biosensor—by 7 months and 
are on track to achieve this goal.

Specific Aim 1: Develop particle manipulation field gra-
dient systems using functionalized and optically encod-
ed microspheres for sample preparation and dynamic 
assay delivery.

For each process step, we evaluated almost all possible 
field manipulation techniques in isolated devices.  This 
allowed us to down-select the best fields and devices 
for use in our prototype biosensor.  For example, we 
successfully built acoustic lysis devices that will be ap-
propriate for the biosensor. Conversely, we abandoned 
dielectric particle (DEP) positioning because substantial 
performance and device improvements would be re-
quired for practical use. Such field manipulation com-
parisons are complete for all anticipated process steps.  
Further, we progressed to validating required field ma-
nipulations in microfabricated prototype components 
(e.g. sample trapping and mixing chamber, lysis cham-
ber) that will be assembled in the biosensor.

We have two very notable accomplishments. First, 
we developed a general acoustic approach to sample 
processing for pathogen detection that is adaptable to 
microfluidics and is capable of lysing cells, spores, and 
viruses (and demonstrated this in a very quantitative 
fashion). Lysing – the disintegration of a biological entity 
in order to analyze its contents – is a highly sought-after 
goal that will have impact throughout the microfluidic 
processing field. Second, we have developed an acoustic 
positioning device that uses square capillaries. This was 
of critical importance because our original cylindrical 
flow device for acoustic focusing, which won an R&D100 
award in 2007, was ill suited to microfabrication. Square 
capillaries are compatible with microfabrication.  Thus, 
we can now use acoustic positioning for sample analysis 
in a microfluidic format.
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Specific Aim 2: Develop sets of pathogen signatures for 
target organisms to provide an iterative set of assays for 
use with detection platform efforts.

In this aim our technical progress has exceeded our goals. 
We developed a new type of assay— Multiplexed Oligo-
nucleotide Ligation PCR (MOL-PCR)—to overcome limita-
tions of conventional nucleic acid detection assays.  Using 
this new assay approach, we computationally designed 
multiple nucleic acid signatures for detection of each of 
our 4 primary target pathogens, plus 3 additional respira-
tory pathogens desired by the New Mexico department 
of Health (NMDH).  Some important elements of the com-
putational work are described in a publication (Gans & 
Wolinsky, 2008).  We tested and validated the detection 
assays with real aerosol samples obtained from the NMDH. 
We also developed complimentary immunoassays for 2 of 
the 4 pathogens and are now refining the performance of 
these assays prior to benchmarking.  Deployment of immu-
noassays and MOL-PCR assays will demonstrate the flex-
ibility of the biosensor platform and also enables detection 
of intact bacteria or flu virus as well as nucleic acid from 
lysed bacteria or flu virus.  We are currently benchmarking 
performance of the pathogen detection assays with aero-
sol samples from the NMDH and are progressing to validat-
ing the detection assays with microfabricated components 
that will comprise the prototype biosensor.

Again, we would like to point out two very significant re-
sults. First, we developed a MOL-PCR signature set that can 
rapidly discriminate F. tularensis tularensis (the most viru-
lent subspecies) from other closely related subspecies—a 
feat that has been difficult to achieve with conventional 
assay modalities. Furthermore, we have demonstrated 
improvements in detection of degraded samples by MOL-
PCR, as compared to conventional amplification tech-
niques, which is important because most environmental 
samples show significant nucleic acid degradation. 

Specific Aim 3: Integrate particle manipulation with sen-
sors and process control to create a prototype detection 
platform to perform assays using smart signatures on 
pathogens of interest.

Integration of biosensor components with sample assays 
and development of a control system is proceeding on 
schedule.  We successfully fabricated prototypes of each 
of the 4 process components needed for the biosensor.  
Fabrication and basic testing of each component (with 
microspheres, spores, vegetative cells, virus particles, and 
protein or DNA) involved multiple iterations (e.g. Figure 1) 
to achieve acceptable performance characteristics.  The 
most complex component—the thermal cycling unit for 
nucleic acid detection assays—is in the final stages of itera-
tion and testing.  We are progressing to validating perfor-
mance of each component with representative samples.   

The optical detector module is in the final stages of assem-
bly.  The general architecture of the prototype biosensor 
is established (Figure 2).  We have a test version of the 
control software to drive pumps, valves, data acquisition, 
and iterative sample interrogation.  System requirements 
for power, frequency modulation, and control circuitry are 
straightforward.  We are progressing to fabrication of a 
custom circuit board for system control.

Figure 1. Fabricated trapping chambers.  These are examples of 
the major versions of fabricated chambers tested for use in the 
prototype biosensor.  Similar design iterations occured for other 
components of the biosensor.

Figure 2. Biosensor components.  The prototype biosensor will 
contain 4 microfabricated components, as shown, to perform dif-
ferent steps in sample processing and interrogation.  The optical 
detector to readout the results of immuno and nucleic acid 
detections assays is shown and is in the final stages of assembly 
and testing. The pump, valves, and tubing to connect the com-
ponents, and deliver samples and reagents are not shown.  The 
control circuitry (not shown) and software to operate the proto-
type biosensor are being completed.
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Future Work

Despite immense national investment in autonomous 
pathogen sensors, the lack of robust fieldable pathogen 
detection remains a glaring weakness in the nation’s de-
fense against biological weapons. This weakness traces to 
the use of complex microfluidics and impossibly parallel 
biochemical assays.

To solve this issue, we are developing technologies to cre-
ate a robust sensor platform for miniature autonomous 
pathogen detection.  This platform combines force based 
particle micromanipulation approaches (acoustic, dielec-
trophoretic and magnetic), with flow cytometry sensors, 
and assays that use ‘smart’ pathogen detection signatures. 
This platform will use a feedback-driven control system 
based on environmental input and assay results to auto-
mate sample preparation, assay chemistry and detection 
using recursive serial application of a hierarchical decision 
tree approach. We will demonstrate automated detection 
of pathogens of concern in aerosol form, including B. an-
thracis spores and cells, F. tularemia, Y. pestis and influenza 
virions.

To accomplish our overall goal we have three primary de-
liverables that are completed or schedule for completion.

FY2007 and FY2008

An automated field-based sample preparation system.1. 

A minimal set of smart pathogen signatures for our 2. 
organisms of interest.

These goals have been completed.

FY2008 and FY2009

A prototype demonstration system that weds the 1. 
sample preparation unit with low cost miniature flow 
cytometry sensors to perform rapid iterative pathogen 
assays using a decision tree process.

Success in this final step will be determined as follows:

The system and signatures will be combined to create a 
prototype system that can detect the test organisms in 
less than one hour by programmably and autonomously 
performing immunoassays and nucleic acid assays in fewer 
than 5 and 15 minutes, respectively.

Conclusion

This project will develop the technologies to create func-
tional fieldable autonomous sensor systems to detect 
biological threats. The technologies under development 
(force-based particle manipulation, microflow detection 

and pathogen detection signature design) will minimize the 
need for complex microfluidic circuits and result in robust 
autonomous sensor systems critical to the nations defense. 
Once our sensor systems are developed we will integrate 
our autonomous sample preparation and ‘smart’ assays 
to create a system to detect pathogens of critical impor-
tance to aerosol monitoring efforts. As such, this effort will 
directly improve our nation’s defense against biological 
weapons of mass destruction.
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Introduction

The most profound outcome of the large-scale ge-
nome sequencing effort is the revelation of how little 
is known about the functions of a very large fraction 
of genes in every organism sequenced to date. In fact, 
the fraction of the human genome that has not been 
assigned function is the same now as when the human 
genome project began. Even in Escherichia coli K12, our 
most comprehensively studied bacterium, a fully an-
notated function cannot be assigned to 43% (1873 of 
4359) of its protein-encoding genes. Significantly, there 
is no functional information for a large fraction (48%) 
of protein-encoding genes in both A/B listed pathogens 
and bacteria central to DOE’s Genomics:GTL research 
program.  Yet, sequence comparisons have established 
that most of these genes of unknown function are con-
served in hundreds of other organisms, indicating that 
they have been maintained through evolution and must 
serve essential functions. We are developing a sys-
tematic strategy to discover the function of unknown 
genes. In contrast to previous efforts that focused on 
single genes or proteins, we propose a systematic ap-
proach to function discovery that utilizes the functional 
relatedness inherent in the regulation and operation of 
biochemical pathways.  Our approach requires the de-
velopment of a high throughput screen for identifying 
the small effector molecules that bind to transcription 
factors and regulate gene transcription.  These effector 
molecules provide insight into the function of the genes 
they regulate.

Transcription Factors - Gene transcription, the first step 
in protein expression, is catalyzed by RNA polymerase 
that reads along the DNA sequence.  Transcription fac-
tors are a class of proteins that bind DNA and act in the 
cell to regulate – that is, turn on or off – the transcrip-
tion of groups of functionally related genes in a regu-
lon.  Genes that encode for transcription factors can 
be easily recognized based on sequence analysis and 
identification of the helix-turn-helix motif characteristic 
of the DNA-binding domain.  The binding of the tran-
scription factor to DNA is modulated by the concentra-
tion of an effector molecule, which is often a product 
or substrate of the biochemical pathway encoded by 

A Systematic Strategy for Gene Function Discovery
Clifford Jay Unkefer

20070029DR

the regulon. When the concentration of the effector is 
high, the effector/transcription factor-binary complex 
predominates in solution; the binary complex has high 
affinity for a specific DNA sequence upstream of the 
transcribed genes and binding of the binary complex to 
this site on the DNA blocks RNA polymerase and gene 
transcription.  In this example, the transcription fac-
tor acts as a repressor of transcription; in other cases 
transcription factors can act as activators.  Because 
transcription factors can be identified by their charac-
teristic sequences and they function by binding effec-
tors molecules that are part of the regulated biochemi-
cal pathway, transcription factors are a springboard for 
systematic discovery of the function of all members of 
a regulon. 

Benefit to National Security Missions

This project directly supports the DOE Office of Science 
missions in bioenergy by enhancing our understanding 
of organisms involved in biomass conversion, biofuel 
synthesis, carbon sequestration, and bioremediation. In 
addition, this project will provide underpinning science 
in support of DOE/NNSA and DHS biothreat reduction 
missions.

Progress

Our most important progress this year was the devel-
opment of a Frontal Affinity Chromatography Mass 
Spectrometry (FAC-MS) approach that rapidly identifies 
transcription factor (TF) effectors and quantifies their 
binding to their target transcription factor. In our FAC-
MS-based TF effector screening technique, a purified TF 
is biotinylated and immobilized on avidin-coated beads 
and packed in a small column.  A mixture of potential 
ligands is continuously infused through the column and 
into the electrospray mass spectrometer. Molecules in 
the mixture that do not bind to the immobilized protein 
immediately elute in the void volume of the column.  
Active ligands bind to the immobilized protein until the 
capacity of the column is reached, at which point their 
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concentrations will increase to their infusion concentra-
tions. The breakthrough volume of bound ligands is related 
to the protein/ligand binding affinity with tighter binding 
ligands eluting at larger breakthrough volumes (longer 
times).  Because detection is by mass spectrometry, we can 
detect ligands at very low concentrations (nM) and obtain 
structural information on the retained ligands.  We use an 
electrospray Fourier transform mass spectrometer (FTMS) 
to detect compounds because it measures m/z with ppm 
accuracy, which allows us to predict the molecular formu-
lae of bound ligands to facilitate their identification.  The 
technology allowed us to discover a set of metabolite ef-
fectors that bind to an individual TF.  The elution profile 
for a set of potential effectors for the transcription factor 
metJ demonstrated binding of several metabolites in the 
methionine biosynthesis pathway. Adenosine monophos-
phate (AMP) does not bind to metJ and its elution profile 
is representative of compounds with low or no affinity 
for metJ.   S-adenosyl methionine (SAM) is known to be 
an effector for metJ. Our data confirm that SAM binds to 
metJ.  Interestingly, structural analogues of SAM, including 
S-adenosyl cysteine, S-adenosyl homocysteine, and thiom-
ethyl adeosine, bind to metJ with similar affinity.  Sets of 
metabolite effectors for a single TF were not observed 
previously because of the lack of an appropriate screening 
technology.  Because structurally related metabolites are 
often metabolically related compounds as is the case for 
SAM, S-adenosyl homocysteine, and thiomethyl adeosine, 
these data will yield important information for gene func-
tion discovery.

Future Work

DNA sequencing has yielded over 440 complete genome 
sequences of microorganisms. The most profound out-
come of this large-scale genome sequencing effort is the 
revelation that we do not know the function of a very large 
fraction of the sequenced genes. Gaining clear under-
standing of the function of the proteins that are encoded 
by these genes is the next essential goal in achieving a 
complete understanding of cellular function.  Through 
bioinformatic techniques, stretches of genomes are identi-
fied as hypothetical genes or open reading frames (ORFs) 
that encode proteins.  In all sequenced bacteria, the group 
of homologous ORFs with no assigned function comprises 
a large fraction (25-45%) of the genome. The fact that 
sequence homologs have been identified in hundreds of 
other genomes provides evidence that these ORFs are 
genes with important functions. For these proteins to be 
developed as potential targets for broad-spectrum thera-
peutics or to be exploited for energy production or climate 
stabilization, detailed functional analysis is essential. In 
contrast to previous efforts that focused on single genes 
or proteins, we have developed a systematic approach to 

function discovery that utilizes the functional relatedness 
inherent in the regulation and operation of biochemical 
pathways. We capitalize on the functional significance of 
transcription factor effectors and the functional relation-
ships of coordinately regulated genes. Characterizing tran-
scription factors will guide our subsequent discovery of the 
functions of the genes in their respective regulons. We will 
study the E. coli homologs by producing significant quanti-
ties of each encoded protein and use them as ligands on an 
affinity column with mass spectrometry detection to iden-
tify the small metabolites they bind; these metabolites will 
be potential effectors of the TFs and later the substrates, 
products and cofactors of enzymes within the pathway.  
These data will allow assignment of function.

Conclusion

We will develop and perfect a novel approach to discov-
ery of gene function and will apply this approach to study 
genes of unknown function from pathogenic and impor-
tant environmental bacteria.  We expect to discover new 
metabolic pathways, energy transduction mechanisms, 
regulatory networks and signaling cascades in environmen-
tal bacteria that can be manipulated for advancing produc-
tion of sustainable energy sources and control of global 
greenhouse gas cycles.  In pathogens, we expect to find 
virulence and antibiotic resistance factors and targets for 
the next-generation of antibiotics to be used in the fight 
against man-made or natural health threats.
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Introduction

A pandemic of human H5N1 avian-like influenza could 
cause many millions of deaths worldwide. We urgently 
need to understand influenza’s potential for human 
infection, human-to-human transmission, and sever-
ity of disease (the “phenotype”). Unfortunately, the 
knowledge to make these predictions does not exist. 
We address this deficiency by innovatively combining 
experimental analyses of molecular markers with new 
computational tools (“the functional profile”), to as-
certain the genomic basis of differences in phenotypes 
among diverse influenza strains. We are accomplishing 
this by developing assays based on in vitro infection 
with different strains of influenza, and searching for 
host genetic markers in the response to such infections 
that distinguish between virulent strains and less viru-
lent ones.

Our comparative approach, studying multiple influ-
enza strains, is innovative because we are combining 
theoretical and experimental tools to the problem of 
predicting, in a complex system, the outcome of infec-
tion. However, this is a high risk scientific goal, because 
the existence of predictive markers is not a given. How-
ever, the potential to develop the knowledge and tools 
necessary to predict the pandemic potential of any 
influenza virus is crucial scientific objective, which was 
validated by our internal and external reviewers during 
our mid-project review. Moreover, our results will have 
significant implications for understanding genomic-
phenotype relations in other pathogens.

Benefit to National Security Missions

This project supports the DOE mission in Threat Reduc-
tion by lowering the threat from biological weapons of 
mass destruction, and also the mission of Harnessing 
the Power of the Living World, as stated by the Office of 
Science Strategic Plan, by defining and predicting what 
makes (influenza) viruses pathogenic.

Host-Pathogen Interactions (Pathomics) in Avian Influenza
Ruy Miguel Ribeiro

20070099DR

Progress

We have now completed a set of experiments infect-
ing primary human upper airway epithelial cells, which 
are the primary site for attachment of influenza A virus, 
with A/Hong Kong/486/97 (H5N1), RSV (another RNA 
virus), and appropriate controls for 0, 8, and 24 hour at 
a low multiplicity of infection. The mRNAs induced by 
these infections were analyzed by commercial genome 
microarrays. This work indicated the possibility of the 
following genes as putative markers for early and high 
pathogenicity H5N1-specific infection: genes induced 
by interferons (e.g., IFI, G1P, MX, OAS); chemokine 
genes (e.g., CXCL, CCL); inflammatory cytokines (e.g., 
IL1α/β); and anti-viral serum amyloid proteins (e.g., 
SAA1-4). These results will be confirmed with further 
experiments (see below). In a parallel approach, we 
completed a large set of infection experiments of 
A549 human epithelia cells using influenza strains (A/
HK/483/97 (H5N1 – high pathogenicity), A/Sydney/5/97 
(H3N2 – medium pathogenicity), A/Beijing/262/95 
(H1N1 – medium pathogenicity), and B/Harbin/07/94 
(low pathogenicity)) that represent high, medium and 
low virulence levels. Infected A549 cell samples were 
collected for two different infection doses (multiplic-
ity of infection of 1 and 4) and six different time points 
with each influenza strain. Subsequently mRNA ex-
pression analysis of 24 host marker candidate genes 
was conducted on all infection samples along with full 
controls, using quantitative real time polymerase chain 
reaction (RT-PCR). We have performed an additional 
set of infections with a different H3N2 virus to compare 
variation of gene response within the same subtype of 
influenza. Further mRNA measurements were done on 
a second round of experimental in vitro infections with 
other highly pathogenic viruses A/Vietnam/1203/2004 
and A/HK/156/1997. We have also acquired and per-
formed infections with a low pathogenic H5N1 strain 
(A/Hong Kong/486/97), which is a crucial control for 
the high pathogenic H5N1 strains. The mRNA from 
these latter experiments will be processed shortly. All 
H5N1 infections were done at Lovelace Respiratory 
Research Institute under Biological Safety Laboratory 3 
– BSL3 – conditions.
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One of the most novel aspects of this project is the pro-
duction of truly dynamical time course of cellular infec-
tion and genomic expression. The analysis of this type of 
data is challenging and we are developing permutation/ 
computational methods to analyze this quantitative mRNA 
expression data. We extended our previous (see last year's 
report) dendogram clustering analyses and heat maps 
of gene expression of influenza infection to include data 
on H5N1 infection at different time points (Figure 1). It is 
already clear, even in this preliminary analysis, that H5N1 
has a different expression profile from other strains. After 
identifying informative host genes, we are now mapping 
them onto their respective pathways, to model the gene 
networks specific to influenza infection. We have availed 
ourselves of a commercial platform developed by Ingenu-
ity Systems to analyze the relevant pathways identified by 
genes with altered expression during influenza infection. 
We will study any differences in pathways involved in low 
and high virulence influenza infection. 

Figure 1. Clustering of the expression (by RT-PCR) of selected 
genes after in vitro infection with different influenza strains. 
Note the clearly stronger expression caused by highly pathogenic 
H5N1 influenza (highlighted by the box at the top left) compared 
to H1N1 and H3N2 influenza. The arrow at the bottom indicates 
the expression of IFNbeta, an important immune response gene, 
which behaves differently than the other genes.

The most important genes identified by the theoretical 
and pathway analyses are the targets for an automated 
gene discovery processing. The objective of this analysis 
is, given a target protein, to identify proteins with a similar 
set of functions. That is, we use information available in 
public databases (from literature and experimental results) 
to better characterize the biological function of the genes 
identified during our work. This is automatically accom-
plished by BIOGRAM (Biological Graph Metrics), a novel 

software interface being developed by us to search protein 
annotations in the Gene Ontology database. An initial ver-
sion of BIOGRAM was used to score the ~20 proteins in the 
RT-PCR studies above against a database of ~14,000 hu-
man proteins.

Single amino acid changes in the viral genome can have 
dramatic changes on the influenza viral phenotype. How-
ever, those single amino acid changes that have been 
identified as having effects on phenotype seem to be 
dependent on the genotypic context in which they occur. 
We, therefore, believe that it is important to study the 
interactions and coupling between genotypic changes. In 
particular, we are interested in the conditions that pro-
mote reassortment among the gene segments. We have 
developed rigorous statistical and computational methods 
for predicting variation at coupled sites. Our preliminary 
studies have suggested some functional interactions in the 
influenza viral nucleoprotein, which may be important for 
viral fitness.

Non-structural protein 1 (NS1) of influenza A virus is re-
quired for virus replication. To better understand the func-
tional role of this molecule, we have engaged in the devel-
opment of a structural model for the NS1 protein dimer, 
which is its natural configuration. Based on our model, we 
have predicted residues important for intermolecular in-
teractions. Moreover, our protein modeling allowed us to 
discover that there exist similarities between the domain 
structures of the NS1 protein and host (human) signaling 
molecules, even though there is a lack of sequence homol-
ogy. Thus, these similarities could have not been found by 
sequence analysis. For influenza virus, the minimal replica-
tion unit, the viral ribonucleoprotein (vRNP) complex, is 
comprised of the three-polymerase proteins PB2, PB1, PA 
and the nucleoprotein NP. A low-resolution structure of 
the influenza virus polymerase complex by electron mi-
croscopy has been published [1]. We are collaborating with 
those authors to develop a new structure for the NP com-
plex with the observed 9-fold symmetry. We found that a 
single-stranded RNA in left handed helical conformation 
wraps around the NP 9mer complex (Figure 2). We are now 
modeling the structures of the full complex, including PB2, 
PB1 and PA.
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Figure 2. A low-resolution structure of influenza viral ribonu-
cleoprotein (vRNP) indicated a 9-fold symmetry (shown in the 
electron microscopy density). We have developed the structure 
for the NP complex with this 9-fold symmetry (cyan). We then 
modeled the structure of a single-stranded RNA in left-handed 
helical conformation wrapped around the NP 9mer complex 
(magenta).

At the cellular level, we have developed new models of 
viral dynamics and are applying them to model in vitro 
infection (Figure 3). This allows us to estimate critical 
parameters of viral infection, such as clearance rate and 
infection rate, and understand the lifecycle of influenza. 

Figure 3. We have modeled the infectious viral loading in an in 
vitro infection system, as predicted by three different models of 
the influenza life-cycle (solid, dashed and red lines).The experi-
mental data (squares) are from experiments performed on MDCK 
cells at various drug dosages, with each panel corresponding to a 
different drug concentration.

We have also studied quantitatively the epidemiology of 
H5N1 influenza, as well as that of other influenza subtypes. 
We have developed new methods to quantify transmission 
parameters, and detect and characterize influenza epide-
miology in real time. This may allow to track the changes 

of an emerging strain, as it mutates and becomes transmis-
sible between humans. (This work resulted in a news story 
featured in the May 29 edition of The Santa Fe New Mexi-
can: “Scientists examine new way to track outbreaks” by S. 
Vorenberg.)

Future Work

We developed a detailed experimental plan to conduct the 
experiments that are needed to complete our work. This 
was done taking into consideration the feedback provided 
by the mid-term review with internal and external review-
ers. We are going to finalize the infection experiments 
with H3N2, H1N1, and H5N1 (low pathogenic) strains of 
influenza in primary human upper airway epithelial cells 
for microarray analyses. We are also finishing the infec-
tions under BSL3 conditions (at Lovelace) using diverse 
H5N1 strains in A549 cells. The mRNA of these infections 
will be analyzed by RT-PCR (and possibly a custom in-house 
developed microarray). Finally, we will repeat some of the 
crucial experiments to assess reproducibility.

We will then use the computational techniques that we 
have been studying to analyze all the data together, look-
ing for the detection signatures of early infection and of 
pathogenicity. BIOGRAM will be an integral part of this 
analyses and its continued development is crucial to help 
us generate new hypotheses for future work. We are also 
working to integrate our within host approach with our 
epidemiological results.

Conclusion

Infectious diseases, such as influenza, kill many thousands 
of Americans every year, and millions of people worldwide. 
Understanding how microbes cause disease and which mo-
lecular processes influence the severity and virulence of a 
given pathogen are crucial steps in our attempts to control 
the devastation caused by infectious diseases. Our work 
integrating molecular /cellular experiments with state-of-
the-art computational and theoretical tools will represent 
an important step to find the determinants of pathogenic-
ity for human and avian influenza viruses. Continuation of 
this work will also allow a new paradigm for studying other 
important human infections, with the aim of developing 
improved medical diagnosis and interventions.

References

Area, E., J. Martin-Benito, P. Gastaminza, E. Torreira, 1. 
J. M. Valpuesta, J. L. Carrascosa, and J. Ortin. 3D 
structure of the influenza virus polymerase complex: 
localization of subunit domains. 2004. Proceedings of 
the National Academy of Sciences of the USA. 101 (1): 
308.



LDRD FY08 Annual Progress Report 351

Environmental & Biological Sciences

Publications

Beauchemin, C. A., J. J. McSharry, G. L. Drusano, J. T. 
Nguyen, G. T. Went, R. M. Ribeiro, and A. S. Perelson. 
Modeling amantadine treatment of influenza A virus in 
vitro. 2008. J Theor Biol. 254 (2): 439.

Bettencourt, L. M., R. M. Ribeiro, G. Chowell, T. Lant, and 
C. Castillo-Chavez. Towards real time epidemiology: data 
assimilation, modeling and anomaly detection of health 
surveillance data streams. 2007. In 2nd NSF Workshop, 
Biosurveillance, 2007. (New Brunswick, NJ, 22 May 2007). 
Vol. 4506, p. 79. Heidelberg: Springer-Verlag Berlin.

Bettencourt, L. M., and R. M. Ribeiro. Real time bayesian 
estimation of the epidemic potential of emerging infec-
tious diseases. 2008. PLoS ONE. 3 (5): e2185.

Chowell, G., H. Nishiura, and L. M. Bettencourt. Compara-
tive estimation of the reproduction number for pandemic 
influenza from daily case notification data. 2007. J R Soc 
Interface. 4 (12): 155.

Chowell, G., L. M. Bettencourt, N. Johnson, W. J. Alonso, 
and C. Viboud. The 1918-1919 influenza pandemic in 
England and Wales: spatial patterns in transmissibility and 
mortality impact. 2008. Proc Biol Sci. 275 (1634): 501.

Gabbard, J., N. Velappan, R. Di Niro, J. Schmidt, C. Jones, 
S. Tompkins, and A. Bradbury. A humanized anti-M2 scFv 
shows protective in vitro activity against influenza. submit-
ted. 

Zeytun, A., J. C. van Velkinburgh, P. E. Pardington, R. R. 
Cary, and G. Gupta. Pathogen-specific innate immune 
response. 2007. Advances in Experimental Medicine and 
Biology. 598: 342.



352 Los Alamos National Laboratory

directed research

Environmental & Biological Sciences
co

nti
nu

in
g 

pr
oj

ec
t

Introduction

We plan to revolutionize the cost and efficiency of ligno-
cellulosic biomass conversion to sugar. Such a revolution 
requires a scientific breakthrough, and we look for this 
breakthrough in nature. We will capture the degrada-
tion strategies of the fungi that degrade lignocellulosic 
biomass. These organisms employ a variety of novel en-
zymes and cofactors. Our challenge is to optimize these 
approaches towards industrial application in an acceler-
ated and consolidated biomass conversion process.

Benefit to National Security Missions

This project will support DOE missions in energy security 
by dramatically reducing our dependence on imported 
oil and bring us closer to a carbon neutral fuel cycle.

Progress

In our Bioreactor and Mass Spectrometry thrust we 
have cultured P. chrysosporium on poplar at both USDA 
FPL and LANL.  Extracted samples have been subjected 
to whole degradome surveys at different time points 
using both GCGC-TOF and FT mass spectrometers. This 
was aided by establishing a list of compounds identified 
(~80) and generating spectral libraries of isolated stan-
dards for these compounds.

In our Microscopy thrust we demonstrated fluores-
cence, Raman, and scanning electron microscopy, 
and microtome procedures developed to prepare our 
samples. P. chrysosporium  has also been cultured at 
LANL so that its degradative effects can be studied in 
real time.

In our crystallography thrust X-ray and neutron data 
have been collected from cellulose and poplar biomass 
at the Advanced Photon Source at ANL, the ILL and CER-
MAV in France, and Toledo University. Further proposals 
for experiments have been accepted for the APS and the 
ILL that involve an allocation of beam time to this proj-
ect with a value of around $400K.

One-Step Biomass Conversion: Looking to Nature for Solutions to Energy 
Security
Paul Alfred Langan

20080001DR

In our theory thrust a coarse-grained description of 
cellulose assembly as a H-Bonding network has been 
developed. All-atom Replica Exchange Molecular Dy-
namics simulations of Cellulose oligomers and assembly 
have been carried out. Large-scale simulations of cel-
lulose micro-fibrils with degrading enzymes have been 
designed, and we are applying for time on large high 
performance computers.

In our Protein Science thrust we have formed a collabo-
ration with the group led by Debra Dunnaway-Mariano 
at the University of New Mexico in order to make more 
rapid progress. David Fox has been recruited to lead the 
reorganized LANL part of that collaboration, and has 
already made significant progress in establishing and 
testing enzyme assays.

We are on target to meet all project milestones. We 
have also successfully undergone a first year review of 
the project. In addition we have presented our results 
at a number of conferences and have given a number 
of invited talks. We are also active in writing additional 
grants and working with program managers towards 
transition to programmatic funding.

Future Work

We plan to reverse-engineer the key degradation mecha-
nisms of white rot fungi and optimize them for industrial 
application in biomass conversion to sugar. In particular 
this will involve investigating how mediator and media-
tor-enzyme interactions are used in the initial lignin deg-
radation strategies of fungi and combine them, for the 
first time, with industrial cellulases to create an acceler-
ated, consolidated biomass conversion process.

Our research plan has been organized into three goal-
oriented, but interdependent, sections that address the 
following three major objectives:

Define the key metabolites/mediators/cofactors and 1. 
enzymes in the fungal degradation of biomass.

Characterize the detailed interaction of important 2. 
metabolites and enzymes with biomass.
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Combine metabolites with enzymes in a consolidated 3. 
biomass conversion process.

Deliverables and Schedule

We are on track with respect to our proposed schedule of 
deliverables, which include:

Culture in the laboratory the Fungal Bioreactor (Years • 
1-3)

Carry out Mass Spectroscopy of Degradome (Years 1-3)• 

Carry out Spectroscopic Measurements of Bulk Bio-• 
mass during degradation (Years 1-3)

Identify key enzymes in degradation (Year 1-2)• 

Build, parameterize and simulate atomic models of cell • 
wall components (Year 1)

Develop a model for identifying key metabolites in the • 
degradome (Year 2)

Determine the role and relationship between metabo-• 
lites and enzymes (Year 2-3)

Carry out structural and spatial measurements of bio-• 
mass and its degradation (Years 1-3)

Carry out scattering and diffraction measurements of • 
biomass and its degradation (Years 1-3)

Extend structural models of cell wall to larger length • 
scales (Year 2-3)

Develop a model for structural inference of roles of key • 
metabolites and their interactions (Year 3)

Develop first generation enzyme cocktails for biomass • 
degradation (Year 3)

Our expected accomplishments include characterization 
of the crucial elements of the fungal-biomass degradome, 
identification of key metabolites and enzymes in biomass 
conversion, characterization of the detailed interaction of 
key metabolites and enzymes with biomass, and develop-
ment of enzyme and metabolite cocktails for accelerated 
biomass conversion

Conclusion

Biofuels are an alternative to conventional energy sources, 
promising to increase our Nation’s energy security by dra-
matically reducing our dependence on imported oil. They 
are also better for our environment because they do not 
introduce fossil carbon into the atmosphere, increasing the 
greenhouse gas load. Currently, our Nation’s bioethanol 
industry is largely based on the use of starch in grains such 

as corn that are also needed for food, with the potential to 
drive up food prices. Biomass, the inedible fibrous mate-
rial from wood and plant stems, is an abundant alternative 
source. This project is focused on bringing about the revo-
lution in cost and efficiency of biomass conversion needed 
to make bioethanol from biomass an economic reality, 
benefiting our security and our environment.
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Introduction

In the wake of the devastating 2005 hurricane season, 
government agencies, scientific boards and advisory 
panels have unanimously called for urgent increases 
in hurricane research and improvements in hurricane 
forecast accuracy. In coordination with this national 
agenda, our LDRD project has the following high-profile 
science & technology objectives:

Instrument oil platforms in the northern Gulf of 1. 
Mexico with LANL’s unique 3D total lightning map-
ping system, capable of remotely probing the vio-
lent and opaque hurricane eye-wall.

Discover and quantify the dynamics and convective 2. 
structure of the hurricane eye-wall region as re-
vealed for the first time in the 3D spatial structure, 
intensity and evolution of the lightning data.

Develop a new hurricane model that assimilates 3. 
this real-time knowledge of eye-wall convective 
strength, and demonstrate a 50% improvement in 
48-hour intensity (wind speed) forecast errors.

The great relevance and timeliness of these objectives 
is central to the potential impact and high-potential 
science of this project; our project aligns not only with 
LANL’s “predicting emerging environmental threats” 
Grand Challenge and energy security priorities, but also 
with (i) a recent National Science Board report calling 
for a new national hurricane research initiative; (ii) a 
recent NOAA science advisory board report advocat-
ing “novel methods for data assimilation founded on 
improved observations of the hurricane”.  Additionally, 
the new dual VLF-VHF lightning mapping array that we 
are building in the Gulf of Mexico, is a new capabil-
ity that will be of great technological value to the US 
space-based nuclear denotation monitoring system 
(USNDS).

Flash before the Storm: Predicting Hurricane Intensification using LANL 
Lightning Data
Christopher Andrew Munn Jeffery

20080126DR

Benefit to National Security Missions

This project supports the Laboratory’s Threat Reduction 
mission by enhancing our understanding of the strength 
and organization of eyewall convective processes that 
trigger rapid hurricane intensification, and by devel-
oping a new hurricane model to improve forecast 
accuracy. We contribute to energy security with new 
tools to anticipate threats to the oil infrastructure. Our 
detection techniques have application to sensing other 
signals of national security relevance, such as the elec-
tromagnetic pulse from nuclear explosions.

Progress

Our project has three key components: 1) development 
of a new dual VLF-VHF “total lightning mapping” array 
technology, and establishment of a new RF lightning 
array in the Gulf of Mexico; 2) development of the first-
ever hurricane forecast model that includes cloud elec-
trification and lightning prediction; and 3) development 
of a new data assimilation scheme to ingest lightning 
data into our unique hurricane forecast model.  Dur-
ing year 1 of this project, we focused on tasks 1 and 2, 
which are required before task 3 can be attempted.

New Gulf Lightning Array

We built and tested a new dual VLF-VHF lightning  map-
ping technology. This sensor extends LANL’s unique 
VLF technology, which records and transmits over the 
internet the VLF waveform, and adds a new VHF map-
ping capability.  The new sensor technology is described 
in detail in Reference [1]. Ten sensor units have been 
built and tested and 8 of these are currently at host 
sites in the Gulf.  We have also established a new sen-
sor array in the New Orleans area.  The array represents 
a new collaborative effort between LANL, Chevron, 
Nicholls State University, Louisiana State University, the 
Port Fourchon Authorities, the Associated Branch Pi-
lots, and the Louisiana Universities Marine Consortium 
(LUMCON). The location of our sensor array is shown 
in Figure 1. One of our sensor sites is on a Chevron oil 
platform (ST-52), 20 miles off the Louisiana coast.  As of 
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July 1st, 2008, 5 of the 8 sensors are currently in operation.  
The successful operation of the remaining 3 sensors (2 at 
Chevron sites, 1 at Nicholls) is pending the completion of 
legal lease agreements, which are currently being negoti-
ated by LANL’s legal councsel.  Lightning data from hurri-
cane Ike, as recorded by the new array, were presented in 
December, 2008 at the AGU Fall Meeting [2].

Figure 1. Image of the Mississippi delta region south of New 
Orleans.  Sensor locations are indicated by blue balloons.  From 
left to right: Nicholls State University, LUMCON, Oil platform 
ST-52, South Lafourche Airport, Port Fourchon, LSU Agricultural 
Center, Southwest Pass River Pilot’s Station, Venice.

New Hurricane Model with Electrification

We developed the world’s first hurricane forecast model 
with cloud electrification and lightning prediction.  This 
model builds on and extents the cloud electrification pa-
rameterizations developed at Oklahoma University (our 
collaborator) for extra-tropical thunderstorms.  We are 
excited to report that our hurricane model demonstrates 
the following important physical processes and validates a 
key scientific hypothesis of our project.  We have used our 
new hurricane model with electrification to compare and 
contrast the intensification and lightning produced by a 
sudden burst of intense vertical convection in the eyewall 
of a simulated hurricane. Comparing the intensification 
and lightning produces by these eyewall “hot towers” of 
varying strength, we find that weak hot towers – which 
produce little intensification – produce negligible lightning, 
while strong hot towers produce rapid hurricane intensifi-
cation and trigger a sudden burst of eyewall lightning.  This 
exciting result validates a central scientific hypothesis of 
our project that a sudden burst of eyewall lightning activity 
is associated with rapid hurricane intensification. We are 
currently performing an extended analysis that includes 
the assessment of a variety of other parameters including 
aerosol type and concentration, the shape and distribution 

of the initial hot tower, and vertical wind shear.

PUBLICATIONS: Our project has two finished papers that 
are currently in the peer-review process: 1) “A Smooth 
Cloud Model”, Reisner and Jeffery, submitted to Monthly 
Weather Review, and 2) “An analysis of hurricane activity 
records: 1850-2007”, Chylek and Lesins, submitted to Jour-
nal of Geophysical Research.

Future Work

This project is motivated by our remarkable observations 
of abundant lightning activity in the eyewall of Hurricanes 
Katrina, Rita and Wilma that coincided with rapid intensifi-
cation and that were observed by LANL RF sensors sparsely 
located over the Great Plains and Florida. Intense vortical 
convective towers in the hurricane eyewall are believed 
to trigger intensification; the new lightning channel map-
ping array that we will deploy on oil platforms in the Gulf 
of Mexico will provide a continuous eyewall monitoring 
capability that will reveal the formation, merger and decay 
of these vortical structures as seen in the evolution of their 
three-dimensional charge structure.  We will build a new 
LANL hurricane model that assimilates our real-time light-
ning observations and lead the field in achieving success in 
the national challenge posed by NOAA:

“to demonstrate a 50% improvement in 48 hour hurricane 
intensity (wind speed) forecast errors using “advanced nu-
merical models, novel methods of data assimilation, and 
improved observations.”

Conclusion

Our project will perform the first-ever real-time 3D map-
ping of convective events in the hurricane eyewall using 
a new lightning remote-sensing capability developed by 
LANL. We will use this new understanding and remote 
sensing capability to demonstrate that rapid hurricane 
intensification, the sudden large-scale transition of violent 
weather, can be accurately forecast using a novel model 
that assimilates real-time knowledge of critical small-scale 
processes--specifically, observations of violent eyewall con-
vection provided by a hurricane lightning imaging system.  
This new predictive capability of hurricane intensification 
will save lives and protect infrastructure along the energy 
critical Gulf coast. Improved capabilities for detecting im-
pulsive electromagnetic signals are relevant for a number 
of national security missions.
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continuing projectIntroduction

The DOE Office of Science envisions direct prediction 
of microbe behavior from a genome sequence, but is 
stymied by a lack of methods.  Consequently, the DOE, 
DHS, NIH, and IC rely on slow, expensive empirical 
methods to determine the response of new strains and 
species to particular stimuli and to identify the genet-
ics underpinning response. For example, knowledge of 
strain virulence is needed in biothreat risk assessment, 
but can only be estimated at present through slow and 
expensive animal studies.  Similar hurdles occur in un-
derstanding the effectiveness of microbes for bioenergy 
and waste remediation.  This creates an increasingly 
severe bottleneck as the accumulation of genome se-
quences (already >1000 partial or complete) greatly 
outstrips the capacity for experiments to understand 
them.

To alleviate this bottleneck, we are developing a 
framework to predict bacterial response to stimuli by 
constrained extrapolation from experimentally well-
characterized model organisms.  This project exploits 
high throughput experimental biology and computation 
at LANL.  As a test system, we are focusing on the genus 
Burkholderia.  This genus contains species that impact 
biothreat, bioremediation, bioenergy, and public health 
missions of interest to DOE, DOD, NIH, and the IC.

The impact of our work will be similar to the impact of 
protein-structure homology modeling, which enables 
rapid functional analysis and redesign of proteins.  The 
project will lay the foundation for a new kind of homol-
ogy modeling in which the response networks of model 
bacteria are experimentally characterized at key inter-
vals across the bacterial domain and are used to inter-
polate responses from other genome sequences.

Benefit to National Security Missions

This project supports DOE missions in biothreat reduc-
tion, bioenergy, carbon management, and bioremedia-
tion by profoundly improving the capacity to decode, 
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harness the capabilities, or assess risks encoded in 
microbial genomes.  This project targets a fundamental 
bottleneck identified by DOE Office of Science within 
the Life Sciences.

Progress

We focused on two major efforts:  1) characterizing 
stimulus-response pathways in a model organism (Bur-
kholderia thailandensis) and 2) developing a framework 
to map stimulus-response pathways from the model 
organism to other genomes. An external 9-member 
panel reviewed the project in June and concluded the 
project goal was important & timely, the approaches 
were sound, and the progress was solid with a good 
trajectory for success.  We have already established 
a new, high impact experimental technique at LANL, 
which will facilitate program development.  Further, we 
uncovered a pervasive yet poorly recognized problem in 
microbial genomics and have developed a solution that 
has caught the interest of DOE Office of Science OBER.

Regarding first endeavor, “Characterize stimulus-
response pathways in the model organism,” we are on 
track to deliver a well-characterized model system, as 
planned, by month 18.  For this goal, we aimed to a) 
characterize the basic machinery (sensor and response 
regulator proteins) mediating bacterial response to 
stimuli and b) measure responses (gene expression pat-
terns) to 20-40 stimuli or growth conditions—a data 
requirement established by our modeling team.

We developed a new capability at LANL to link stimulus-
response machinery (specific sensor and response 
regulator proteins) to particular stimulus-response path-
ways.  Our model organism contains 22 pairs of sensor-
response regulator proteins that are conserved across 
the Burkholderia genus.  To link each pair to a specific 
stimulus-response, we initially pursued a conventional 
approach—creation and analysis of defective mutants. 
However, after the first 5 months, we changed direc-
tion to exploit a new, more informative technology with 
higher scientific impact. We initiated a collaboration 
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with Dr. M. Bulyk (Harvard Medical School), whose new 
technology enables more detailed placement of sensor-re-
sponse regulators within a response network. We success-
fully cloned half of the response regulators in the model 
organism for use with Dr. Bulyk’s technology.  Our focus 
on response regulator proteins is a new application of Dr. 
Bulyk’s technology, and poses new technical challenges.  
We made good progress overcoming these challenges.  We 
recently achieved successful assays, but are still refining 
the performance to improve data quality.  This achieve-
ment is important; it will allow us to identify the genes 
controlled by each response regulator in our model organ-
ism.  Moreover, it is straightforward to apply this to other 
bacterial species of interest to DOE, such as microbes used 
for biofuel production.   

We completed a large set of planned growth experiments 
with the model organism.  We not only collected RNA 
samples these experiments, but also metabolite samples, 
archived to support program development.  Affymetrix 
gene expression microarrays were designed and acquired.  
The microarrays will be used to analyze the RNA samples, 
revealing gene expression patterns (i.e. response to stim-
uli) needed for computational reconstruction of the gene 
regulatory network.

Regarding our Aim (2) “Develop a framework to extrapo-
late stimulus-response pathways to other genomes”, we 
have nearly achieved our major year-one milestone—
defining the boundaries for extrapolation of behavior.  The 
crux of the problem is to determine the extent of conser-
vation of gene inventory (i.e. the parts list) and gene regu-
lation across sets of increasingly divergent genomes.  Our 
efforts thus far have generated unexpected results with 
high scientific impact.

For gene inventory comparisons, we developed a parallel 
computing algorithm to identify functionally orthologous 
proteins for user-defined groups of species.  This flexible 
software will be exploited in follow-on projects that target 
other bacteria. Using this software, we found that only 
about half of the proteins in our model organism have 
orthologs in the most distant relative within the same ge-
nus.  This imposes a severe constraint on extrapolation of 
general behavior beyond the genus level.  Results from this 
analysis (which is beyond the capacity of most university 
researchers) are now guiding the remainder of the project.

Assessing conservation of gene regulation involves extrac-
tion and comparison of intergenic, non-protein coding DNA 
sequences.  To our knowledge, we are the first to attempt 
such a task on a large scale (i.e. genome-wide and with 
many genomes).  Our unique effort uncovered a significant 
problem that pervades microbial genomics but is routinely 
overlooked. 

We discovered widespread inconsistencies in the predicted 
length of orthologous genes among 18 Burkholderia ge-
nomes (Figure 1).  These inconsistencies represent true un-
certainty about the location of the start site for each gene.  
The extent of these inconsistencies severely impedes 
comparative studies of gene regulatory elements.  Surpris-
ingly, this is a poorly recognized problem.  Even more sur-
prising, we were able to devise and implement a relatively 
simple solution that imposes consistency, and we believe, 
improves accuracy.   DOE Office of Science OBER program 
managers overseeing genomics-driven research portfolios 
have expressed keen interest in seeing the completion of 
our efforts.

Figure 1. Genome annotation errors.  Shown are orthologous 
segments from 4 genomes representing different strains of 
Burkhoderia pseudomallei.  The segments have nearly identical 
DNA sequence, yet predictions of gene lengths differ markedly 
in each genome.  The green circles indicate illustrative examples 
of the inconsistencies between genomes.  The red boxes repre-
sent genes.  The grey boxes represent the intergenic spaces that 
control gene regulation.  The yellow boxes highlight one particu-
lar gene with significant inconsistencies in the predicted start 
position among genomes.  Note that the inconsistencies in the 
predicted gene start site sometimes abolish the intergenic space.  
More generally, the pervasive inconsistencies impede extraction 
of synonymous intergenic regions from different genomes and 
therefore hinder comparisons of gene regulatory elements.

On another tack, we used structural modeling and simula-
tions of response regulators in active and inactive states to 
identify functional sites within these proteins that must be 
preserved in order to conserve function. Similarly, we ex-
ploited LANL’s unique capabilities in modeling large protein 
complexes to obtain a model of a large complex containing 
DNA, RNA polymerase holoenyzme, and a major response 
regulator from our model organism.  The model enabled us 
to identify putative protein interaction surfaces (functional 
submotifs) that must also be preserved across genomes in 
order to maintain similar behavior.  Identification of such 
functional sites allows us to distinguish functional irrel-
evant variation in orthologous protein sequences from se-
quence variation that may impact protein function.
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Parallel to these efforts, we continued developing our 
capability for quantitative modeling of stimulus-response 
pathways, using two characterized gene circuits as test 
cases.  

The collective efforts during the first 12 months have pro-
duced two publications, one manuscript in final stages of 
editing, and another manuscript in preparation.

Future Work

Cellular behavior is determined by gene inventory and 
gene regulation.  Gene inventory defines a cell’s potential 
capabilities. Gene regulation determines which capabilities 
are actually used in various conditions.  Recent advances 
enable reverse-engineering of gene regulatory networks 
for a single genome.  The next logical progression is to 
translate regulatory networks from one genome to an-
other. For closely related organisms, the elements of a 
regulatory network can be very similar.  This fact motivates 
our main hypothesis: that the limitations of current ap-
proaches can be overcome by determining the regulatory 
networks for a model organism and then translating them 
to closely related organisms.

The goal of this project is to develop a capability to pre-
dict regulatory networks in new genomes by translating 
regulatory networks from a model system. We will use 
fundamental biophysical, biochemical and evolutionary 
principles to extrapolate the behavior (gene expression) of 
a well-characterized model bacterium to less well-studied 
bacteria of interest. This involves a new type of homology 
modeling, tailored for the key components of regulatory 
networks, and exploits the high-performance computing 
and computational biology capabilities at LANL.

We have two primary aims:

Provide a detailed experimental characterization and 1. 
systems-level model of the response of a reference 
organism to a variety of external stimuli.  This is a low 
risk objective.

Extend this model to infer the response networks of 2. 
organisms with similar genomes.  This is a highly in-
novative component of the project, and builds on our 
combined expertise in experimental microbial physiol-
ogy, network reconstruction, structural modeling, and 
bioinformatics methods.  Extending (and validating) 
pathways from our model system to closely related 
genomes is a moderate risk objective.   As a higher risk 
objective, we will define the phylogenetic “radius of 
convergence”—the evolutionary distance over which a 
response network can be extended.

Conclusion

This project aims to create a fundamental capability that 
could transform comparative genomics and reduce the 
need for experimentation 10 to 100-fold, profoundly cut-
ting costs and accelerating solutions to central problems in 
biosecurity, bioenergy, carbon management, and bioreme-
diation.  We are on schedule to meet our deliverables and 
have already made very significant findings that have been 
communicated to DOE Office of Science OBER.
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Introduction

The understanding and characterization of the funda-
mental processes of the function of biological systems 
underpins many of the important challenges facing 
American society, from the pathology of infectious dis-
ease and the efficacy of vaccines, to the development 
of materials that mimic biological functionality and 
deliver exceptional and novel structural and dynamic 
properties.   These problems are fundamentally com-
plex, involving many interacting components and poor-
ly understood bio-chemical kinetics.  We use the basic 
science of statistical physics, kinetic theory, cellular bio-
chemistry, soft-matter physics, and information science 
to develop cell level models and explore the use of 
bio-mimetic materials.  This project seeks to determine 
how cell level processes such as response to mechani-
cal stresses, chemical constituents and related gradi-
ents, and other cell signaling mechanisms integrate 
and combine to create a functioning organism.  The 
research focuses on the basic physical processes that 
take place at different levels of the biological organism: 
the basic role of molecular and chemical interactions 
are investigated, the dynamics of the DNA-molecule 
and its phylogenetic role are examined and the regula-
tory networks of complex biochemical processes are 
modeled.  These efforts may lead to the development 
of bio-sensors to detect hazards from pathomic viruses 
to chemical contaminants.  Other potential applications 
include the development of efficient bio-fuel alterna-
tive-energy processes and the exploration of novel ma-
terials for energy usages.  Finally, we use the notions of 
“coarse-graining,” which is a method for averaging over 
less important degrees of freedom, to develop compu-
tational models to predict cell function and systems-
level response to disease, chemical stress, or biological 
pathomic agents.

Benefit to National Security Missions

This project supports Energy Security, Threat Reduc-
tion, and the missions of the DOE Office of Science 
through its far-reaching efforts to accurately model bio-
logical systems at the molecular and cellular level.  The 
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project’s impact encompasses applications to biofuels, 
to novel sensors and to materials with broad use for 
energy or threat reduction.

Progress

The broad, multidisciplinary approach of CNLS offers 
the unparalleled strength of combining science back-
grounds and expertise – a unique and important asset 
in attacking the complex science of biological organ-
isms.  This approach also allows cross-fertilization, 
with concepts and techniques transferring across field 
boundaries.  This project hen simultaneously and fruit-
fully investigates bio-complexity at multiple levels, 
exploring the basic role of molecular and chemical in-
teractions, studying the DNA-molecule dynamics and 
its phylogenetic role and modeling the regulatory net-
works of complex biochemical processes.

CNLS researchers are playing a key role in the develop-
ment of novel methods for simulating rule-based mod-
els and in the application of these methods to study 
cell-surface multivalent ligand-receptor interactions and 
intracellular signaling events.  In particular, we have ex-
plored the oligomerization of the linker for activation of 
T cells (LAT) mediated by the adapter protein Grb2 and 
the guanine nucleotide exchange factor Sos1.  In addi-
tion, we have applied traditional simulation methods 
to study spatiotemporal aspects of cell signaling. Four 
publications have been prepared on this work.

Single molecule tracking methods are providing a 
powerful probe of biological systems.  Our research-
ers have analyzed the statistics of the recorded motion 
of a quantum dot attached to a receptor molecule on 
the membrane of a living cell.  The statistics of the ob-
served trajectories showed that the motion of the re-
ceptor is not a free diffusion process. We devised mod-
els to explain the receptor’s history that give a rare and 
potentially deeply significant glimpse into the detailed 
dynamics of specific molecules in a biological organism. 
These models account for the confinement of the quan-
tum dot by the polymer network on the membrane. 
Currently the model is being compared quantitatively 
with the data to obtain the model parameters.
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Colloids form an essential building block for self-assem-
bling soft-materials.  Our researchers have performed 
numerical calculations of multilayer charged colloid sys-
tems using the generalized random sequential absorption 
scheme.  Depending on the density of the first layer ad-
sorbed on a charged surface, the structure of the multi-
layers was different. Figure 1 shows a 20-layer system of 
charged colloid particles.  Our calculations are important 
for understanding and manipulating layer-by-layer growth 
for preparing nano-structured materials such as separation 
membranes and optical elements.

Figure 1. Topology of colloid particle multilayers composed 
of twenty layers derived from Monte Carlo simulations. The 
particles bearing opposite surface charge to the interface (for 
example positive if the interface is negatively charged) are shown 
in yellow, whereas the negatively charged particles (same sign of 
surface charge as the interface) are shown in red.

Our researchers are investigating scanning tunneling mi-
croscope spectra of DNA deposited on a metal surface. 
Understanding the local electronic properties of DNA bases 
is crucial in the search for “fingerprints” of the DNA. We 
have performed sophisticated calculations of the electronic 
structure of the organic/metal hybrids. We also considered 
electronic and structural features of the DNA single strand-
ed molecule wrapped on a nanotube.

Our postdocs are exploring theoretical models of transport 
through the nuclear pore complex, and other selective bio-
logical and biologically inspired nano-channels. This year, 
we have published several papers that connect our theo-
retical, physics-based model with experimental results on 
nuclear pore transport. We are also consolidating theoreti-
cal and simulation results that describe the polymer fila-
ments involved in the transport through the nuclear pore 
complex.

In collaboration with researchers at the Scripps Research 

Institute, we have created an automated procedure to 
screen cis-antisense pairs in human and mouse genomes 
from non-coding RNAs. We are now able to screen for 
microRNAs that are able to bind with high affinity to sense-
antisense pairs in the human genome.

Future Work

We propose to characterize complex biological and soft 
materials and to study complex biological systems through 
theoretical, statistical and computational approaches.  The 
objectives pursued by this project are described below: 

Integrate features at different resolutions to create 1. 
models of biological systems by incorporating molecu-
lar details of cell population dynamics, using atomistic 
details to inform models for the kinetics of protein-
protein interactions, or simplifying models by reducing 
the detail while preserving the correct physics.

Study the mechanisms of innate and adaptive immune 2. 
responses to infection or vaccination at the molecular 
level by modeling the responses triggered by cell-
surface receptors, such as antigen-recognition recep-
tors, when they bind ligands, and study the molecular 
mechanisms of virulence factors that interfere in im-
mune response.

Explore artificial thin-film materials for purposes such 3. 
as biosensor design, characterization of membrane-
protein interactions, and constructing spatial arrays of 
proteins and other materials with desired patterns.

Develop comprehensive models of cellular systems, 4. 
such as genome-scale metabolic and genetic regulato-
ry networks in bacteria, for the purposes of metabolic 
engineering or design of synthetic cellular regulatory 
systems that yield cells with desired behavioral proper-
ties.

Pursue studies, particularly of cellular information 5. 
processing, that take advantage of large datasets and 
account for stochastic and spatial effects.

Apply phenomenological linear and nonlinear strain 6. 
theory to understand the interplay of interactions that 
control and optimize virus deformation properties.

Develop methods for the theoretical, computational 7. 
and experimental study of complex biological systems 
including coarse-graining micro-scale biological de-
tails in a manner that preserves observable dynamical 
quantities.

Develop multiscale, tissue-level models based on cell 8. 
dynamics, cell-cell interactions, and cell-microenviron-
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ment interactions, e.g., study bio-film formation, tissue 
response to viral and bacterial infections, tissue per-
meability to biological and chemical agents.

Use time-dependent density functional theory (DFT) 9. 
and semi-empirical approaches to model excited-state 
structure and dynamics. In particular, simulate fluo-
rescence dynamics, fluctuations, and energy transfer 
involving fluorophores as functions of local protein 
environment and conformations.

Conclusion

By building accurate models of how molecular processes 
interact within a cell to create cell specificity and function, 
scientists can begin to manipulate those functions for new 
applications.  A specific example is designing an efficient 
biological biomass conversion process that could help ad-
dress energy sustainability issues. Other implications of our 
work include better predictability of the spread of conta-
gious disease and the design of effective vaccines for such 
diseases.  Using these biological systems and their models 
as a basis, we can design new materials that mimic the 
function of membranes, vesicles, and muscle.
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Abstract 

Through this project we have moved our field forward 
in terms of understanding the basic biology of immune 
escape in HIV-1 infection, and used this knowledge to 
rationally design vaccines.  HIV is extremely variable 
and one of the greatest hurdles we face in the HIV 
vaccine field is making a vaccine that will trigger 
immune responses against the diverse population of 
circulating strains. We have developed computational 
methods for vaccine design and then worked with 
experimentalists to analyze the data they obtained 
using our vaccine designs from the first wave of results 
from animal studies. The first results with our HIV 
vaccine have been extremely promising, and so our HIV 
vaccines are being considered for a small human trial, 
and a series of additional experiments in macaques 
are underway.  Interest in this approach has enabled 
us to expand our efforts through collaborative studies 
to Hepatitis C and Ebola vaccine design. We have also 
studied the impact of variation on protein structure in 
terms of key antibody binding domains in different HIV 
subtypes.  In parallel, we have developed an interest-
ing new strategy for vaccine delivery, improved vaccine 
strategies by modeling the temporal relationship of 
immune responses to HIV vaccines, and developed 
new methods for assessment of breadth of immune 
responses. We have also developed methods for 
Anthrax detection and treatment. 

Background and Research Objectives

With over 33,000,000 current HIV infections, and 
3,000,000 new infections a year, HIV/AIDS remains 
humanity’s most serious public health crisis. A vaccine 
remains elusive, but if achieved, it would be the 
intervention with the greatest potential to contain this 
pandemic.  A chief obstacle to developing an efficacious 
vaccine is HIV’s diversity – it evolves rapidly within an 
infected individual, and consequently in infected popu-
lations [1]. Worldwide, there are ten major HIV circulat-
ing subtypes, grouped by genetic relatedness.  The US 
epidemic is primarily B subtype, while South Africa is 
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C subtype. HIV proteins isolated from people infected 
with the same subtype differ in about 8-18% of their 
amino acids. HIV proteins from people infected with 
different subtypes vary in up to ~35% of their amino 
acids. We have been working on two classes of HIV 
vaccine target populations. The first is subtype-specific 
[2,3], as a successful vaccine may ultimately need to 
be limited to within-subtype variation. This, however, 
would require that multiple region-specific vaccines 
would need to be developed in parallel, making global 
application of this strategy very expensive. We have 
also attempted the grander vision of a global vaccine, 
developing strategies that could potentially provide 
protection against the spectrum of variation found 
within the diverse set of all subtypes comprising the 
global epidemic [4-8]. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

We have made substantial progress toward design 
and testing vaccine concepts that may be useful for an 
AIDS vaccine. Preliminary results are promising enough 
to consider carrying forward into human testing, and 
to begin development for other pathogens.  We have 
developed theoretical strategies that have allowed us 
to make progress in understanding the basic biology 
of immune response to HIV and the nature of immune 
escape.  In the course of these studies developed a 
new concept for anthrax detection and treatment.  
Combined, these developments have obvious implica-
tions for HIV and Anthrax, but the principles are general 
and could be applied to other pathogens; thus we have 
enhanced LANL’s ability to respond to either emerging 
natural pathogens or man made biological weapons, 
and to protect public health. Our excellent publica-
tion record on this DR (47 papers), and national and 
international collaborations have contributed to LANL’s 
standing in the biological community and our ability 
to network with other investigators working on public 
health issues of primary importance.
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Figure 1. Comparison of Cytotoxic T cell responses to HIV vaccine 
antigens in terms of breadth (A) and strength (B) in the first 
experimental evaluation of mosaic vaccines, performed in mice.  
CD8+ T cells are part of our immune response to viruses; these 
cells recognize and kill virally infected cells, i.e. are “cytotoxic” to 
infected cells, and enable us to clear or control viral infections. 
γ-interferon is an antiviral protein our body makes to interfere 
with viral infections, and is used to detect active CD8+ T cell 
immune responses to vaccines in lab tests.  Greater numbers of 
responses means an enhanced ability to see diverse circulating 
forms of HIV (A), and greater magnitude of responses means 
the vaccine response is more intense, thus more likely to confer 
a protective benefit (B).  Panel A represents T-cell responses 
measured by production of γ-interferon to either a cocktail of 
3 natural virus antigens (selected for maximal immune system 
coverage, above) or to our 3 synthetic ‘mosaic’ antigens (below). 
We were able to trigger 9 responses to global variants with 
mosaics, and 1 response with natural strains. The mosaics are 
designed based on computational methods developed through 
this DR. Panel B shows strength values for each of a set of 
vaccine candidates over a series of tests.  Different colors repre-
sent different vaccines (mos.1,2,3 are vaccines including 1, 2, or 3 
sequences per vaccine; vaccines denoted “nat” are combination 
of 3 selected intact natural sequences (nat.3) or slightly modified 
natural strains (natdV.3). Adding more proteins enhances the 
mosaic response, but 3 natural proteins, comparable to what 
has been used in vaccine trials to date, is no better than a single 
mosaic. Within each vaccine, different symbols represent versions 
of antigens having distinct regions of the proteins deleted to test 
different design options. Gray bars at left represent negative and 
positive controls.  

Scientific Approach and Accomplishments

The evolution of immune escape

As we began work on vaccine strategies, we 
simultaneously developed theoretical methods to explore 
how viral evolution leads to escape from natural human 
immune responses [9-11]. Through these studies we were 
able to reject one strategy we had initially considered for 
vaccine design, that of excluding immune escape variants 
from vaccines, as we learned this seemingly logical 
strategy would be counter-productive: an immune escape 
mutation in one person often is the immunologically 
susceptible form in another, and immune targets are 
both complex and dense with extensive overlap [10,11].  
Instead we focused on two alternative vaccine approaches: 
maximizing coverage of natural diversity by a vaccine [6,7], 
or focusing the vaccine immune response on to the most 
conserved regions of HIV [8]. 
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Vaccine concepts

T-cell immune responses recognize “epitopes” (short, 
typically 9 amino acid long, contiguous stretches of viral 
proteins).  Our vaccines were computationally designed 
to maximize population coverage of epitopes, while to 
package these epitopes in artificial proteins that (aside 
from increased inclusion of common epitopes) are 
similar to natural proteins. We employed several differ-
ent approaches towards these aims. Initially, we designed 
consensus proteins (built from the most common amino 
acid found in any position in a protein) or used statisti-
cal methods to model the most recent common ancestor 
of a viral population [2-6]. We then extended these 
approaches, using a machine-learning algorithm to create 
small sets of designer proteins that when combined in 
a vaccine, have the potential to increase the breadth of 
induced responses [7,12]. We also worked on a vaccine 
approach that concatenates the most conserved regions of 
the virus into one amalgamated protein [8]. Recently, we 
designed a strategy for serial vaccination with distinct arti-
ficial proteins that share only the most conserved regions, 
with variable regions forced to differ to direct vaccine 
boosting of immune responses to conserved regions, to 
be presented at the Human Vaccine Trials Network 2008).  
So we have been attacking this problem from a variety of 
angles.

Experimental Validation

Working with experimentalists at the University of 
Alabama (who also had support from this project), Duke, 
Harvard, and the NIH, we have moved from initial theory 
and design to demonstrating proof-of-concept in animal 
vaccine studies.  Our computer designed ancestral and 
consensus proteins have turned out to be well expressed, 
fold properly and are immunogenic vaccines in small 
animal studies [2-5].  They elicit many more cross-reactive 
responses than natural strains in mice, and so have been 
carried forward into macaques [6], the best non-human 
primate model available for HIV vaccines. Subsequently, 
our mosaic designs have been synthesized in the lab: these 
proteins are well expressed, and a first vaccine study has 
been completed in mice, again showing great promise [12]. 
Figure1 is representative sample of a large set of experi-
ments from this study; in this case, vaccinating mice with 
3 natural strains yielded one response, while vaccinating 
with 3 mosaic proteins gave rise to 9 responses, and the 
responses are more intense.  More responses mean a 
greater potential to protect a vaccinated individual from 
circulating forms of the virus. Two macaque studies mosaic 
design strategies are currently underway at Harvard.

The promise of the early results with consensus and 
mosaic strategies in animal studies led the NIH vaccine 
resources group, together with the GATES foundation, 
to invite a proposal for a human trial. If funded, we will 
test the breadth of immune responses induced by: 1) a 
single natural strain, 2) our consensus design, 3) 3 natural 
strains, and 4) our 3 protein mosaic design. This proposal 
(currently under review) was written in collaboration with 
our colleagues at Duke, Harvard, the NIH, and the Human 
Vaccine Trials Network. 

In the mosaic studies described above, we designed a 
vaccine with the intent to achieve global protection. We 
have also designed a more targeted mosaic vaccine for 
HIV in Asia that will be tested by colleagues in Thailand.  
Similarly, we have designed a Hepatitis C mosaic vaccine 
that will be synthesized and tested by the TRANSGENE in 
France [13], and an Ebola vaccine now under consideration 
for testing by USAMRID [14]. We are making the design 
concepts and computer software freely available, but 
patenting the specific artificial proteins we design, coordi-
nated with our experimentalist colleagues at other institu-
tions who synthesize, express the proteins, and so test the 
concepts. 

Interpreting vaccine responses

To assess how cross-reactive an immune response is in 
terms of protecting against epitope variants from diverse 
circulating strains, assays need to include the breadth 
of global diversity. Vaccine induced T-cell responses are 
generally evaluated with a series of overlapping peptides 
that, together, span entire proteins. Peptides are mixed 
with T-cells from vaccinated or infected individuals, to see 
if the peptides induce the T-cells to respond. To assess how 
well vaccines elicited responses to a wide range of circulat-
ing viruses, we selected 10 contemporary HIV strains that 
were broadly representative of the global genetic diversity 
of the virus, each from geographically defined epidemic 
centers, and designed sets of peptides to reveal how well 
a vaccine response might react with each of these diverse 
strains [6].  This was a very expensive strategy as many 
peptides were required (Table), but it was also illuminat-
ing, enabling us to discern a distinct advantage of a con-
sensus vaccine over a natural strain.

Assessing immune responses in natural infections 

To address detection of responses in natural infection 
when the infecting strain sequence is unknown, we devel-
oped toggle peptides, a concept based on our observation 
that while HIV is highly diverse, often a given amino acid 
position is constrained to “toggling” between two or three 
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dominant amino acids. Toggle peptides incorporate each 
of the most common amino acids found in variable posi-
tions during peptide synthesis. Table 2 compares toggle 
peptides, an alternative strategy called PTE peptides 
developed by others [15], and the set of 10 diverse natural 
sequences used in the consensus vaccine macaque study 
[6]. Coverage of epitope length fragments by diversity-
competent peptide sets (10 natural, PTE, and Toggle) was 
comparable for all HIV proteins tested and much better 
than peptide sets based on single sequences (Figure 2), but 
the toggle peptide strategy requires generation of many 
fewer peptides (Figure 3).  Thus Toggle peptides offer high 
coverage of diverse sequences, at lower cost. Use of toggle 
peptides proved experimentally feasible, and allowed 
better tracking of immune responses as HIV-1 diversifies in 
individuals and within populations [16].

 

 

 

 

 

Figure 3. Figure 2. Nine-mer coverage of aligned B-clade HIV-1 
Gag protein data by a traditional peptide set (HXB2, top) and by 
a set of 12-fold degenerate toggle peptides (bottom).  Nine 
amino acid stretches, or “nine-mers” are the typical length of 
fragments of HIV proteins that are recognized by T-cell responses 
in our immune system. X-values represent individual 9-mers in a 
protein sequence alignment of global sequences, sorted left-to-
right by decreasing coverage so that the most conserved nine-
mers are at the left, least conserved on the right. If you do not 
have an exact match in among nine-mer peptides in your experi-
mental system to test the immune response to an infecting 
strain, a potential immune response is likely to be missed in your 
assay system, confounding the results and diminishing our ability 

to understand the natural role of immune protection in HIV infec-
tion.The upper bound on coverage by a single sequence (i.e. an 
ideal protein containing the most common nine-mer at each 
position) is shown by a dotted line.

Gene HXB2 consB consM 
B 

toggles 

M 

toggles 

PTE 

15% 

10 

natural* 

Gag 122 122 122 100 100 454 900+ 

Pol 248 248 248 200 200 858 1400+ 

Env 211 207 204 175 175 667 800+ 

Nef 49 49 49 41 41 206 400+ 

 

Figure 3. Table summarizing the number of peptides required 
to test cross-reactivity with diverse strains. ‘B’ means what you 
would need to cover just the HIV B subtype for using different 
peptide design strategies, M means the number needed to cover 
all circulating forms of the virus.  Toggles, PTE and 10 natural 
protein cover similar highly levels of diversity in immune targets, 
but the cost of screening experiments directly depends on the 
number of peptides included, thus toggles are very cost effective.

Vectors to deliver viral antigens and testing consensus/
ancestral based vaccines

Throughout this project we have collaborated with Dr. 
Beatrice Hahn at the University of Alabama, who has 
tested the immunogenicity of consensus HIV-1 Envelope 
vaccines both as DNA and Virus Like Particle (VLP) vaccines 
in guinea pigs. She found that envelope-based DNA 
vaccines induced a very low level neutralizing antibody 
response, although consensus envelope immunogens were 
at least as good as, and in some instances better than, 
wild type envelope immunogens [2,3]. She also generated 
recombinant baculovirus (rBV) derived HIV-1 Gag/Envelope 
VIPs that contained large quantities of Envelope glycopro-
tein. Enhanced Envy incorporation was achieved by replac-
ing two HIV-1 envelope domains with the corresponding 
domains of other viruses (MMTV, HA, SP64). All three 
VLP based immunogens (VLP-HA, VLP-SP64, VLP-MMTV) 
elicited potent neutralizing antibodies to easy-to-neutralize 
viruses, although neutralizing antibody responses to more 
difficult-to-neutralize viruses were low.  In summary, given 
the known advantages of particulate immunogens and 
their ease of manufacture, rBV derived consensus VIPs 
merit further evaluation as components of future AIDS 
vaccines.

Viral dynamics

Studies of the kinetics of immune responses to HIV in 
natural infection and after vaccination were led by Dr. 
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Alan Per Elson, enabling interpretation of vaccine–induced 
immune responses and immune responses in acute 
infection [17-19], and provided information that could 
ultimately be used to design better vaccine protocols and 
improved estimations of vaccine impact.  Dr. Per Elson’s 
team worked with the Merck AIDS vaccine group to 
quantify how rapidly T cell levels, after being raised by a 
vaccine, decline with time. They have also examined new 
classes of quantitative models of the immune response 
against HIV and compared these models to data, and 
modeled the potential of a non-sterilizing vaccine to curb 
the HIV epidemic [20].

Protein structure and neutralizing antibody inducing 
vaccines

The vaccine successes we have had have all been in the 
design of T-cell vaccines, but the cross-reactive potential 
of vaccines designed to elicit neutralizing antibodies is 
also important, and so far our synthetic vaccines have not 
elicited potent neutralizing antibodies. Thus we turned our 
attention to better characterization of the basic biology 
underlying the breadth of neutralizing antibody responses 
to HIV. An antibody-based HIV vaccine would ideally 
neutralize diverse variants, and detailed examination of 
subtype-specific differences in structure and mutational 
patterns could inform the design of a polyvalent cocktail 
with improved cross-reactive breadth.  We have been able 
to apply all-atom molecular dynamics simulations to help 
define sequence and structural differences in viral glyco-
protein gp120 between subtypes B and C in to keys the 
proteins. 

Variation can be dramatically different in the HIV Envelope 
protein regions in the B and C subtypes in different regions 
of gp120. Subtype. Such differences could result from 
the evolution of lineage-specific structural or functional 
constraints in the proteins that may result in spatially local-
ized differences in neutralizing antibody binding sites. We 
explored mutational patterns and their structural implica-
tions to better understand the effect of immune pressure 
on viral evolution. Current knowledge of HIV-1 envelope 
glycoprotein structure and function is largely based on 
studies of subtype B viruses. In subtype C, the C3 region 
alpha2-helix is highly variable at the polar face, suggest-
ing it evolves under immune pressure, but maintains its 
amphipathicity. In the subtype B it is much more conserved 
and accommodates hydrophobic residues. The V4 hyper-
variable domain in subtype C is shorter than in subtype B 
[21], and coordinate patterns in variation and models of 
structural proximity support close interactions between 
the two domains [21,22]. We investigated why the subtype 
C V3 loop domain lacks sites of strong selection analogous 

to those found in the subtype B, and found the V3 domain 
may not be solvent-exposed in subtype C and thus exclud-
ing it as antibody- target. A cluster of hydrophobic residues 
flanking the V3 tip of subtype C stabilizing forces may 
drive this hydrophobic cluster to avoid solvent exposure 
and antibody accessibility. Experimental results from Dr. 
Cynthia Derdyn’s group at Emory are consistent with the 
existence of such a hydrophobic cluster [23,24]. 

Anthrax rapid response detection and therapy

After the recent anthrax scare, novel detection and thera-
peutic agents are being sought to combat the causative 
agent, Bacillus anthracis.  Goutam Gupta approached this 
challenge through the design of a bivalent ligand, which 
targets the protective antigen, a major toxin of Bacillus 
anthracis.  The ligand is a chimeric scaffold, comprised of 
two toxin-binding domains linked to an antibody frame.  It 
shows efficacy in therapy and diagnosis of anthrax [25,26].  
Since the proposed design strategy ensures accelerated 
and high-yield production in stable and active forms, the 
chimeric protein provides a viable alternative to conven-
tional antibodies for therapy and detection in bio-threat 
scenarios. This work was invited for presentation at The 
World Congress of Vaccines 2008.
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Abstract

Autonomous pathogen detection requires very little 
human intervention and no addition of reagents other 
than the sample. Furthermore, in a stand-alone format, 
monitoring air and/or water can occur continuously. 
A stand-alone instrument must be capable of specific 
and sensitive detection at the location of interest to 
avoid the unacceptable time delays associated with 
the transfer of samples to a central laboratory. With 
this fact in mind, we undertook the development of 
the underlying technologies that would permit near 
real-time, unattended detection with very low reagent 
stream so that the system could operate for extended 
periods of time in the field. This goal required the 
creation of several detection tools, including robust 
sensing films, stable recognition ligands, robust optical 
reporters that did not degrade, and a reagent-free 
transduction approach. These tools will find application 
in pathogen detection, but can be used for problems 
in medical diagnostics and the detection of agricul-
tural threats. As they are applied to various detection 
methods, these tools will ultimately contribute to the 
development of practical stand-alone detection tech-
nologies.

Background and Research Objectives 

The intentional release of pathogens into the environ-
ment represents both a military and homeland security 
threat. Recent funding strategies for the development 
of detection technologies for pathogens in the environ-
ment have been limited to off-the-shelf technologies. 
As a result, current fielded approaches are little more 
than sample collectors that require transfer of samples 
to a reference laboratory for confirmatory analysis. 
Other approaches under development largely represent 
miniaturization of current lab-based approaches. Little 
investment has been made in the underlying science 
and technology to create new approaches to this dif-
ficult problem. 

Pathogen Detection Based on Biomodulation
Basil Ian Swanson

20060040DR

There are several technical barriers to autonomous 
pathogen detection. First, the large amount of reagents 
required for conventional lab-based methods is simply 
impractical for unattended detection over extended 
periods of time. Second, the poor stability of recogni-
tion ligands, especially antibodies, is not suited to real-
world conditions where the temperatures encountered 
and long storage times result in degradation. Third, 
the sensing films at the interface between the complex 
samples and the sensor must endure a variety of 
harsh conditions and resist interference from complex 
samples. Finally, an autonomous system requires a 
robust transduction scheme. Optical methods are 
often used, and the reporters incorporated into a 
stand-alone platform must resist chemical modification 
from the sample matrix and alteration due to long-
term exposure to excitation sources (typically lasers). 
Although some progress has been made in addressing 
the above limitations, the realization of an autonomous 
detection system remains an unmet challenge.

Overall, the work described below involved creating 
new tools that solved the limitations outlined above, 
then integrating them into a practical device for the 
detection of gene markers and intact pathogens. As 
you will see, this research team has made considerable 
progress in the development of novel pieces of the 
autonomous detection puzzle. These advances should 
find numerous applications in biological detection in 
the military, homeland security, and medical sectors. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

As a National security laboratory, LANL’s mission 
includes addressing the threat of biological weapons. 
Within this mission space, the detection of purposeful 
release of biological pathogens into the environment 
remains a significant problem. However, it should be 
noted that biological sensors are a dual use technol-
ogy. The same tools that are developed for pathogen 
detection can be applied to other civilian areas includ-
ing medical diagnostics for human diseases and screen-
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ing for disease in animal populations (e.g., M. bovis in 
cattle). The research performed in this project has led to 
the development of several useful tools that will underpin 
future efforts at the Laboratory to address detection and 
diagnostic needs, especially detection of human pathogens 
in remote and/or resource-limited settings.

Scientific Approach and Accomplishments

Signal Transduction Based on Biomodulation

The most challenging task in this project was to develop 
a reagent-free transduction approach where the signal 
used in detection was not degraded by high, non-specific 
adsorption of biomolecules from the complex samples 
encountered in the environment. Our approach was based 
systematically varying (modulating) the position of a fluo-
rescent dyes attached to the end of a tether.  This tether 
was attached to the surface of a planar optical waveguide, 
which behaves similarly to an optical fiber—most of the 
laser light coupled into a waveguide (Figure 1) is contained 
within the waveguiding material. A small amount, termed 
the evanescent field, leaks out of the waveguiding layer, 
with its intensity decaying exponentially as the distance 
increases from the waveguide surface. The photons in the 
evanescent field excite the fluorescent dyes in our sensor 
approach. We rely on the exponential fall-off of this optical 
field strength to modulate the fluorescence signal. The 
dye is moved toward and away from the surface by an 
acoustic field, and the positional modulation of the dye 
leads to fluctuations in fluorescence intensity (Figure 2). A 
plot of the response amplitude versus the driving acoustic 
frequency leads to a unique “frequency spectrum” after a 
target pathogen binds to the recognition molecule. 

Figure 1. Planar optical waveguide sensing chip. The evanescent 
optical field falls off exponentially as a function of distance from 
the waveguide surface.

Figure 2. Positional modulation of a fluorescent dye molecule 
tethered by single and double stranded DNA. As the dye 
approaches the waveguide surface, the fluorescence increases 
(increased color in dsDNA tethered dye) because the dye 
molecule moves into a brighter portion of the evanescent field.

Although a number of detection schemes can be executed 
with this approach, we focused on gene detection. In 
short, both single stranded and double stranded DNA 
(ssDNA and dsDNA respectively) linkers have been used to 
attach dyes to a sensing film (below). In effect, the ssDNA 
and associated dye follow the movement of the surface. 
In contrast, dsDNA forms a rigid rod that undergoes 
harmonic motion relative to the surface under applica-
tion of the acoustic field. This harmonic motion gives rise 
to a measurable signal. The frequency spectrum of the 
dsDNA construct can then be divided by that of the ssDNA 
frequency response to give spectra as shown in Figure 3. 
The key observation is that the dsDNA tether gives rise to 
discrete resonances at~ 10 kHz and 12 kHz that are distinct 
from that of the ssDNA. Detection of a gene (e.g., ssDNA or 
mRNA) is possible using this method. Moreover, this same 
dsDNA construct can be made to detect other pathogen 
markers (including intact viral particles) by attaching recog-
nition ligands to the dye molecule and measuring spectral 
changes due to pathogen bindng.

Figure 3. Typical spectra from a double-stranded DNA linker. The 
structure in the spectra are similar although shifted in frequency.
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Robust recognition ligands 

Molecular recognition is at the heart of most phenom-
ena in nature, and is critical in the detection of biological 
molecules. Typically, the biomolecule (antigen) of interest 
(e.g., a protein marker that is specific for a pathogen) 
is recognized and captured by an antibody coupled to 
the surface of a sensor. The problem with antibodies in 
autonomous sensing is their lack of stability. Antibodies 
are proteins that can lose function by denaturing (changing 
their tertiary structure and therefore losing their functional 
shape) under a variety of conditions (low or high pH, 
elevated temperatures etc.). Moreover, as proteins, they 
are susceptible to degradation by proteases—proteins that 
cleave particular amino acid sequences. In order to address 
the inherent instability of antibodies, we have explored 
the use of alternate recognition molecules—peptides and 
carbohydrates—which are more stable. 

Peptides are typically much smaller than antibodies more 
stable. Peptides can be synthesized using automated 
technology, but it is often more efficient to express them 
in a living system. These recognition agents can be raised 
against biothreat agents using a technique known as phage 
display. Phage display technology involves the display of 
proteins or peptides on the surface of phage particles 
(viruses that infect bacteria). Traditional peptide phage 
display libraries are produced using filamentous phage, 
which produces libraries with five copies each of the 
selected peptide. Unfortunately, these libraries also exhibit 
an increased propensity for deletions (phage particles with 
no displayed peptides). We have created peptide libraries 
in “helper cells” that allow us to vary between multi-and 
monomeric display to select ligands with the highest 
binding affinity. From these results, primary libraries and 
secondary libraries were selected. Five primary libraries 
were created in helper cells, consisting of peptides with 6, 
10, 12, or 18 amino acids in either cyclic (10, 6) or linear 
(18, 12, 6) orientation. Each of these primary libraries 
has also been created as a secondary library in helper 
cells. Each primary and secondary library was sequenced. 
These libraries have been screened against influenza virus 
(serotype H3N1, Port Chalmers strain), to select peptide 
ligands against this important flu variant. 

Carbohydrates represent another class of stable molecules 
applicable to sensing applications. Often, these molecules 
determine, or at least participate in, pathogen-host 
interactions at a cellular level. Influenza, for example, 
binds to neuraminic acid displayed on cells in the upper 
respiratory tract; this binding leads to infection of the 
host. Neuraminic acid binds both hemaglutinin (HA) and 
neuraminidase proteins on the influenza viral coat, and 

both proteins are present in multiple copies. This phenom-
enon enables multivalent binding to several sites simulta-
neously, and enhances the low binding affinities of single 
carbohydrate-protein interactions. For sensing applica-
tions, this multivalency provides highly efficient capture of 
the viral particles on a sensing surface. We have prepared 
multivalent carbohydrate ligands that mimic neuraminic 
acid in order to develop an “all carbo” assay for influenza. 
Two of the ligands are depicted in Figure 4. Using these 
two ligands we were able to demonstrate the strain 
specific detection of influenza using our waveguide sensor 
system. This work was published as a communication in 
the Journal of the American Chemical Society in 2008. 

Figure 4. Two bidentate carbohydrate ligands developed for the 
detection of influenza. 

Stable sensing films

In the past, we have relied on phospholipid bilayers as the 
interface between the analyte and the sensing surface 
because they offer superior resistance to non-specific 
binding. They have limitations, however, including instabil-
ity to air, detergents, elevated temperature, and high salt 
solutions. In addition to non-specific binding resistance, 
this project required a surface that would endure the ionic 
strength and temperature cycling conditions required for 
oligonucleotide hybridization. To overcome the disad-
vantages of lipid bilayers, we developed a stable thin film 
that effectively resists non-specific binding in a variety of 
biological assays. 



LDRD FY08 Annual Progress Report 377

Environmental & Biological Sciences

Covalently attached, discrete polyethyleneglycol (PEG)-
modified self-assembled monolayers (SAMs) were 
designed and prepared. These films are formed by the 
vapor-phase, surface self-assembly of aminopropylsilane, 
followed by modification with well-defined PEG spacers. 
The PEG portion of the film acts as a tether between the 
sensor surface and the reactive portion of the film, and 
effectively resists non-specific binding. Most of the PEG 
chains (>99%) end with a chemically and biologically inert 
methoxy group that effectively blocks unwanted adsorp-
tion of molecules. The terminus of a small percentage of 
the PEG spacers contains a functional group that can be 
modified in a variety of ways. Testing showed stability to 
elevated temperature in cell culture media (80 °C for 1h), 
stability to storage in air for one year, and functional stabil-
ity in fetal bovine serum, rat urine, and human urine. The 
films have been successfully used in many different assays 
from gene to protein and intact virus detection. 

Several noteworthy points emerged from our thin-film 
research. First, the deposition of the self-assembled silane 
was facilitated through a room temperature, rough vacuum 
process that required no specialized chemical vapor depo-
sition apparatus. This vapor deposition method allowed 
dramatic improvements in sensing efficiency, which are 
detailed in a recent publication (Anderson et al Langmuir 
2008). Second, the entire thin-film deposition can be 
completed within two days, which enabled this team to 
complete a large number of experiments. Taken together, 
these aspects of this deposition process show our method 
to be simple, straightforward, and inexpensive, which is a 
significant improvement over other thin-films and deposi-
tion methods present in the current primary literature. 

Robust optical reporters

Optical sensors have traditionally relied on organic dyes 
to provide the fluorescence signals used in detection. For 
applications in autonomous sensing and in the quantita-
tive detection of multiple analytes, it is not possible to use 
organic dyes because they degrade quickly upon exposure 
to light. This property, referred to as photobleaching, is 
especially problematic in the intense optical fields associ-
ated with planar optical waveguides. We have pursued 
two approaches to more robust optical reporters: dye 
imbedded silica particles and semiconductor quantum dots 
(QDs). 

We have developed several methods to prepare fluores-
cent silica nanoparticles for use in biomodulation experi-
ments. Encapsulation of fluorescent molecules in silica 
acts to concentrate the fluorescent molecules in a small 
region making the fluorescence signal from a nanoparticle 

more intense (easier to “see”) than fluorescence from an 
isolated, individual molecule. Silica encapsulation also acts 
as a barrier to prevent the environment from affecting the 
fluorescence signal emanating from the dye molecules. In 
addition, we can readily modify the surface of the silica 
particles to, for example, attach it to a waveguide surface 
or make it more water soluble.

 During the course of this DR, we have encapsulated 
several inorganic dyes, including ruthenium tris(bipyidine), 
into silica nanoparticles and studied their fluorescent prop-
erties. The ruthenium complexes encapsulated in silica 
were found to be much more stable than organic dyes, 
which allow us to monitor them for longer periods of time. 
We have developed methods to prepare fluorescent silica 
nanoparticles as small as 25nm in diameter. 

In addition to silica encapsulated dyes, we have worked 
toward a reporter-ligand scaffold based on chaperonin 
protein-QD conjugates. Robust ligand scaffolds based on 
chaperonin proteins can be engineered to bind to semi-
conductor quantum dot (QD) reporters in their central 
pores while carrying multivalent recognition ligands on the 
solvent exposed position for target binding. Chaperonins 
are composed of 14-18 protein subunits called heat shock 
proteins (HSP60). One family of HSP60, originating from 
the Sulfolobus shibatae, can self-assemble into a double-
stacked ring structure with a ~ 6 nm size central cavity. 
Such proteins are robust—they can tolerate high tem-
perature, low pH, organic solvent treatment, and protease 
digestion without losing their biological functions. The 
binding affinity of protein to reporter QD was measured 
and found to be quite high (K d ~ 0.1 nM). Recognition 
ligands were introduced onto the chaperonin scaffolds by 
site-directed mutagenesis and chemical modification. The 
results demonstrated that our ligand-chaperonin-QD con-
jugates bind specific target molecules efficiently with high 
optical and physical stability. In addition to their applica-
tion in sensing, these conjugates may find use as “stealthy” 
delivery vehicles to deliver both imaging and therapeutic 
agents to cancer tumors. 
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Genome projects have greatly accelerated the rate at 
which genetic information is becoming available for 
a wide variety of organisms. However, little is known 
about how to decode this information and use it to 
understand how an organism works and what its 
capabilities are. The purpose of this project is to use 
information from genetic sequences, protein structures 
and biological databases to computationally predict 
and understand the mechanisms of the functions of 
proteins. The methods will support genome-wide 
analysis of the functions of proteins and protein 
networks and will enable prediction of the capabilities 
of emerging pathogens.

Background and Research Objectives

More-than a decade after the publication of the 
Haemophilus influenzae genome sequence in 1995 
(which marked the beginning of the era of shotgun 
sequencing), there are now over 300 complete bacterial 
sequences deposited at the Institute for Genome 
Research (TIGR). The rate of appearance of new 
microbial genome sequences now approaches one per 
day, increasing manifold our breadth of knowledge 
about microbes. How has the depth of knowledge 
increased over a similar period?

Consider Escherichia coli K12, the most 
comprehensively studied bacterium. A fully annotated 
function cannot be assigned to 43% (1873 of 4359) 
of E. coli’s protein-encoding genes. Furthermore, no 
functional information has been derived from homology 
for 34% (1482 of 4359) of the E. coli genes. The state 
of knowledge of the E. coli genome is essentially the 
same as that in 1997 when the genome sequence 
first was published [1]. Like E. coli, the fraction of the 
human genome that has not been assigned function 
is the same now as when the human genome project 
began. In addition, there is no functional information 
for a large fraction (25-48%) of protein-encoding genes 
in both A/B listed pathogens and bacteria central to 

DOE’s biotechnology goals. Structural genomics efforts 
are helping to address the gap between sequence and 
function through genome-wide determination of the 
structures of proteins of unknown function. However, 
even with these structures in hand, researchers are 
currently lacking the computational methods that 
would enable the functions of proteins to be inferred 
from their sequence and structure. New methods are 
required to fully leverage the structure databases for 
increasing our knowledge of protein function.
The overall goal of this project is to develop computa-
tional methods that can be used to help fill the gap be-
tween information about protein sequence and protein 
function. Our efforts are focused on making full use of 
structure databases for prediction of protein function. 
Our goal is addressed through achieving the following 
objectives:

Develop bioinformatics resources that integrate 1. 
information about protein sequence, structure, and 
function.

Develop and validate methods and software for 2. 
predicting protein function from protein sequence 
and structure information.

Make methods and results publicly available via the 3. 
web and other means.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

The methods we develop contribute to prediction of 
the capabilities of microbes of interest to DOE and DHS. 
Our methods will be useful for developing engineered 
microbes that can be precisely controlled to produce 
biofuels or degrade environmental waste, helping 
to increase Energy and Environment security. They 
will also be useful for predicting and defeating the 
capabilities of emerging pathogens in Threat Reduction.

Computational Methods for Protein Function Inference
Michael E Wall

20060700DR
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Scientific Approach and Accomplishments

Our overall approach is to develop informatics resources 
and computational tools for prediction of protein function. 
The project leverages the expertise of members in data-
bases and bioinformatics; protein structure and dynamics; 
and, in the early stages of the project, text analysis. 

Develop bioinformatics resources that integrate informa-
tion about protein sequence, structure, and function

We have integrated diverse information about proteins 
in a relational database. The database includes publicly 
available information about sequence, structure, and func-
tion, and also includes unique data sets (e.g. functional 
site predictions) generated by the project. We have also 
revised and maintained SchemaTrans software to facilitate 
the importing of diverse kinds of data (C Egner, JD Cohn, 
LA-CC-05-103). The database has been brought to other 
projects (e.g. LDRD and Intelligence Community programs), 
has been offered as a resource on proposals (e.g. NIH R01). 

Develop and validate methods and software for predict-
ing protein function from protein sequence and structure 
information

We developed an original method called Dynamics Pertur-
bation Analysis (DPA) to predict small-molecule binding 
sites in proteins using analysis of protein dynamics, and 
tested the method using hundreds of protein-ligand struc-
tures from a docking test set [2]. We developed an acceler-
ated method called Fast DPA for making high-throughput 
predictions [3], and applied it to predict functional sites for 
~50,000 proteins in SCOP [4], a library of protein domain 
structures (JD Cohn, D Ming, ME Wall, in preparation). 
We also investigated the consequences of the underlying 
theoretical foundation of the method for thermodynamic 
models of ligand binding [5].

We applied DPA to protein structures predicted by RO-
BETTA [6] for the CASP 8 structure prediction experiment; 
CASP is evaluating our predictions and we expect to hear 
results of our performance in October 2008. The effort to 
predict functional sites for predicted structures will con-
tinue after the project ends and is the focus of ongoing 
program development efforts with Richard Bonneau (NYU), 
a well-known structure prediction expert who co-authored 
ROBETTA.

We built on DPA to develop a method to evaluate and 
optimize coarse-grained models of proteins, and used the 
method to improve the popular Elastic Network Model of 
protein vibrations [7]. To further our coarse-grained mod-
eling capabilities, we developed software for simulating a 
popular nonlinear, coarse-grained simulations of protein 
dynamics, and used the software to discover and model 

patterns in the complex energy landscapes of proteins [8]. 
To better understand why DPA works so well using coarse-
grained models, we performed a detailed comparison 
of protein vibrations using 20 proteins, and found that 
coarse-grained models and all-atom models respond in a 
remarkably similar way to perturbations (D Ming, ME Wall, 
in preparation). We also began developing nonequilibrium 
statistical mechanics methods for coarse-grained modeling 
of nonlinear protein dynamics with unprecedented accu-
racy (M Anghel, D Ming, ME Wall, in preparation).

In an exciting recent development, we have developed a 
DPA-based method for automatically predicting allosteric 
linkages in proteins. We do this by indirectly addressing the 
following central question: By how much does the affinity 
of a compound for the active site change when an alloster-
ic effector binds to a regulatory site? Because the answer 
to this question is currently out of reach computationally, 
we define a related problem that we can solve on a single 
workstation in about a minute per protein using a highly 
simplified model of the protein and its interactions. The 
first results we obtained using the method are illustrated 
in Figure 1. Our method has great potential for predicting 
a large number of new targets for drug design and we have 
therefore submitted an invention disclosure through LANS.  
The Laboratory is currently assessing the commercial po-
tential of our technology for patenting and technology 
maturation, and we are also submitting an NIH exploratory 
research proposal to further develop the method.

Figure 1. Prediction of allosteric linkage in trypsin, in which this 
enzyme changes shape and activity due to molecular binding at 
a site other than the enzymatically active one. Left panel. The 
interaction between Ca2+ (red) and trypsin (yellow) is modeled 
and used to predict a regulated site (orange) known to interact 
with BPTI (purple). Right panel. Interactions with the Asp194 cata-
lytic residue (red) are predicted to control the activity residues 
(orange) that interact with the Ca2+-ion (purple).
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We also developed methods for combinatorial optimiza-
tion of protein structures for protein structure prediction 
[9]. In addition, we modified our previously published soft-
ware for protein structure comparison [10] so that it could 
be applied to predict genome-wide functional assignments 
for yeast [11]; this method is now widely used and is even 
being applied to 150 genomes in one of the largest compu-
tational biology efforts worldwide (R. Bonneau, NYU). 

In other related work, we developed test sets for reverse 
engineering of metabolic networks from metabolomic 
data [12]; performed normal mode analysis of Argonaute, 
the catalytic engine of RNA interference [13]; developed 
a machine learning method to predict protein function 
from protein structure (J Howse, JD Cohn, CEM Strauss, 
ME Wall, in preparation); developed a method for fast es-
timation of protein configurational entropy (I Nemenman, 
CEM Strauss, ME Wall, in preparation); released and docu-
mented methods and LUNUS software for diffuse scatter-
ing from protein crystals (http://lunus.sf.net) [14]; and de-
veloped text-based methods for protein function inference 
[15, 16]. The text analysis expert has moved to University 
of Colorado and is submitting a NIH R01 grant on novel text 
analysis methods in collaboration with the PI of the LDRD 
project.

Make methods and results publicly available via the web 
and other means.

We developed a server to implement protein function 
inference methods on the web, and have made available 
predictions of functional sites for 50,000 protein structures 
(http://pfig.lanl.gov). We have also developed a bootable 
CD that assembles an ad hoc cluster of computers on a lo-
cal network for running ROBETTA structure prediction and 
function annotation software [6], satisfying the demands 
of many Universities and commercial users.

Overall, the project was highly productive, yielding 12 
publications, 5 publications in preparation, 1 software 
package developed (Fast DPA), and 2 invention disclosures 
(Prediction of Protein Functional Sites Using Fast Dynamics 
Perturbation Analysis, IDEA 07-186; Method to Predict Al-
losteric Linkages in Proteins, IDEA 08-251). The project also 
generated significant external visibility for LANL, not only 
through numerous invited and contributed presentations, 
but also by helping to establish the highly successful q-bio 
Conference on Cellular Information Processing (http://q-
bio.org) through project-related efforts of members Ilya 
Nemenman and Michael Wall, who were co-organizers of 
the 2007 and 2008 conference [17]. (The organizers, in-
cluding Nemenman and Wall, submitted a NIH R13 confer-
ence grant application to support future q-bio conferences, 
and NIH expects this grant to be funded in time for the 
2009 conference.)

References

Blattneretal., F. R.. The complete genome sequence of 1. 
Escherichia coli K-12. 1997. Science. 277 (5331): 1453.

Ming, D., and M. E. Wall. Interactions in native binding 2. 
sites cause a large change in protein dynamics. 2006. 
Journal of Molecular Biology. 358: 213.

Ming, D., J. D. Cohn, and M. E. Wall. Fast dynamics per-3. 
turbation analysis for prediction of protein functional 
sites. 2008. BMC Structural Biology. 8: 5.

Murzin, A. G., S. E. Brenner, T. Hubbard, and C. Chothia. 4. 
SCOP: a structural classification of proteins database 
for the investigation of sequences and structures. 
1995. Journal of Molecular Biology. 247: 536.

Wall, M. E.. Ligand binding, protein fluctuations, and 5. 
allosteric free energy. 2006. In AIP Conference Proceed-
ings. (Zaragoza, Spain, 8-11 Feb 2006). Vol. 851, p. 16. 
Melville, New York: AIP.

Chivian, D., D. E. Kim, L. Malmstrom, P. Bradley, T. 6. 
Robertson, P. Murphy, C. E. Strauss, R. Bonneau, C. A. 
Rohl, and D. Baker. Automated prediction of CASP-5 
structures using the Robetta server. 2003. Proteins. 53 
(Suppl 6): 524.

Ming, D., and M. E. Wall. Allostery in a coarse-grained 7. 
model of protein dynamics. 2005. Physical Review 
Letters. 95: 198103.

Ming, D., M. Anghel, and M. E. Wall. Hidden structure 8. 
in protein energy landscapes. 2008. Physical Review E. 
77: 021902.

Wolpert, D. H., C. E. Strauss, and D. Rajnarayan. 9. 
Advances in distributed optimization using probability 
collectives. 2006. Advances in Complex Systems. 9: 
383.

Ortiz, A. R., C. E. Strauss, and O. Olmea. MAMMOTH 10. 
(matching molecular models obtained from theory): 
an automated method for model comparison. 2002. 
Protein Science. 11: 2606.

Malmstrom, L., M. Riffle, C. E. Strauss, D. Chivian, T. N. 11. 
Davis, R. Bonneau, and D. Baker. Superfamily assign-
ments for the yeast proteome through integration of 
structure prediction with the gene ontology. 2007. 
PLoS Biology. 5: e76.



382 Los Alamos National Laboratory

Directed Research

Nemenman, I., G. S. Escola, W. S. Hlavacek, P. J. 12. 
Unkefer, C. J. Unkefer, and M. E. Wall. Reconstruction 
of metabolic networks from high-throughput metabo-
lite profiling data: in silico analysis of red blood cell 
metabolism. 2007. Annals of the New York Academy of 
Sciences. 1115: 102.

Ming, D., M. E. Wall, and K. Y. Sanbonmatsu. Domain 13. 
motions of Argonaute, the catalytic engine of RNA 
interference. 2007. BMC Bioinformatics. 8: 470.

Wall, M. E.. Methods and software for diffuse X-ray 14. 
scattering from protein crystals. To appear in Methods 
in Molecular Biology. 

Maguitman, A. G., A. Rechtsteiner, K. Verspoor, C. 15. 
E. Strauss, and L. M. Rocha. Large-scale testing of 
bibliome informatics using Pfam protein families. 2006. 
Pacific Symposium on Biocomputing. 2006: 76.

Verspoor, K., J. D. Cohn, S. Mniszewski, and C. A. Joslyn. 16. 
A categorization approach to automated ontological 
function annotation. 2006. Protein Science. 15: 1544.

Edwards, J. S., J. R. Faeder, W. S. Hlavacek, Y. Jiang, I. 17. 
Nemenman, and M. E. Wall. Q-bio 2007: a watershed 
moment in modern biology. 2007. Molecular Systems 
Biology. 3: 148.

Publications

Edwards, J. S., J. R. Faeder, W. S. Hlavacek, Y. Jiang, I. 
Nemenman, and M. E. Wall. Q-bio 2007: a watershed 
moment in modern biology. 2007. Molecular Systems 
Biology. 3: 148.

Maguitman, A. G., A. Rechtsteiner, K. Verspoor, C. E. 
Strauss, and L. M. Rocha. Large-scale testing of bibliome 
informatics using Pfam protein families. 2006. Pacific Sym-
posium on Biocomputing. 2006: 76.

Malmstrom, L., M. Riffle, C. E. Strauss, D. Chivian, T. N. 
Davis, R. Bonneau, and D. Baker. Superfamily Assignments 
for the Yeast Proteome through Integration of Structure 
Prediction with the Gene Ontology. 2007. PLoS Biology. 5 
(4): e76.

Ming, D., J. D. Cohn, and M. E. Wall. Fast dynamics pertur-
bation analysis for prediction of protein functional sites. 
2008. BMC Struct Biol. 8: 5.

Ming, D., M. Anghel, and M. E. Wall. Hidden structure in 
protein energy landscapes. 2008. Physical Review E. 77 (2 
Pt 1): 021902.

Ming, D., M. E. Wall, and K. Y. Sanbonmatsu. Domain 
motions of Argonaute, the catalytic engine of RNA interfer-
ence. 2007. BMC Bioinformatics. 8: 470.

Ming, D., and M. E. Wall. Allostery in a coarse-grained 
model of protein dynamics. 2005. Physical Review Letters. 
95: 198103.

Ming, D., and M. E. Wall. Interactions in native binding 
sites cause a large change in protein dynamics. 2006. 
Journal of Molecular Biology. 358: 213.

Nemenman, I., G. S. Escola, W. S. Hlavacek, P. J. Unkefer, 
C. J. Unkefer, and M. E. Wall. Reconstruction of metabolic 
networks from high-throughput metabolite profiling data: 
in silico analysis of red blood cell metabolism. 2007. Annals 
of the New York Academy of Sciences. 1115: 102.

Verspoor, K., J. Cohn, S. Mniszewski, and C. Joslyn. A 
categorization approach to automated ontological function 
annotation. 2006. Protein Science. 15 (6): 1544.

Wall, M. E.. Ligand binding, protein fluctuations, and 
allosteric free energy. 2006. AIP Conference Proceedings. 
851: 16.

Wall, M. E.. Methods and software for diffuse X-ray scatter-
ing from protein crystals. To appear in Methods in Molecu-
lar Biology. 



LDRD FY08 Annual Progress Report 383

Environmental & Biological Sciences



384 Los Alamos National Laboratory

exploratory research

Environmental & Biological Sciences
co

nti
nu

in
g 

pr
oj

ec
t

Introduction

In Bacillus anthracis, as in most bacteria, the function 
of majority of the 3025 genes is completely unknown. 
In this project we are addressing a detailed understand-
ing of the structure, function and interactions of native 
B. anthracis proteins. We are generating mutants of B. 
anthracis lacking the genes of interest and compare 
them with the wild-type bacteria. We are expressing 
and purifying the proteins of interest to analyze their 
structure. Subsequently, we will compare their structur-
al homology with known proteins to identify functional 
relationships.  In parallel, we will investigate their bio-
logical role by preparing gene knock-out mutants and 
assessing the effects of these deletions on the growth 
of B. anthracis and protein expression patterns. This 
research forms a basis for analysis of possible function 
and interactions of these proteins with biological tar-
gets. The results will lead to a better understanding of 
the biology of this pathogen and possibly to new thera-
peutics and vaccines against anthrax infection – steps 
critical to reducing the threat posed by B. anthracis.

Combination of molecular biology methods to generate 
knock-out mutants, comparative proteomics to assess 
gene expression changes, and structural biology (NMR) 
methods to characterize protein structure, together 
with bioinformatics methods for structural comparisons 
and function elucidation constitutes state of the art 
approach to deducing functions of proteins potentially 
important to anthrax pathogenesis. The potential pay-
off of identifying high value targets against anthrax is 
high.

Benefit to National Security Missions

Our research is directly related to biothreat reduction, 
an important national security mission area for DOE, 
DHS, and other agencies. The project is also relevant 
to the goals of DOE’s Genomes to Life mission that en-
deavors to understand the function of genes.

Functional Proteomics Studies of Bacillus Anthracis
Ryszard Michalczyk

20060437ER

Progress

Generation of knock-out mutants suffered setbacks – 
the standard knock-out protocol and two modifications 
we designed and tried so far have been unsuccessful 
due to a large number of false positives. We have de-
signed a new approach in which an endonuclease gene, 
activated by nutrient depletion, destroys the cloning 
vector following recombination. This approach elimi-
nates false positives and we are confident it will lead to 
desired mutants. The knock-out plasmid necessary for 
this approach is in the final stages of construction.

Proteins pXO1-166 and -137 have been cloned and ex-
pressed in E. coli. Work on increasing yield and solubil-
ity of pXO1-137 is in progress. Proteins pXO1-190 and 
pXO1-138 suffered setbacks in cloning – all products 
obtained so far contained mutations. Another round 
of cloning and verification is in progress. Expression of 
the remaining proteins in E. coli resulted in insoluble 
products. With addition of GST-tag to the N-terminus of 
the proteins, which normally increases protein solubil-
ity improved soluble expression, however, the yields of 
soluble products were not sufficient.  Although refold-
ing of insoluble proteins yielded soluble products, it is 
not certain that the proteins re-folded to their native 
structures and there are no activity tests that can be 
used to assess that fact. Additional expression attempts 
in ArcticXpress cells were also unsuccessful. It is possi-
ble that these proteins are toxic to the host or severely 
alter host metabolism. To this end we are progressing 
on two fronts. First is to use E. coli cell-free expression 
system in which cell survival is not required for protein 
production.  Trials in a commercial cell-free system are 
in progress with various expression tags and induction 
conditions being assessed. Second approach is to use 
self-induction system which has been used previously 
to produce toxic proteins [1].  Initial trials in this system 
appear promising. Additional trials, possibly including 
re-cloning as secreted proteins, are planned as a back-
up strategy.

Protein pXO1-166 has been purified to homogeneity 
and obtained in milligram quantities (~4 mg/L of cul-
ture). The protein has been identified as protective anti-
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gen repressor (PagR) important in regulation of expression 
of protective antigen which is a part of the three-protein 
toxin system [2]. Purification was achieved using standard 
chromatographic methods on two ion-exchange columns. 
The protein has been subjected to initial biochemical char-
acterization. Protein is a dimer in solution, MW = 23 kDa, 
and is very basic with pI = 9.6. Circular dichroism spectra 
indicate presence of secondary structure (~50% alpha-he-
lix) – analysis agrees well with theoretical predictions. Pro-
tein is thermally stable with midpoint unfolding transition 
temperature of 71 deg. C and is stable for at least a month. 
Initial NMR spectra indicate presence of a stable tertiary 
structure and hydrophobic core rendering it suitable for 
structural studies (Figure 1). 

Figure 1. 1H NMR spectrum of protein pXO1-166 showing good 
dipersion of resonances and indicating the presence of a folded 
protein core. The vertical scale in the right panel (6-10.5 ppm) 
was expanded 4-fold for better visualization.

Growth in 13C/15N-labeled media has been performed 
and and isolation of labeled protein is in progress, to be 
immediately followed by NMR experiments. In addition, 
we have characterized binding of PagR to three DNA pro-
moters from Bacillus anthracis (Figure 2). The binding is 
similar for all three sequences with affinities ranging from 
19 to 43 nM. We have also determined that binding of the 
protein to DNA involves one contact per monomer be-
tween the protein and DNA phosphate groups. We are at-
tempting to identify the consensus DNA binding sequence 
for PagR by truncating the promoter sequences studied to 
identify the core binding site which can then be used to 
screen anthrax genome for other promoters regulated by 
this protein.

Figure 2. Binding of pXO1-166 to DNA promoter for protective 
antigen gene measured by surface plasmon resonance.  Asso-
ciation time was 100s, dissociation time 180s. Concentrations 
of protein used were 10nM, 50nM, 100nM, 200nM, 300nM, 
400nM, 500nM, 600nM and 700nM.

Overall, we have obtained good preliminary data and 
moved the project forward to the point where further 
experiments should be more successful. We are also ready 
to progress to structure determination stage of the project 
for pXO1-166 and pXO1-137.

Future Work

Our research addresses a central challenge in pathogen 
biology: understanding the role of proteins in bacterial 
pathogens. In Bacillus anthracis, as in most bacteria, the 
function of majority of the 3025 genes is unknown. Char-
acterizing protein structure and changes in cellular physiol-
ogy that result from gene inactivation provide vital insights 
to their general role and specific function. We are working 
to clone 6 genes encoding B. anthracis proteins from 
pathogenicity island that are implicated in pathogenesis, 
express the proteins in E. coli, characterize their biochemi-
cal properties and three-dimensional solution structure.

Subsequently, we will compare their structural homology 
with known proteins to identify functional relationships.  
In parallel, we are investigating their biological role by pre-
paring gene knock-out mutants and assessing the effects of 
these deletions on the growth of B. anthracis and protein 
expression patterns. Elucidating the roles of these proteins 
will also enable assignment of putative functions to their 
homologs in other bacterial pathogens.

In the nearest future we will finish the construction of 
our new knock-out plasmid tool and generate knock-out 
mutants lacking genes of interest. We will produce extracts 
from wild-type and knock-out strains for determination of 
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differential protein expression under growth conditions 
stimulating pathogenicity. We will also begin NMR struc-
tural work on proteins pXO1-166 and pXO1-137 leading 
to tertiary structure determination. Simultaneously, we 
will continue expression trials of the remaining proteins 
to produce soluble products suitable for NMR. We will 
characterize the stability and secondary structure of these 
proteins and subsequently follow with structure determi-
nation.

Results of this research will form a basis for further 
functional proteomics studies of B. anthracis. Analysis of 
protein expression patterns and structural studies of the 
proteins potentially involved in pathogenesis will increase 
our knowledge of the biology of anthrax. The results will 
be applied to identification of biological pathways in which 
these proteins are involved and to the search for inhibitors 
of these processes. The methods used will be extended to 
additional genes of B. anthracis and other pathogens.

Conclusion

We will clone genes encoding B. anthracis proteins of 
unknown function that are implicated in pathogenesis, 
express the proteins in E. coli, and characterize their three-
dimensional structure. We will compare their structural 
homology with known proteins to help identify their func-
tion.  We will investigate their biological role by preparing 
gene knock-out mutants and assessing effects of these 
deletions on the growth of B. anthracis and protein expres-
sion patterns. The results will lead to a better understand-
ing of the biology of anthrax and possibly to new therapeu-
tics and vaccines against anthrax infection – steps critical 
to reducing the anthrax threat.
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Introduction

Understanding the relationship between the function 
of biologically active molecules and their structure is 
at the heart of designing new drugs and understand-
ing the function in the body. This proposal utilizes a 
combination of techniques to investigate drug binding 
and catalytic mechanisms of dihydrofolate reductase 
(DHFR). DHFR is one of the most important targets for 
anti-cancer therapy and for the development of anti-
microbial agents. Recently, DHFR has emerged as a new 
target against a number of debilitating bacterial-derived 
afflictions, including tuberculosis and anthrax. We are 
seeking to fully understand the complete configuration 
of hydrogen for the first time in a reductase enzyme, 
verifying the catalytic mechanism and bridging the gap 
between structure and function to elucidate a meta-
bolic process crucial to life. While the results of this 
work will be far-reaching, we will exploit results specifi-
cally to enhance target-drug interactions by the design 
of new mechanism-based inhibitors against cancer and 
anthrax.

Benefit to National Security Missions

This project supports the national security mission of 
biothreat reduction important to DOE, DHS, and other 
government agencies. Furthermore, understanding of 
the catalytic mechanisms and how we might custom 
design drugs, we will impact the health and welfare of 
our nation.

Progress

We have optimized a Sumo expression system with D2O 
and algal hydrolysate (normal incubation). We grew 
different strains of algae using normal incubators and 
generated different bacterial growth media from the 
hydrolysates. We found that there were differences 
in the amounts of protein expression with different 
hydrogenous hydrolysate. One of the best performers 
was chlorella. We have now been able to grow chlorella 
routinely on 90% and above D2O so we can perdeuter-
ate large quantities of protein for crystallization trials. 

Drug Binding and Catayltic Mechanism in DHFR
Paul Alfred Langan

20070131ER

We tested using the Protein Production robot for E. coli 
fermentation with D2O and hydrolysate but we found 
(with a number of different proteins; DHFR, HIV pro-
tease and MSOX) that there was no real gain in using 
the robot rather than a regular incubator. We have sent 
the various algal hydrolysates for analysis of amino acid/
sugar profile in order to explain the different perfor-
mances of the different cultures. The Mass spec analysis 
will be carried out at B8 LANL TA35. We have also car-
ried out mass spec analysis of the vairous perdeuterated 
proteins we have produced from our hydrolyzate to en-
sure full perdeuteration. This work was carried out at B8 
in TA-43. This work has been entirely conducted at LANL 
and a number of publication reporting the results are in 
preparation. We have already solved the X-ray structure 
of baDHFR, a major milestone for year 3 and we have 
determined high resolution X-ray structures of the vari-
ous ecDHFR complexes, using data collected at the Ad-
vanced Photon Source at Argonne National Laboratory. 
We have also collected X-ray data from perdeuterated 
ecDHFR to confirm that it has the same structure as the 
hydrogenous (regular) form of the protein.

Future Work

In the remaining period of this project our focus will be 
on growing further large crystals and collecting neutron 
data sets from crystals of complexes of ecDHFR, and 
determining their neutron structures, having already 
determined their X-ray structures.  Our collaborators 
in CWRU have produced a number of large crystal of 
ecDHFR complexes for neutron crystallography mea-
surements and we have data collection from a ternary 
complex scheduled at LANSCE. A postdoc will come 
to LANL to be trained in neutron data collection from 
CWRU. Our remaining efforts will depend on postdocs  
Zoe Fisher and also David Fox, two new postdocs asso-
ciated with this project after the departure of postdoc 
Leighton Coates for a position at the SNS at ORNL. Zoe 
Fisher will primarily be involved in data collection and 
David Fox on protein expression. Specifically we hope to 
determine the neutron structure of DHFR with MTX and 
NADPH bound and also DHFR with folate and NADPH 
bound. The anticipated outcome of this work will be 
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knowledge of the complete configuration of hydrogen for 
the first time in a reductase enzyme, verifying the catalytic 
mechanism and bridging the gap between structure and 
function to elucidate a metabolic process crucial to life. 
The results will be exploited to enhance target-drug inter-
actions by the design of new mechanism-based inhibitors 
against cancer and anthrax.

Milestones

Year 2-3: Neutron data collection from ecDHFR complexes; 
structure determination and modeling; start high yield pro-
duction of perdeuterated  baDHFR; Write NIH grant appli-
cation for future work on B. anthracis.

Conclusion

Dihydrofolate reductase (DHFR) is an essential enzyme 
conserved across species that is a multi-million dollar drug 
target against cancer and microbes. Recently DHFR has 
emerged as a new target against a debilitating bacterial-
derived afflictions, including tuberculosis and anthrax. We 
propose to develop new innovative strategies that will en-
hance our understanding of the catalytic mechanism of the 
enzyme DHFR from E. coli and enable drug design with B. 
anthracis DHFR, providing the nation with unique capabili-
ties to address present future needs in health, welfare and 
biothreat reduction.
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Introduction

Human respiratory viruses, such as influenza A, B, and 
C, respiratory syncytial virus (RSV) and human rhino-
virus (HRV) account for millions of infections in the US 
each year and continue to be a leading cause of death.  
Although new antiviral drugs for the treatment of in-
fluenza have become available recently, their useful-
ness depends entirely on an early diagnosis (within the 
first 2 days of infection).  More than 150 human cases 
of transmission of avian flu strain H5N1, an emerging 
threat, have been reported since 2004. New methods 
to detect, monitor and differentiate these viruses are 
needed to enable an effective and efficient response.  
The common receptor motifs found on influenza viridae 
are an enzyme – neuraminidase, with 9 subtypes and a 
binding receptor hemaglutinin with 6 subtypes.  Previ-
ous pandemic influenza outbreaks were associated with 
H1N1 (Spanish, 1918), H2N2 (Asian, 1957) and H3N2 
(Hong Kong, 1968) antigenic determinants of influenza 
A.  We propose to take advantage of this commonality 
by synthesizing the structures recognized by influenza 
strains (sialic acids), modified such that after the virus 
binds to and cleaves the receptor the products and 
ratios will be easily detectable and distinguishable us-
ing mass spectrometry (MS).  Unlike other methods 
for influenza detection, time resolved MS signatures 
obtained will distinguish all subtypes, including newly 
emerging strains and co-infections, in a single assay that 
will take hours rather than days or weeks.  It will also 
be a functional assay capable of directly measuring the 
virulence of the sample infection.  Finally, a key aspect 
will be the ability to do rapid large scale, automated 
testing using currently available MS equipment.

Benefit to National Security Missions

This project will further basic science progress in the 
detection of pathogens and contribute to our portfolio 
of focused measurements and analysis of biological sys-
tems. The technology will allow monitoring of emerg-
ing threats by infectious agents and therefore supports 
biothreat reduction mssions of DOE, DHS, and other 
agencies.

Substrates for the Detection and Differentiation of Influenza Viridae
David Bryan Kimball

20070148ER

Progress

The critical step in the first year of this LDRD research 
project was to provide substrates for neuraminidase 
and hemaglutinin of Influenza viridae.  The synthesis of 
labeled compounds generally requires additional effort 
to optimize reaction yields and economically introduce 
the expensive stable isotope into the final products. We 
explored multiple reported synthetic options and com-
bined them with novel synthetic approaches to provide 
an efficient path for generating all proposed structural 
variants of neuraminidase substrates.

The main goal of this project during the past year was 
to perform final optimization on the synthesis of dif-
ferently 13C labeled 2,3- and 2,6-sialyl lactose and to 
produce useful amounts of each (>100 mg).  These two 
initial influenza viral enzyme substrates allow our MS-
based assay to be developed.  Concurrently, preliminary 
work on conditions for the MS-based assay was to be 
developed using neuraminidase and 2,6-sialyl lactose.  
In short, both substrates are now in hand, only awaiting 
final deprotection steps, and initial MS conditions have 
been obtained for assay development.

The most efficient route to labeled sialyl lactose, with 
any regiochemistry, requires extensive protective group 
chemistry on each of the three main components:  sialic 
acid, galactose, and glucose.  No commercial sources 
are available for lactose with any 13C enrichment.  
Thus, 13C enriched lactose must be synthesized prior 
to coupling to a sialic acid moiety.  This is most read-
ily accomplished using enriched glucose or galactose, 
both of which are available commercially.  We selected 
enriched glucose since it is available in more numer-
ous enrichment patterns as well as being generally less 
expensive.  This was an important consideration, as the 
total synthesis of (M+6)lactose ready for coupling to 
a sialic acid totaled 12 steps and a combined yield of 
close to 17%.  Optimizing our reaction conditions to 12 
steps and 17% overall yield was a significant success, 
since alternate routes evaluated in year 1 were far less 
efficient.  In addition, for subsequent coupling to a suit-
ably prepared sialic acid moiety, other routes produced 
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lactose moieties with protecting groups that did not give 
appreciable yields of the desired sialyl lactose product.  
Optimization of each step is often a complex synthetic pro-
cess involving numerous side by side reactions with slight 
variations in reaction conditions.  This also necessitates 
multiple purifications to verify which conditions give the 
best yield and extensive characterization of all intermedi-
ates for each route.

Finding the correct conditions which allow a purified en-
zyme to function while providing a matrix conducive to 
MS analysis was nontrivial.  This is a necessary step, how-
ever, since it is much more complicated and dangerous to 
work with viral samples.  Successful utilization of purified 
neuraminidase, analogous to viral surface neuraminidase, 
requires specific buffering conditions for enzymatic activ-
ity to be observed.  Unfortunately, many of these buffers 
result in salt conditions which hinder MS detection and 
analysis of both the substrate as well as cleavage prod-
ucts.  After numerous trials, however, the combination of 
enzyme activity with subsequent detection of starting ma-
terials and products was accomplished.  Rough detection 
limits were also extrapolated.

In order to validate the enzyme kinetics under conditions 
which facilitate MS experiments, we recently purchased an 
Ocean Optics fluorimeter.  The kinetics of the commercially 
available neuraminidases is calibrated using a substrate 
having a fluorescent target bound to sialic acid.  Since we 
have modified the enzyme solution, we must now verify 
the turnover rate known in the literature using established 
fluorimetry procedures.  Linking MS-based enzyme turn-
over analysis to more traditional fluorimetry-based analy-
sis will be a key validation of our method.  The modular 
nature of the Ocean Optics fluorimeter makes it ideal for 
this type of routine analysis, since a higher power LED with 
a very narrow wavelength window can be used to increase 
sensitivity when quantification of a particular absorption 
within the sample is required.

Future Work

With the success of our synthetic methods, we are now 
poised to characterize the functional differences between 
purified enzymes specific for one type of sialyl lactose link-
age over another using MS.  We are collaborating with a 
source capable of providing us with viral binding protein 
(hemagglutinin) so that we are able to increase the com-
plexity of our MS experiments for more accurate assay 
development (more comparable to real world samples).  
We further intend to provide our CDC contacts with both 
substrates and preliminary MS results so that large scale 
sampling can begin.

So far, our synthesis has focused on cleavable substrates 
which will provide mass differentiated products on expo-

sure to an enzyme.  In order to further differentiate time 
resolved mass spectral profiles for different viral samples, 
we will also explore substrates which contain a sialyl lac-
tose linkage that resists cleavage.  Sulfur based linkages 
are known to resist enzyme cleavage and thus we can use 
these substrates as competitive inhibitors.  With our syn-
thesis of sialyl lactose substrates optimized, minimal alter-
ations are necessary to generate the S-linked substrates. 

Conclusion

This project takes advantage of substrate selectivity by 
synthesizing the structures recognized by influenza strains 
(sialic acids), modified such that after the virus binds to 
and cleaves the receptor the products and ratios will be 
easily detectable and distinguishable using sensitive mass 
spectrometry.  The final result of this project will be a 
multi-substrate panel assay capable of detecting, quan-
tifying, and differentiating influenza strains regardless of 
whether they are known or novel.  Large scale sample 
testing can show geographic viral phenotype drift and the 
emergence of antiviral drug resistance.
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Understanding the electromagnetic medium that im-
pinges upon and surrounds the earth are crucial to vir-
tually every aspect of space flight from space craft and 
sensor design to safety considerations in manned space 
flight. Furthermore, the ionic medium impacts all man-
ner of communications and sensing systems. During the 
past forty years, spacecraft measurements in the solar 
wind indicate that this medium is turbulent, with large-
amplitude, broadband fluctuations of magnetic fields 
and plasma velocities.   The observations further show 
that long-wavelength fluctuations of the inertial range 
and short-wavelength fluctuations of the so-called “dis-
sipation range” have distinctly different properties.  
Although there has been substantial progress in the 
theoretical understanding of the inertial range through 
the use of fluid theories such as magnetohydrodynam-
ics (MHD), there has been much less progress in the 
interpretation of the short-wavelength regime, in part 
because collisionless dissipation (which is not included 
in fluid theories) appears to play a fundamental role in 
the physics.

Particle-in-cell (PIC) computer simulations are the tools 
necessary to address the full physics of short-wave-
length plasma turbulence.  We propose to carry out the 
first-ever PIC simulations that self-consistently capture 
both the cascade and kinetic dissipation of turbulence 
in magnetized, collisionless plasmas such as the solar 
wind.  This will be possible through the use of LANL’s 
supercomputing resources such as the Roadrunner 
machine and the Laboratory’s high performance VPIC 
simulation code.  If our proposed research is success-
ful, LANL will become a world leader in plasma turbu-
lence research, with further applications to laboratory 
plasmas, planetary magnetospheres, and astrophysical 
plasmas.

Magnetic Turbulence and Kinetic Dissipation in Solar Wind and Solar Corona 
Plasmas
Hui Li
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Benefit to National Security Missions

This project will improve our understanding of solar 
wind magnetic fluctuations and the space environ-
ment that affects NNSA’s missions in non-proliferation. 
Furthermore, Laboratory competencies in Basic En-
ergy Science in fundamental plasma research will be 
strengthened in support of multiple energy and national 
security missions in DOE and other government agen-
cies.

Progress

We have carried out the first particle-in-cell (PIC) simu-
lations of the cascade of whistler turbulence.  The simu-
lations show a spectral anisotropy which is consistent 
with the preference for cascade in directions perpen-
dicular to the background magnetic field predicted by 
fluid theories of whistler turbulence.  Our new results 
show for the first time that whistler turbulence spectra 
become more anisotropic with increasing fluctuation 
energy, that magnetic compressibility is substantial for 
whistler turbulence, and that whistler turbulence pref-
erentially heats electrons in directions parallel and anti-
parallel to the background magnetic field.

Used PIC simulations of the electron/electron instability 
to demonstrate that the enhanced electric field fluc-
tuations from this instability not only slow down the 
electron beam driving the instability but also scatter the 
electrons to relatively large pitch-angles relative to the 
background magnetic field.  We have quantified this re-
sult, providing predictions that can be tested using solar 
wind observations of suprathermal electrons associated 
with solar electron bursts.

Developed model and algorithm for calculation of linear 
tearing modes in resistive MHD and two fluid models. 
This algorithm is general and can be used for calcula-
tion eigenmodes in different plasmas. The approach 
was applied for calculation of tearing modes in RFP like 
plasma in slab geometry. The results of resistive MHD 
and two fluid models were compared with the two fluid 
effects identified. The two fluid effects are strong in RFP 
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plasma. The developed method of calculation of modes in 
two fluid model is used for comparison of tearing modes 
calculated in two fluid and fully kinetic PIC models. The 
result shows that fully kinetic tearing modes in RFP plasma 
are similar to the ones calculated in the two fluid model 
meaning that kinetic effects due to large ion Larmor radius 
in RFP does not influence significantly tearing modes in 
RFPs.

Additional result in PIC simulations of tearing modes is 
that secondary instability with large wave numbers is 
found wich can make contribution to ion heating in RFPs 
at reconnection events. So far, we have had 10 refereed 
publications, numerous talks and poster presentations at 
various meetings.

Future Work

Decades of spacecraft measurements of the magnetic fluc-
tuations suggest that the solar wind is turbulent. There is, 
however, no satisfactory understanding of the origin and 
properties of the short wavelength turbulence, which is 
believed to provide a continuous heating of the solar wind.  
A comprehensive understanding of these long-standing 
problems requires treating turbulence and dissipation to-
gether, which has not been possible thus far.

We will carry out the first-ever particle-in-cell (PIC) simula-
tions that self-consistently capture both the cascade and 
the kinetic dissipation of magnetic turbulence in collision-
less plasmas. This is made possible by the LANL’s super-
computing resources and our high-performance PIC codes.  
We expect for the first time to extract detailed informa-
tion on both the fluctuating fields (specifically, the types 
of waves which persist and their spectral dependence on 
wavenumber and anisotropies) and the particles (specifi-
cally, whether electrons or protons are heated and their 
velocity-space signatures). The short-wavelength turbu-
lence regime in the solar wind extends from the spectral 
break point near where the wavelength corresponds to the 
ion inertial length to much shorter wavelengths near the 
electron inertial length.  The PIC simulations are used to 
follow the nonlinear flow of this energy self-consistently, 
including the development of magnetic turbulence and 
its dissipation on particles. We plan to investigate three 
distinct approaches: a) injecting ensemble of waves; b) 
injecting MHD turbulence; and c) generating turbulence 
self-consistently through a global instability.

The simulation box will be made large enough to enable 
the turbulent cascade to carry field energy to shorter 
wavelengths where dissipation becomes appreciable.  
Simulation results will be compared against solar wind and 
solar corona observations from various spacecraft available 
to LANL.

We will perform PIC simulations of tearing modes in re-
versed field pinch experiments to understand the second-
ary instability with large wave numbers and their implica-
tions for ion heating in the experiments.

Conclusion

We expect to build a self-consistent theory on the origin 
and dynamics of solar wind magnetic turbulence.  Our 
proposed simulations will achieve a new interpretation of 
short-wavelength solar wind turbulence and will provide 
a catalog of particle signatures of magnetic dissipation for 
use in identification of that process in terrestrial and other 
planetary magnetospheres as well as in the solar wind. We 
will perform study of secondary instabilities found in PIC 
siulations and their relation to ion heating in reversed field 
pinch experiments. We expect our results to be applicable 
in systems such as laboratory fusion experiments, and as-
trophysical disks/jets.
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Introduction

The project aims to develop a comprehensive modeling 
tool for the study of biophysical and biochemical mecha-
nisms underlying tumor growth.  Our study focuses on 
how the local cellular microenvironment influences cell 
physiology and cell behavior changes, and how such 
cell level changes influence tumor growth dynamics.  
The modeling tool we have been developing is a novel 
cell-based, multiscale modeling framework, which in-
corporates intra-cellular, cellular, and extra-cellular level 
descriptions.  At the intra-cellular level, we model the 
signaling pathways and protein regulatory networks for 
cells.  At the cellular level, we use a cellular Potts model 
that describes cells with extended cell shape and volume, 
and cell-cell interactions and behaviors with effective en-
ergies and constraints.  At the extra-cellular level, we use 
diffusion-reaction type of continuous equations for the 
chemical dynamics in the extra-cellular environment.  The 
three level models are closely integrated and feedback on 
each other to form a complete multiscale framework.  We 
use this framework to model the three stages of tumor 
growth: avascular (before blood vessel) tumor growth, tu-
mor induced angiogenesis (growth of new blood vessels), 
and vascular tumor growth.  In additional to help better 
understand the tumor biology, this model can potentially 
help to predict effects of chemo- and radio- therapies on 
tumor growth, and suggesting new therapeutic strategies.

Benefit to National Security Missions

This project supports the better understanding the bio-
physical processes of pathology that will directly impact 
the goal of improving human health. The methods de-
veloped here will also lay the groundwork to improve 
biothreat reduction. These areas of research directly 
impact missions of DOE OBER, NIH, DHS, and other gov-
ernment agencies.

Progress

Continued to develop our predictive tumor models on 
the three phases of tumor development: the avascular 
tumor growth, tumor induced angiogenesis, and vascu-
lar tumor growth.

Understanding a Killer: A Predictive Model of Tumor Development
Yi Jiang
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For avascular tumor growth modeling, after we have 
completed the parallelization of our avascular tumor 
codes in the first year of the LDRD project, we focused 
on applying this model to investigate the mechanisms 
underlying the tumor growth saturation.  In particular we 
investigated the effects of cell shedding, growth inhibi-
tors, mechanics, on cell cycle arrest and death. We are in 
the process of summarizing these results into a paper.

For tumor-induced angiogenesis, we developed a two-
dimensional model of tumor angiogenesis. The model 
not only produces realistic sprout morphologies, but 
also generates more complicated processes including 
branching and anastomosis that occur in tumor angio-
genesis.  In the past year, we have further developed 
the angiogenesis model to correctly model cell retrac-
tion, which allowed for quantitative comparisons of 
cell migration speed with experiment. We have also 
investigated the detailed mechanisms of cell-matrix in-
teractions in angiogenesis. In particular we focused on 
the matrix topography on the sprout morphology and 
migration speed. We showed that there is an optimal 
matrix density that facilitates fastest sprout extension, 
and that matrix alignment influence sprout extension 
speed. This work has been submitted to PLoS Compu-
tational Biology. In addition, we have also started the 
development of intracellular regulatory networks for 
vascular endothelial cells. The intracellular network 
involves the receptor tyrosin kinase and integrin signal-
ing pathways and their cross-talks (Figure 1).

In order to model vascular tumor growth, we have 
implemented both the blood flow and rheology in a 
realistic tumor vasculature, following the Pries mode.  
Our model solves coupled differential equations for 
flow and transport (Hb, oxygen and glucose) in blood 
vessels, while in the tissue external to blood vessels it 
converts to reactive particles to transport oxygen and 
glucose and messenger molecules. We have initiated 
collaboration with Prof. T. Secomb (U. Arizona), an ex-
pert in the field of vasculature adaptation.  We have 
obtained several blood vessel network reconstructions 
from Prof. Secomb. We are using these reconstructions 
to model blood flow in realistic networks. In particular, 
we are focusing on the role of tumor blood vessel leaki-
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ness on the chemical distribution in tumor and the results 
vascular tumor growth (Figure 2).

Figure 1. Model of Receptor Cross-talk During Angiogenesis. 
Reduced signal transduction network linking external stimuli to a 
cell’s internal decision making machinery and cell phenotype. This 
network highlights the relationship between growth factor, integrin, 
and cadherin receptors, allowing for cross-talk between the three to 
ultimately decide the cell’s fate. An arrow between nodes signifies 
activation and a hammerhead indicates an inhibitory effect. The 
inset shows different feedback scenarios between Rac1 and RhoA 
supported by experimental evidence. We investigate the implica-
tions of each of these feedback loops on cell behavior.

Figure 2. Color-coded images of flowrate (a), oxygen vessel wall 
permeability (b) and a snapshot of glucose diffusing out from 
vessels (c).  Vasculature is from rat brain tissue reconstruction.  In 
(a), flow rate is a strong function of vessel segment radius, as well 
as of arterial vs. venous pressure difference, and hematocrit.  In 
(b), leakiness is assumed a function of location of tumor relative 
to vessel segment; a 150 micron diameter tumor is assumed 
present in the center of the box.  In (c), glucose is being consumed 
at different rates depending on the tissue type – normal vs. tumor 
(quiescent, proliferating, necrotic).  Verification and validation 
comparisons with various experimental data are in progress.

On the experimental side, in order to provide more com-
prehensive data for model development, we have finished 
complete spheroid growth curves for four different cell 

lines under standard culture conditions in the previous 
year. We also completed spheroid growth curves under 
5-times increased glucose concentration, which should 
have the effect of increasing the hypoxic fraction and 
thereby raising the expression of HIF-1α. We have found 
that spheroids from each of the four cell lines grew to 
larger saturation sizes in the increased glucose concentra-
tion, as would be expected due to the decrease in central 
necrosis.  However, the presence or absence of HIF-1α 
had no effect on most of the spheroid growth parameters. 
These results have very interesting implications for the role 
of HIF-1α in regulating tumor development, as it would 
appear that this cell survival protein actually has little 
impact on spheroid growth dynamics (Figure 3).  In addi-
tion, we have a second complete set of spheroid growth 
curve measurements of the same cell types under altered 
nutrient supply conditions.  These data will provide a valu-
able resource for further refinement of the mathematical 
model. It is worth pointing out that these complete spher-
oid growth experiments are not simple to perform. Thus, 
these data will represent a very valuable resource for the 
future of our mathematical model development. We have 
also continued to provide more measurements for the 
mathematical model, including the cell shedding from the 
spheroid surface. We have made some measurements of 
cell shedding in large spheroids near saturation, but the 
data have yet to be analyzed.  We have also just received 
an extensive set of histology slides prepared by an out-
side company, which we will use to directly measure the 
amount of central necrosis as a function of spheroid size.

Figure 3. Growth curves of spheroids expressed as the total 
spheroid volume as a function of time in culture in standard 
medium (5.5 mM glucose, 0.28mM oxygen).  Points represent 
means of 25 measurements; different colors represent repeated, 
independent cultures.
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Future Work

This project seeks to provide a comprehensive and predic-
tive model for tumor development and chemotherapy 
based on quantitative experiments. We have developed a 
state-of-the-art integrated model that includes a cellular 
model for cell dynamics (cell growth, division, death, and 
cell adhesion), an intracellular protein regulatory network 
for cell cycle control, and extracellular reaction-diffusion 
chemical dynamics. This model has produced excellent 
results for initial avascular tumor development. We plan to 
build on the initial success of our cellular model for solid 
tumor growth and:

Optimize the model to simulate the complete, realistic • 
range of time and length scales of avascular tumor 
growth and validate this expanded model with an ex-
tensive set of existing and new experimental data;

Extend the model to study the initiation of angiogen-• 
esis and resulting changes in tumor growth, simulating 
a crucial step in tumor progression;

Incorporate a data-based network of blood vessels • 
within the solid tumor, simulating tumors at advanced 
stage;

Model the effects of chemotherapy at different stages • 
of tumor development (avascular, angiogenic develop-
ment, and advanced disease).

Besides supporting the Lab’s science-based prediction goal, 
this research will provide novel modeling methods that 
are applicable to many national defense related biological 
problems, e.g. progression of disease in humans.

Conclusion

The project will produce a comprehensive and predictive, 
multiscale cell model for tumor growth. The model can 
be used to generate and test hypotheses in tumor biology 
and development, which will have important application 
to basic cancer research, as well as to study therapeutic 
effects on tumor growth. We anticipate that this project 
will produce several novel predictions about the microen-
vironmental regulation of tumor growth and angiogenesis, 
which will provide the basis for future experimental and 
modeling work. Finally, the project will develop an inte-
grated, multiscale model framework that will be applicable 
to other problems e.g. disease progression in humans.
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Introduction

Coupled small-scale mixing and chemical reactions (i.e., 
reactive micromixing) is an important process under-
pinning many seemingly different applications.  This 
project aims at improved quantitative understanding 
of reactive micromixing in systems of varied complexi-
ties and seeks feasible techniques for enhancing mixing 
in microscopic systems, i.e., those with a low Reyn-
olds number (Re). Our approach to achieving these 
goals is to study mixing in the presence and absence 
of chemical reaction processes, reactive and nonreac-
tive micromixing respectively, at the microscopic scale 
through a series systematic laboratory experiments in 
well-characterized systems having increased complexi-
ties.  In parallel, the Lattice Boltzmann Method (LBM) 
is utilized to simulate the experiments under similar 
conditions.  The results of both experiments and simu-
lations are compared and then used to modify and 
validate existing models at different scales.  Several 
seemingly different applications can benefit from the 
results of this project.  Examples include- a) industrial: 
such as organic synthesis, combustion, polymerisation, 
precipitation and fermentation; b) environmental: such 
as the fate of transport of contaminants in, and reme-
diation of, subsurface media and groundwater aquifers; 
c) medical, biomedical and pharmaceutical: such as the 
design, development and use of microfluidic devices 
for patient diagnosis, patient monitoring, blood analy-
sis, drug delivery, drug discovery, and microscale flow 
cytometers for cancer cell detection; d) homeland secu-
rity and threat reduction: such as the design and use of 
chemical, nuclear and biological sensors; e) engineering 
and technological: such as chemical and nuclear reac-
tors, micromixers, micron-scale supersonic nozzles, 
ink-jets, micro-machined electrophoretic channels for 
DNA fractionation and polymerase chain reaction (PCR) 
chambers for DNA amplification, and the membraneless 
H-filters that separate and filter particles by size with-
out a membrane; and f) domestic applications: such as 
surface cleaning, fabric care, cosmetics, and painting.

An Experimental and Theoretical Framework for Reactive Micromixing
Amr I Abdel-Fattah

20070267ER

Benefit to National Security Missions

This project supports the DOE missions in Threat Re-
duction and Energy Security and Science missions by 
improving our quantitative understanding of reactive-
micromixing and its integration into larger-scale systems 
for environmental and energy sciences and applica-
tions. In microscopic systems such as microfluidics, this 
improved understanding is essential for the design and 
validity of chem-bio sensors. Other applications include: 
biological and chemical sensors and microreactors; oil 
recovery and fuel cells; subsurface remediation and 
contaminant transport.

Progress

In the past year (second year of the project) we de-
signed, synthesized, and tested several porous micro-
models with different geometry. One of our main goals 
was to run experiments and LBM simulations at very 
low flow rates, i.e., low Pe.  We modified and validated 
the experimental setup until stable and reproducible 
results were obtained at very low injection rates (down 
to 2 micro-liters/hour).

Microscopic visualization non-reactive micromixing ex-
periments were conducted at different injection rates 
(i.e., different Peclet numbers, Pe) in the porous mi-
cromodels of cylindrical, elliptical, and heterogeneous 
grains.  The experiments used fluorescence dye as a 
nonreactive agent in de-ionized water.  The experiments 
were performed at different values of Pe ranging from 
100 down to two. The results lead to quantitative un-
derstanding of nonreactive micromixing in a uniform 
porous medium of cylindrical grains and provided the 
first comprehensive data set on transitional micromix-
ing, before and after reaching steady state; reported 
data in the literature is limited to steady-state condi-
tions [1]. The concentration profile across the advanc-
ing interface between the fluorescence dye solution 
and de-ionized water enabled the characterization of 
the interfacial micromixing. The experimental Pe was 
obtained as the number of channel widths it took the 
system to reach full mixing.  Performing Lattice Boltz-
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mann (LB) simulations at the experimental Pe resulted in 
transient and steady-state concentration profiles quali-
tatively very closely matching the experimental profiles 
(Figure 1), thus establishing a higher level of confidence in 
our LB simulations. The LBM simulation results, however, 
showed a higher rate of mixing (~ 4 times).  This was attrib-
uted to the dimensionality differences (3D vs. 2D) between 
the simulations and the actual micromodels used in the 
experiments. The results of these experiments are being 
documented in a manuscript for publication and a confer-
ence presentation. 

Figure 1. Experimental (left) and LBM simulation (right) results 
of a non-reactive micromixing experiment employing de-ionized 
water and fluorescein solution at Pe ~ 2. Micromodel used: stag-
gered array of cylindrical grains of diameter 600-µm, height 
35-µm, porosity = 0.38.

A set of reactive micromixing experiments was also start-
ed.  In these experiments, two reacting solutions – one 
with free Ca+ ions and the other is a calcium ion indicator 
(Oregon 5N BAPTA), were introduced parallel to each other 
into the micromodel at a very low flow rate (4 microlters/
hr).  The calcium indicator reacted with the free Ca+ ions 
in a 1:1 molar ratio and correspondingly its fluorescent 
intensity was increased approximately by 6 times. It is im-
portant to note that the ratio of the molecular diffusion 
coefficients of the indicator (OG5N) and the calcium ions is 
about 2.2 times.  Two sets of experiments were performed 
- one with equimolar concentration of the two species 
([Ca], [OG5N] = 30 uM) and the other to have a concentra-
tion gradient ([Ca] - 100 uM, [OG5N] - 50 uM). LBM simula-
tions were performed using the experimentally measured 
Pe.  Selected experimental results are shown Figure 2 
and corresponding LBM simulation results are shown in 
Figure 3.   As these two figures indicate, there is a good 
qualitative agreement between the experimental and LBM 
simulation results. Again, the mixing rate obtained from 
the LBM simulations was at least 20 times higher than that 
suggested by the experimental results.

Figure 2. Experimental results of a reactive micromixing run using 
a 100 mM Ca+ ions solution and a 50 mM OG5N calcium ion indi-
cator at Pe ~ 2.  Micromodel used: staggered array of cylindrical 
grains of diameter 600-µm, height 35-µm, porosity = 0.38.

Figure 3. LBM simulation results for the experimental  run pre-
sented in Figure 2 of reactive micromixing using a 100 mM Ca+ 
ions solution and a 50 mM OG5N calcium ion indicator at Pe 
~ 2.  Micromodel used: staggered array of cylindrical grains of 
diameter 600-µm, height 35-µm, porosity = 0.38.

We explored a technique for enhancing micromixing in low 
Reynolds-number (Re) systems, similar to our system, us-
ing “peristalsis.”  Peristalsis is responsible for transporting 
urine in the ureter and chime in the gastro-intestinal tract 
in physiological flows.  Our work intended to enlighten 
the existing knowledge of peristaltic flows through the 
incorporation of solid particle transport. We performed 
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theoretical and computational studies on the transport of 
macroscopic solid particles by peristalsis using the LBM 
to investigating the mechanisms and conditions by which 
“peristalsis” can enhance mixing in these systems.  In our 
system, a peristaltic flow occurs when a tube or channel 
with flexible walls transports the contained fluid, and in 
this case also the immersed particle, by progressing a se-
ries of contraction or expansion waves along the length 
of those walls. In these computational experiments, we 
systematically studied how changes in both the geometri-
cal and physical parameters of the system affect the as-
sociated particle transport. We have also investigated the 
particle response to the peculiar phenomenon of “trap-
ping” where a region of re-circulating fluid moves with the 
wave as a result of a large wall deformation. The particle 
is seen to enter this region and adopt a path following the 
closed streamlines, thus being transported at the speed of 
the wave, maximizing the transport. We have submitted a 
manuscript reporting our findings to “Physics of Fluids.”

Future Work

This project studies the extent and rate of micromixing, 
with/without chemical reactions, in systems of increased 
chemical and physical heterogeneity, and explores tech-
niques for incorporating micromixing in large-scale trans-
port problems and for enhancing mixing in microscopic 
systems. Experimental and modeling efforts will be carried 
out in parallel to achieve the project’s goals.  Experiments 
performed in micro-channels with well defined geometries 
will provide unique data for numerical modeling, and 
model results will subsequently be verified against results 
from macroscale systems.  Microscopic-scale experiments 
will employ video microscopic visualization system unique 
to LANL and appropriate fluorescent reaction indicators 
to quantify mixing and chemical reactions in T-shaped mi-
croreactors.  Two different solutions will be injected at the 
same time and rate through the microreactor’s two oppo-
site arms to flow alongside each other in its main channel. 
The extent of mixing will be measured and characterized 
in terms of parameters such as Peclet number and species 
concentration distribution/evolution across/downstream 
the channel. Experiments will be repeated in the same 
microreactor after packing its main channel with beads of 
different size, shape and surface reactivity to alter the sys-
tem’s chemical and physical heterogeneity.  Results of the 
microscopic experiments will be simulated using a Lattice 
Boltzmann (LB) approach to regenerate the experimental 
results and then create numerical results at a wider param-
eters range. The LB technique makes very few assumptions 
about the system’s chemistry and physics and should ac-
curately reproduce the experimental results.  These results 
will be further verified against additional microscopic ex-
periments at selected parameter values.  The Peclet num-
ber and other measured parameters will be used to char-
acterize mixing occurring at the macroscopic-scale which 

are critical in determining an upscaling scheme for larger 
scale applications. An apprach for enhancing mixing in the 
micromodels based on peristalsis, acoustic stimulations, 
and electrokinetics will be explored and evaluated.

Conclusion

We performed experimental and computational studies 
on micromixing in systems of different geometries at low 
Pe conditions.  Our results represent the first comprehen-
sive data set on transitional micromixing, before and after 
reaching steady state.  Qualitative agreement between 
experimental and LBM simulation results was obtained for 
both reactive and non-reactive micromixing conditions.  A 
technique for enhancing micromixing by peristalsis in the 
presence of macroscopic solid particles was investigated.  
This study led to the conditions under which enhanced 
micromixing can be reached.

The main expected results of our work are: 1) quantita-
tive understanding of reactive/nonreactive-micromixing 
phenomena; 2) better integration of micromixing in macro-
scopic systems; and 3) an approach for enhancing mixing in 
microscopic scale systems.  Important applications to the 
scientific community and the public include: a) Energy and 
Industrial: fuel cells, oil recovery, organic synthesis, com-
bustion, polymerization, fermentation; b) Environmental 
and Water Security: groundwater remediation, subsurface 
contaminants transport, desalination; c) Medical: microflu-
idic devices for patient diagnosis/monitoring, blood analy-
sis and cancer cells detection, drug efficiency; d) Homeland 
Security and Threat Reduction: enhanced chemical, nucle-
ar, and biological sensors and micro-reactors, MEMS, mi-
cromixers, membrane-less filters for separation processes
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Introduction

A significant challenge in contaminant transport model-
ing is to obtain a mechanistic understanding of trans-
port parameter scaling that accurately addresses the 
combined influence of physical and chemical heteroge-
neities at different scales. Although millions of dollars 
are spent each year for regulatory-driven investigations 
to characterize risk associated with contamination in 
groundwater, there remains no practical theory to in-
tegrate laboratory-scale data in field-scale predictions 
for resource analysis, risk assessment, or remedial 
design. This project is endeavoring to develop a upscal-
ing methodology to provide a theoretical and practical 
link between controlled experimental results at scales 
increasing from the laboratory bench to the multi-
kilometer field scale at which resource assessment and 
remediation is actually conducted. We develop and test 
the upscaling methods for prescribing appropriately 
scaled parameters in numerical models of fluid flow 
and contaminant migration in saturated fractured me-
dia (Figure 1).

(B) Tracer-test scale (1-100 m)
transport along small fractures 
(advection and dispersion)

(C) Column scale (1-100 cm)
interaction between fracture and 
matrix (sorption and matrix 
diffusion)

(A) Field scale (0.1-1 km)   
solute transport along 
major fracture network

Test Scale
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Figure 1. Spatial hierarchical scales of fractured rock to show 
the gap between test scale and the modeling scale [1].

Subsurface Transport Parameter Estimation with Multiscale, Multiobjective 
Optimization
Andrew Victor Wolfsberg
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Benefit to National Security Missions

This project supports the DOE/NNSA missions in envi-
ronment, energy, and science by enhancing our under-
standing of subsurface fluid and contaminant migration 
processes and subsurface property structures.  High 
performance computing, new mathematical theories, 
and DOE/NNSA site data sets enable development of 
these methods to improve accuracy in important re-
source assessments.

Progress

Progress in the first two years of the project has been 
made in six primary areas, which are described below:

Development of fracture network with a multi-scale 1. 
transition probability model: To test concepts of 
parameter scaling from bench-scale fractured-rock 
column experiments to fracture network charac-
terization, we have developed a multi-scale transi-
tion probability model to simulate the geometry of 
fracture network systems and at the same time to 
upscale the fracture apertures and fracture block 
proportions (see Figure 2). Flow and reactive sol-
ute transport in the upscaled fracture network are 
simulated with a novel generalized dual-porosity 
model, which enables highly efficient and accurate 
simulations of diffusive concentration fronts mov-
ing between fractures and matrix material. The de-
veloped methodologies will have broad applications 
for modeling flow and reactive solute transport in 
the fractured rocks.
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Figure 2. A fracture network system created with multiscale tran-
sition probability models (left) and the simulated contaminant 
distribution in the fracture network (right).

Development and testing of simultaneous inverse 2. 
models for characterizing single fracture laboratory ex-
perimental parameters: Working with a novel data set 
developed at LANL for a series of laboratory column 
transport experiments, we have developed a simulta-
neous inversion methodology for parameter estima-
tion from multiple experiments. Two inverse methods 
were developed, compared, and contrasted, one a 
global search algorithm and the other a local gradient-
based search algorithm. Our results demonstrate that 
the global search method provides greater accuracy 
and quantification of the estimation uncertainty, but 
at a higher computational cost. Two papers have been 
prepared on this subject [1, 2]. Professional talks on 
this subject have been given at The American Geo-
physical Union meeting and at the Geological Society 
of America meeting.

Development and testing of mathematical upscaling 3. 
formulations:  Following the parameters estimation 
from the laboratory scale studies, we have developed a 
multi-modal spatial random function that upscales the 
critical transport parameters for fracture aperture, ma-
trix diffusion, and solute sorption coefficient for field-
scale simulation. The effective field-scale parameters 
are related to their geometric mean, variance, integral 
scale and domain size. Their values increase with their 
integral scales and are much larger than their geomet-
ric means. This has led to a publication in geophysical 
Research Letters [3].

Development of a stochastic inverse methodology for 4. 
identifying subsurface material structure with limited 
hydrologic and geologic data:  Upscaling laboratory 
parameters to the field scale requires knowledge 
of subsurface material structure. Therefore, using a 
field-scale groundwater model and associated head 
observations and geologic information from boreholes, 
we solve the inverse problem for the stochastic param-
eters in the transition probability model and gener-
ate the material distribution necessary for upscaling 

transport parameters. These results provide insight 
regarding material proportions, mean lengths of fea-
tures, and their roles in controlling fluid flow. A paper 
is published in a peer reviewed journal on this aspect 
of the project [4].

Development of numerical models for upscaling pro-5. 
cesses and parameters for networks of connected 
discrete fractures:  At the field scale, predictive models 
are resolved at scales much larger than that of a single 
fracture. Thus, any grid block in a model is character-
ized by multiple interacting fractures. Therefore, we 
have developed a discrete fracture network modeling 
system for the purpose of estimating effective fracture 
parameters for any grid block in a fieldscale model. 
Our first result has been to estimate the effective frac-
ture aperture for a sub-grid-block system of parallel, 
but not identical, fractures. With this methodology, the 
upscaled single, effective fracture aperture reproduces 
the same flow dynamics as the group of smaller frac-
tures. The next step is to combine the effective frac-
ture aperture with the effective matrix diffusion coef-
ficient to ensure mass transfer from fractures to matrix 
is preserved in the upscaled material properties. We 
are also using this network model to investigate inter-
ference between fractures via diffusion in the matrix 
material separating them. New models using inverse 
Laplace Transform solutions for transport in fractured 
media and superposition concepts are being invoked 
to solve, via inversion, fracture interaction parameters 
applicable at larger scales.

Development of analytical solutions for upscaling sorp-6. 
tion coefficients in saturated fractured rock system:  
We have developed a scaling methodology to upscale 
matrix sorption coefficients for fractured-rock systems 
by characterizing both the tortuosity field (physical 
heterogeneity) and retardation factor field (chemical 
heterogeneity) in the rock matrix. We compute the 
effective tortuosity with a conservative tracer. Then, 
using a sorbing tracer, we derive the equations for 
upscaling the sorption coefficients in a saturated, frac-
tured rock system (see Figure 3). The derived upscal-
ing equations for the sorption coefficients are verified 
with Monte Carlo simulations, which are based on a 
generalized dual-porosity model to enable highly ef-
ficient and accurate numerical simulations of diffusive 
concentration fronts moving between the fractures 
and matrix material [5]. Two more papers have being 
prepared from this area of study [6]. 
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Figure 3. Effective sorption coefficient (left) and the comparison 
of the concentration breakthrough curves computed from the 
effective KBdB, geometric mean KBdB and the Monte Carlo simu-
lations (right).

Future Work

The goal of this research project is to integrate compo-
nents of multiobjective optimization theory, multimode 
spatial statistics and upscaling algorithms, and hierarchical 
transition probability models to identify and then account 
for complex physical and chemical processes at increas-
ing scales for subsurface flow and contaminant transport 
simulation. The next phase of this project will involve 
integrating the upscaling theory developed in Year 1 and 
2 with observations at both the laboratory and the field 
scale. We will extend the derived upscaling methods for 
heterogeneous fracture apertures and reaction coefficients 
in fracture rock, and verifying the upscaling equations with 
MC simulations. This extension should allow for effective 
parameters for flow, matrix diffusion, and solute retention 
via reactions with immobile minerals to be developed for 
complex fracture networks. We anticipate applications of 
this theory and methodology to DOE/NNSA sites such as 
the Los Alamos site and the Nevada Test Site as well as in 
emerging alternative hydrocarbon extraction investigations 
such as those associated with oil shale extraction from in-
duced fractured media. Although programs at these sites 
cannot always develop new theories, they often employ 
the most recent developments in computational subsur-
face science, thus enabling applied programmatic growth. 
We expect two more papers will be completed in the last 
year.

Conclusion

The physical and chemical heterogeneities of matrix prop-
erties are a source of reactive transport parameter scale 
dependence in solute migration models. Results to date 
indicate that model parameters estimated from centime-
ter-scale experiments can not be directly used for field-
scale simulation. However, the laboratory-scale values, 
when considered in conjunction with field-scale variability 

of material properties, leads to mathematical formulations 
for estimating effective values at increasing scales. Key pa-
rameters affecting solute migration in fractured rock sys-
tems include the matrix diffusion coefficient, the fracture 
aperture, and the effective block porosity. We have scaled 
each of these individually with the transition probability 
theory developed in this project and are now developing 
scaling algorithms to solve their scaled dependence simul-
taneously. The scientific results from this study will provide 
a theoretical and practical link between controlled experi-
mental results obtained at the laboratory bench scale to 
the field scale at which risk assessment and contaminant 
remediation are actually conducted.
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Introduction 

It is estimated that some 40 million Americans would 
become infected if a pandemic emerges from avian 
influenza (A/H5N1) and over 700,000 people will need 
hospitalization in such a scenario.  The most critical 
mitigation for stopping the emergence of the highly 
pathogenic avian influenza into human populations in 
the pandemic form is to detect and control H5N1 in 
avian populations.    However, management of highly 
pathogenic influenzas in wild and domestic animal 
populations requires a better understanding of the 
determinants of host range.  Missing at the moment 
is critical data that can lead to which avian species 
should be under surveillance.  To answer this question 
we are investigating the major host range determinant 
for influenza which is the binding site for the virus, 
sialic acid, which varies between mammals and bird 
cell membranes. The specific hypothesis behind the 
research is that the characterization of sialic acid of 
species in each order in the Class Aves can be used as a 
phylogenetic guide map to host range for influenza and 
that data can then be used to guide surveillance efforts 
for strains of concern for influenza.   This hypothesis is 
based on the following observations.  First, that to gain 
entrance into cells, human influenza viruses bind pref-
erentially to sialic acid containing N-acetylneuraminic 
acid α2,6-galactose (SA α2,6Gal) linkages while avian 
and equine viruses bind preferentially to those con-
taining N-acetylneuraminic acid α2,3-galactose (SA 
α2,3Gal) linkages. Second, that it has also been recently 
discovered that chickens and quail have human α2-6 
receptors in their lungs as well.   And third, viruses 
isolated from distinct bird species differ by their rec-
ognition of the oligosacchride receptors in the corre-
sponding bird species.  

Benefit to National Security Missions

Management and detection of highly pathogenic 
influenzas in wild and domestic animal populations 
require a better understanding of the determinants of 

Identifying High Risk Species Critical for the Emergence of Pandemic Influenza
Jeanne Marie Fair
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host range.   There has been a very large multi-agency 
effort for monitoring for influenza in the wild birds for 
the last five years that will be difficult to be sustain-
able.  Disease detection of pathogens crossing our 
borders must be based a strong scientific foundation 
that provides the focus to be effective in monitoring for 
diseases.  

Progress

A sample and analysis database is in development 
and is a relational database programmed in Microsoft 
structured query language (MsSQL) (Figure 1).  It will 
be housed on a LANL MsSQL Server and accessible to 
multiple users on and off campus depending on access 
privileges.  The database will be capable of tracking 
molecular to landscape scale data and will interact 
with a geographic information system (GIS) in order to 
accommodate spatial analyses.  Certain data standards 
are being developed in collaboration with the Wildlife 
Disease Information Node of the National Biological 
Information Infrastructure. The database will contain 
information on the bird collection, specimen type, 
sialic acid (Sia) content analysis as well as spatial and 
geographical identification of Sia types in tissue sample.  
The materials and methods leading to the database 
inputs will also be contained within the database.  This 
tool will allow fluid communication between internal 
collaborators as well as external colleagues in the field 
of Avian Research.  Also, the database can be easily 
adapted and applied to other species and issues of 
concern that may arise in the future.  

A spatial model is being developed to investigate the 
spatial dynamics of sialic acid distribution in the respi-
ratory and digestive tract of birds.  Currently, it is not 
known whether a difference in relative abundance of 
specific sialic acid types among different animal species 
affects the potential of influenza viruses to evolve in 
the host and we have no baseline readings of sialic acid 
amounts in various bird species to determine which 
birds should be under surveillance.  Development of 
this spatial model for both tracts will be performed by 
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digitally photographing the sample tissues and creating a 
digital surface mosaic from the images.  Sialic acid concen-
trations will then be completed for the two tracts and the 
distribution of concentration of Sia and subtype visualized 
as a surface mosaic to show sialic acid differences along 
the length of each tract. A high-resolution camera has 
been purchased and tripod apparatus has been configured 
to enable photographing of dissected avian specimens 
collected in the field.  We are beginning to attain 5-10 
samples per Species from all Avian Families.  Initial test 
photographs of specimens will be used to prototype GIS 
processing techniques to ortho-rectify photographs to local 
coordinate system to accurately map physiological control 
points and samples taken from the specimens collected 
(Figure 1).  Variation in Avian RBC Sia subtypes is being 
assessed along a phylogenetic gradient using a DNA-DNA 
hybridization-based taxonomy developed by Sibley and 
Ahlquist (1995) (Figure 2).  This will be compared to 
variation in each anatomic tract and may be used as a 
non-lethal indicator of the sialic acid bond ratio within a 
species.

Measuring sialic acid requires a series of steps including 
the homogenization of tissue and/or lysis of red blood 
cells, release of bound Sialic acid via Sia-to-galactose bond 
cleavage and then quantification.  However, methods to 
measure total sialic acid differ from those used to measure 
the relative abundance of specific glycosidic linkage types 
(α2-3 and α2-6).  The former can be performed through 
non-specific cleavage of the glycosidic bond linking Sia to 
underlying cell surface glycans by acid hydrolysis, whereas 
the latter relies on bond-specific breakage by enzymes 
with known activities (Figure 3).  

The isolation and quantitation of Sia in red blood cells 
(RBCs) has been initiated.  Prior to the measurement of 
RBC-bound Sia, RBC ghosts must be prepared to remove 
hemoglobin by lysis, and the resulting lysate treated so as 
to inactivate native sialidases and preserve Sia’s chemical 
structure.  Using several protocols, we have successfully 
isolated and detected unbound pigeon Sia by mass spec-
trometry (MS).  Most recently, we attained an estimate 
of approximately 50 μM total Sia from rock pigeon RBCs.   
Our instrument of choice for the new higher throughput 
and more sensitive method for Sia quantification from 
avian specimens was a Thermo Finnigan LCQ Deca XP mass 
spectrometer, which is connected to a front end Surveyor 

Figure 1. Initial data model for the avian science SQL relational database.
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HPLC system with automated sample handling. This liquid 
chromatography based system is well suited for analysis 
of carbohydrate targets and numerous samples can be 
analyzed in a short time with full automation. 

Figure 2. DNA-DNA hybridization based avian phylogenetic tree 
for all avian Orders.

Figure 3. Flow chart of sialic acid characterization and quantifica-
tion in avian tissues. 

Future Work

For samples acquisition, we set up collaborations with 
numerous zoos, including the Wildlife Conservation Society 
in New York and the St. Louis Zoo, as well as the Wiscon-
sin Department of Natural Resources and U.S. Fish and 
Wildlife Service. The zoos are currently collecting blood 
samples from highly exotic bird species.  We have obtained 
samples from wild waterfowl in New Mexico through 
collaboration with New Mexico State University. We also 
set up a successfully funded collaboration with the leading 
Sia laboratory in the world at University of California San 
Diego to continue this work through the Los Alamos and 
University of California research program.

We plan to further characterize Sia variation in our focal 
species in order to hone HPAI surveillance and response 
efforts. This work will determine which life-history stages 
these species would most likely be susceptible to influenza 
infection.  We have also begun a relationship with the U.S. 
Department of Agriculture’s Southeast Poultry Research 
Laboratory in Athens, GA to attain inactivated LPAI and 
HPAI H5N1 virus isolates for studies aimed at determining 
whether the focal species’ in this project differ in their lym-
phocyte proliferation response to either of these antigens. 
We predict that the differences between species will be 
greater when testing the lymphocyte response to LPAI than 
HPAI based on differential mortality in HP but not LPAI. 

Conclusion

With the initial successes in rock pigeon sialic acid mea-
surements, a new state of the art mass spectrometer, and 
new collaborations with UCSD, USDA and several state and 
Federal wildlife organizations, we expect rapid progress in 
sample acquisition and analysis for the upcoming year of 
this project.  Due to the immensity of the survelliance chal-
lenge, current influenza surveillance systems for birds may 
easily miss influenzas of concern in asymptomatic popula-
tions.  We hope that the new data compiled in this project 
will help focus influenza surveillance efforts.  
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Introduction

Dynamic earthquake triggering remains a compelling 
mystery:  how do transient seismic waves with microme-
ter displacements trigger earthquakes, often with failure 
occurring long after the waves have passed? How can 
triggering take place at distances of hundreds of kilome-
ters, from the earthquake generating the seismic waves? 
We are addressing how triggering takes place; however 
the work will also lead to a new understanding of the 
importance of seismic energy on earthquake physics 
and more generally, there will be broad impact on unex-
pected material failure induced by moderate-amplitude 
sound. To address our goals and simultaneously test a 
model we recently developed [1], we are conducting 
laboratory studies of stick—slip in granular media and its 
response to applied acoustic waves. In preliminary stud-
ies, we used glass beads to simulate granular fault zone 
wear material (gouge), sheared  under constant normal 
stress while subject to acoustic waves.  We observed 
evidence for triggered “earthquakes” when applied 
sound-wave amplitudes exceeded several microstrain. 
We were surprised to also observe significantly delayed 
“earthquakes” relative to those observed without wave 
perturbation (increased recurrence), as well as strain 
memory of the sound perturbation in the granular mate-
rial. These phenomena persisted despite the severe ma-
terial reset that takes place during a large “earthquake”.  
We will determine how and why these phenomena oc-
cur and place them in the context of real earthquakes, 
as well as other failure scenarios including avalanches, 
landslide and failure of incipient damage in the presence 
of moderate amplitude sound.

Benefit to National Security Missions

There is a large class of diverse applications of this work 
that include predicting unexpected breakdown behavior. 
This project will support the DOE missions in Science by 
enhancing our understanding of earthquake prediction, 
and Nuclear Weapons by enhancing our understand-
ing of small amplitude vibration on incipient damage in 
components.

The Effect of Acoustical Waves on Stick—Slip  Behavior in Sheared Granular 
Media:  Implications for Earthquake Recurrence and Triggering
Paul Allan Johnson

20080268ER

Progress

In addition to very small amplitude wave displacements 
that cause triggering, earthquake nucleation depths are 
of order 10-20 km, and thus static overburden might be 
expected to prohibit triggering by seismic wave stress 
perturbations (~100000 Pa).  To better understand the 
physics of dynamic triggering as well as the influence of 
dynamic stressing on earthquake recurrence, we con-
ducted laboratory studies of stick—slip in granular me-
dia with and without applied acoustic vibration. Glass 
beads were used to simulate granular fault zone wear 
material, sheared under constant normal stress, while 
subject to transient or continuous perturbation by 
acoustic waves.  We found that small magnitude failure 
events, corresponding to triggered aftershocks, occur 
when applied sound-wave amplitudes exceed several 
microstrain. These events were frequently delayed and/
or occur as part of a cascade of small events. Vibrations 
also cause large slip events to be disrupted significantly 
in time relative to those without wave perturbation. 
The effects are observed for many large-event cycles 
after vibrations cease, indicating a strain memory in the 
granular material.  Figure 1 illustrates the disruption in 
the stick-slip recurrence due to vibration, and compares 
it to an experiment where no vibration was applied.  
Dynamic stressing of tectonic faults may play a similar 
role in determining the complexity of earthquake recur-
rence.

Laboratory studies of granular friction have emerged 
as a powerful tool for investigating tectonic fault zone 
processes and earthquake phenomena including post-
seismic slip, interseismic frictional restrengthening, and 
earthquake nucleation. In this work, we explore experi-
mentally the effects of dynamic loading on stick—slip 
behaviour and speculate how our results impact un-
derstanding of earthquake processes, in particular, dy-
namic earthquake triggering and stick—slip recurrence. 
Dynamic earthquake triggering involves seismic waves 
from one earthquake promoting or inhibiting failure on 
faults they disturb. Dynamic triggering has been clearly 
documented in a few cases far from an earthquake 
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source, at distances much greater than the fault radius of 
the triggering source1 (outside the traditional ‘aftershock 
zone’), and mounting evidence suggests it commonly oc-
curs near the earthquake source.

Figure 1. Recurrence versus experiment time for runs with 
vibration (solid circles) and without. The shaded region and 
dashed lines show the mean recurrence interval of +-1 standard 
deviation. Data trend removed. Compared to the non-vibration 
experiments, both the scatter and average recurrence interval 
increases progressively in experiments with vibration.

The origin of dynamic earthquake triggering by transient 
seismic waves is a complex problem.  Our results show that 
granular-friction processes are consistent with two of as 
yet unexplained observations in earthquake seismology: 1) 
small amplitude waves can trigger failure both immediate-
ly and delayed failure relative to the strain transient, and 2) 
earthquake recurrence patterns are complex. Understand-
ing the role of vibration-induced disruption of earthquake 
recurrence could have significant implications for seismic 
hazard assessment and reliable forecasting of earthquakes.

These observations were described in a paper published in 
the Journal Nature, in January 2008 [2].

Future Work

Our goal is to unravel how dynamic earthquake triggering 
takes place, by employing laboratory studies of stick-slip 
and observational studies of earthquakes.  The work will 
have direct impact on other avalanche –type behavior (see 
below).

Our hypotheses are,

Dynamic waves trigger earthquakes due to nonlinear • 
softening-to-weakening, both in the laboratory and in 
the Earth, due to the nonlinear response of the fault 
gouge, given certain conditions (critical state, shear 
weakness and/or low effective pressure, elevated 
strain); toward that goal we are working on the non-

linear elastic response of granular media, and have 
recently published a paper on this topic (3,4).

Strain memory is responsible for delayed triggering in • 
the lab and in the Earth, and for disrupted recurrence 
in the lab, and potentially in the Earth;

The origin of behaviors is explained by the microme-• 
chanics of the medium—the force chains—and that 
these processes may be widespread (sound induced 
crack failure, landslides, avalanche).

Our tasks are to, 1) test the hypotheses in laboratory and 
model stick-slip studies, and 2) inspect seismic data for 
observations that may support or refute the hypotheses. 
Whether or not the processes are nonlinear in origin, our 
ultimate objective is to understand the role of dynamic 
waves on earthquake processes, and apply what we learn 
to a scope of problems that are related to catastrophic 
breakdown due to moderate amplitude sound.  Without 
such tools we have no hope of predicting earthquakes (a 
very hard problem in any case) or understanding when 
cracks in a component may breakaway due to the presence 
of sound.  Each task will be considered met with a series 
of peer-reviewed journal publications submitted.  In addi-
tion, we add the task of looking for applications of interest 
to DOE, in particular, to issues related incipient damage 
where components may be in the presence of moderate 
amplitude sound.

Conclusion

Triggering is an intriguing scientific question that con-
founds, and we find that the effects of acoustics on faulting 
in the laboratory create many other questions as well. Our 
work will tell us what effect seismic waves generated by 
one earthquake have on a fault located nearby or far away.  
We already have evidence that the effects could be signifi-
cant, and that seismic waves may strongly effect time-de-
pendent earthquake forecasting, a primary goal of seismol-
ogists. Ultimately, predictive models used in earthquake 
prediction will surely have to include earthquake triggering 
and wave effects on fault recurrence and memory.
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Introduction

Understanding the solar wind that impinges upon and 
surrounds the Earth is crucial to virtually every aspect 
of space flight from spacecraft and sensor design to 
safety considerations in manned space flight. Further-
more, the solar-wind interaction impacts all manner of 
communications and sensing systems. The ultimate goal 
of this LDRD/ER Project is to develop a new research 
area connecting the physics of the solar surface with 
the physics of the solar wind, thereby advancing the 
understanding of both.

This LDRD/ER Project has three research objectives: 

Survey the properties of the solar wind that ema-• 
nates from different features on the sun. This will 
provide a large body of information about the 
sources of the solar wind. 

Map the magnetic flux tubes measured by the ACE • 
spacecraft to their specific regions of origin on the 
solar surface. This will provide a large body of in-
formation about the origin of structure in the solar 
wind, about the predictability of patterns in the 
solar wind, and about the properties of important 
magnetic-flux concentrations that escape from the 
sun. 

Develop a technique to use existing solar-wind in-• 
struments to make remote measurements of the 
time-dependent dynamics of the magnetic flux con-
centrations as they escape from the sun.

Benefit to National Security Missions

This project will enhance our understanding of the solar 
wind and its impact on the space environment, which 
affects space-based platforms and sensors. This project 
will support the missions in Threat Reduction and treaty 
verification important to DOE, DHS, and other govern-
ment agencies.

Developing a Remote Sensing of the Solar Surface
Joseph Eric Borovsky

20080321ER

Progress

In this LDRD project, criteria for discerning flux-tube 
discontinuities in the solar wind were explored. It was 
decided that the most-reliable criteria is a combinations 
of large change in the magnetic-field direction and large 
shift in the flow-velocity vector. These most-reliable cri-
teria have been implemented by researchers at the Uni-
versity of New Hampshire on entire ACE data set for the 
ACE-spacecraft data server. The number of flux tubes 
per 1 hour data interval will be an available product.

In this project, work progressed on the statistical 
matching of measured solar-wind discontinuities in the 
plasma properties versus the magnetic-field properties 
versus the energetic-particle properties. Plasma and 
field properties show more correlations than combina-
tions involving energetic particles. This is consistent 
with reconnection acting near the sun to re-map the 
solar-wind flux tubes into the solar surface.

An examinations of regions around the heliospheric cur-
rent was commenced using the ACE data set to discern 
Alvenic interfaces from Alfven waves. These regions are 
of note because of the large fluctuations in the solar-
wind magnetic field and the regions are of particular 
interest because of the historical belief by the magneto-
spheric community that these regions have large-ampli-
tude Alfven waves which anomalously drive activity at 
Earth. Discerning the difference in these regions proves 
particularly difficult.

The investigators have begun to introduce zero-crossing 
methods into solar-wind data analysis. Zero-crossing 
methods come from the experimental fluid-turbulence 
community: the methods are based on a statistical anal-
ysis of the time intervals between subsequent crossings 
of a measured quantity through the origin. The meth-
ods are powerful and very intuitive, particularly for a 
medium such as the solar wind that is comprised of 
flux tubes plus turbulent fluctuations. Techniques have 
been developed for automatically finding and removing 
walls of solar-wind flux tubes. The techniques will be 
tested and refined soon. Indications are that the same 
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zero-crossing methodology can be used to simultaneously 
analyze the properties of the solar-wind flux tubes, the 
solar-wind MHD turbulence, and the relationship between 
the two.

To provide leadership to the solar-wind research communi-
ty, a session on this LDRD topic entitled “Origin of structure 
in the solar wind” was organized at the 2008 NSF SHINE 
Workshop, a session entitled “Small-Scale Structure in the 
Solar Wind and Its Effect on Earth” was organized at the 
joint GEM-SHINE Workshop, and a CSSE Workshop in being 
organized in Santa Fe for October 6-10, 2008. Invited talks 
were presented on this LDRD work at two international 
conferences and a third invitation has been accepted, and 
a poster was presented at the NSF SHINE Workshop. One 
paper has been published: J. E. Borovsky, Flux tube texture 
of the solar wind: Strands of the magnetic carpet at 1 AU?, 
J. Geophys. Res., 113, doi:10.1029/2007JA012684, 2008 
and another paper has been submitted.

Future Work

This project has three research objectives. 

Survey the properties of the solar wind that emanates • 
from different features on the sun. In particular the 
central portions of off-equatorial and equatorial coro-
nal holes and coronal-hole edges will be compared.  
This will involve coordination of the ACE spacecraft 
data with models of where the solar wind originates 
from the solar surface. The goal will be to obtain a 
large data base of coordinated solar-wind properties 
and solar source locations. This objective will provide 
a large body of information about the sources of the 
solar wind. 

Map the magnetic flux tubes measured by the ACE • 
spacecraft to their specific regions of origin on the 
solar surface. This will also involve coordination of the 
ACE spacecraft data with models of where the solar 
wind originates from the solar surface. The goal will 
be to obtain a large data base of solar-wind flux-tube 
properties and their solar source locations. This objec-
tive will provide a large body of information about the 
origin of structure in the solar wind, about the predict-
ability of patterns in the solar wind, and about the 
properties of important magnetic-flux concentrations 
that escape from the sun. 

Develop a technique to use existing solar-wind instru-• 
ments to make remote measurements of the time-
dependent dynamics of the magnetic flux concentra-
tions as they escape from the Sun. This will involve 
detailed and statistical comparisons of the locations of 
solar-wind discontinuities seen in the magnetic-field 
measurements, in the plasma measurements, and in 

the energetic-electron measurements. Displacements 
of the various discontinuities represents the amount of 
magnetic-field reconnection near the sun. The goal will 
be a statistical picture of the reconnection rate in chro-
mospheric structures.

Conclusion

We expect that this project will provide bodies of informa-
tion about the sources of the solar wind and about the 
origin of structure in the solar wind, about the predict-
ability of patterns, and about the properties of important 
magnetic-flux concentrations that escape from the sun.

We expect to develop a technique to use solar-wind instru-
ments to make remote measurements of the dynamics of 
the  flux concentrations as they escape from the sun.

The ultimate goal of this project is to develop a research 
area connecting the physics of the solar surface with the 
physics of the solar wind.
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Soil organic matter is the largest pool of terrestrial 
carbon on Earth. Soil microbiota (bacteria, fungi, mi-
crofauna) are responsible for stabilization and release 
of this pool via complex decomposition processes. 
Although key to carbon flux in terrestrial ecosystems, 
microbial decomposition is one of the major unknowns 
for prediction of carbon sequestration, ecosystem re-
sponses to climate change, and contaminant mitigation. 
Our project aims to provide an in situ assessment of 
microbial decomposition of different carbon sources 
using a unique Tunable Diode Laser Spectroscopy (TDL) 
system, and parallel identification of the active micro-
bial participants using stable isotope probing (SIP) and 
metagenomic analysis of the microbial community. This 
combination of new techniques is being applied to dif-
ferent soil types to identify key players in the decom-
position of simple and complex substrates, and in situ 
field surveys at LANL’s woodland observatory. Scientific 
contributions from this project will include: 

Multi-scale demonstration of a suite of novel ap-• 
proaches to identify connections between soil mi-
crobial community composition, activity and meta-
bolic processes,

New insights into fundamental decomposition pro-• 
cesses, and 

Determination of temperature and moisture effects • 
on microbial community structure, metabolism and 
ecosystem carbon sequestration.  

Benefit to National Security Missions

This project endeavors to develop new technology and a 
comprehensive understanding of carbon cycling in soils. 
Soil carbon is among the largest sources of CO2 input to 
global atmospheric CO2, and is released into the air by 
complex microbial communities that reside in the soil. 
Microbial decomposition processes also affect movement 
of organic pollutants and toxic metals in soils, supporting 
missions in DOE/SC, and other government agencies.

A New Approach to Unravel Complex Microbial Community Processes
Cheryl Rae Kuske

20080464ER

Progress

Method Development

Our research has progressed in both laboratory and 
field experiments, primarily toward development of ex-
perimental systems to mesh the respiration and micro-
bial community composition measurements. First, we 
established a soil microcosm system through which we 
can incubate soils under different conditions, and take 
measurements of the microbial community biomass 
and composition, as well as decomposition rates (CO2 
production) and carbon sources used (δ13C of CO2). Spe-
cific challenges included developing a simple ‘jar’ sys-
tem that could be replicated, that could be plumbed for 
sensitive TDL measurements without leaking, and that 
could be sampled over time for community analysis. We 
are in the final stages of development and calibration of 
this system. 

Second, we established experimental parameters for 
stable isotope probing (SIP),  where a 13C-labled carbon 
substrate is used to identify the active populations ca-
pable of degrading that substrate in a background of 
complex soil microbial community. We determined ul-
tracentrifugation criteria to effectively separate 13C and 
12C microbial DNA and the process is working well with 
experimental controls. In addition, we conducted base-
line SIP experiments with LANL woodland observatory 
soil using 13C-labeled carbon simple substrate (acetate) 
to generate experimental controls and to determine the 
response of soil microbial communities over a period of 
ca. two weeks. As expected, a very wide variety of soil 
microbes were able to use a simple labeled carbon sub-
strate. The range of buoyant density of the collective 
genomes of the soil organisms precluded separation of 
the 13C labeled DNA from 12C DNA in the complex soil 
mixture using simple substrate, but the analytical meth-
ods are working and will be applied to the complex car-
bon experiments described below.
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Microcosm Experiments: Decomposition of Complex Soil 
Carbon

The carbon substrates that accumulate in soils are predomi-
nantly complex cellulosic compounds derived from plant 
material. They are a critical and major pool of carbon in the 
terrestrial carbon cycle. These complex carbon substrates 
sequester carbon in soils; their decomposition is mediated 
by a less diverse group of soil microorganisms and occurs 
more slowly. One avenue of our analysis of decomposition 
in soils will continue with a focus on these complex sub-
strates that represent rate-limiting steps in soil carbon cy-
cling and are a key missing element in our ability to monitor 
or predict carbon dynamics in terrestrial ecosystems.

We are generating 13C-labeled complex cellulosic substrates 
via plant cell culture at LANL to use as substrates for SIP 
experiments of soil decomposition. We needed to develop 
this capability in house because these substrates are either 
not available commercially, or are prohibitively expensive. 
While generating the 13C substrates, we conducted a series 
of soil microcosm experiments to test the ability of soil 
microbial communities to decompose xylan and cellulose. 
Soils from a natural arid land (our TA-51 field site) and a 
Michigan agricultural soil were compared under oxic (aer-
ated) and hypoxic (oxygen limited) conditions that are typi-
cal in soils. Preliminary comparisons indicate that members 
of the phylum Acidobacteria are abundant in the soils (ca. 
20% of the composition) and respond to additions of com-
plex carbon substrates, especially under hypoxic conditions 
in the agricultural soils. These experiments are being used 
as a basis for more rigorous studies that integrate microbial 
community responses and rates of CO2 emission when 13C-
labeled carbon substrates are decomposed in soils. 

Field Studies

We are beginning DNA-based microbial community and 
δ13C flux measurements in soils at the TA-51 field site. Soil 
samples differing in carbon composition have been col-
lected from the root zones of dead and live pinyon and 
the microbial community is being profiled. In parallel, we 
have developed and tested an accurate flip-top (open 
and close) chamber to conduct TDL measurements of CO2 
flux without perturbing the ambient CO2 concentration 
and δ13C flux. To date, we have proven that our chamber 
makes extremely accurate and precise measurements 
of both CO2 flux and its δ13C composition in a lab setting 
using an artificial matrix column, and will be putting this 
chamber into the field setting in year two of the proj-
ect. The results of this effort are now in review at Global 
Change Biology. [Powers, H.H., J. Hunt, D.T. Hanson, N.G. 
McDowell.  A dynamic soil chamber system coupled with 
a tunable diode laser for online measurements of δ13C 
and δ18O of soil respired CO2.  Global Change Biology, in 
review].  

Future Work

In year two, we will continue soil microcosm experiments 
with two major objectives: 

Determine the dominant, active microbial participants • 
responsible for degradation of complex cellulosic car-
bon substrates in different soils. 

Determine the extent to which pulses of CO• 2 that are 
rapidly released from soil following a wetting event are 
mediated by microbial activity. 

We will also continue field site surveys to (3) determine 
similarities or differences in total microbial communities 
in soils with different dominant carbon sources, in associa-
tion with dead or live pinyon. In parallel, determine the 
rate of CO2  flux from root zone soils over natural seasonal 
temperature and moisture gradients.

Conclusion

Assessing the relative contribution of different soil micro-
organisms to decomposition in parallel with undisturbed 
metabolism measurements has been a major goal of soil 
science for over five decades. We expect to refine paral-
lel measures of the process (using a novel tunable diode 
laser) and active microorganisms (SIP/metagenomics). 
Deliverables include peer-reviewed manuscripts that link 
soil decomposition processes with the dominant microbial 
communities responsible for those processes, and informa-
tion that will aid development of more defined models of 
soil microbial decomposition.
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Work by Los Alamos researchers during the past decade 
has pioneered a new direction in the study of non-
linear-elastic, dynamic behavior in materials. Certain 
materials display surprisingly large nonlinearities, which 
include conditioning and memory effects, appearing at 
wave strains smaller than parts per million---disturbanc-
es equivalent to seismic waves far from an earthquake 
epicenter. The materials relax in a very peculiar way 
over very long durations after the wave disturbance, a 
nonequilibrium phenomenon termed “slow dynamics.” 
The uniformity of these behaviors over a wide variety of 
complex materials promises a new era in understanding 
and characterizing their mechanical behavior. Geoma-
terials are prototypes for these (apparently) unrelated 
solids that include granular materials, sintered and 
damaged metals, some ceramics, and even high explo-
sives. Though there are some clues as to the processes 
leading to the bulk behavior, the microphysics of the 
nonequilibrium behavior of slow dynamics remains 
unknown. We plan a new generation of experiments, 
which will redefine the field. We also propose a joint 
experimental and theoretical effort to develop an over-
arching description valid for these common yet unusual 
materials. Our framework employs a mesoscale descrip-
tion of a free-energy landscape (i.e., fluctuating poten-
tial barriers) of the dynamical behavior. Achievement 
of a predictive capability will have a major impact on 
diagnostics of materials, and on earthquake mechanics, 
and seismic wave propagation.

Benefit to National Security Missions

This project will primarily support the DOE/NNSA mis-
sion in Science by greatly enhancing our understanding 
and ability to model consolidated, cemented materials, 
from geomaterials to explosives.  The project will also 
support the missions of science for Nuclear Weapons 
(explosives) and Energy Security (oil- gas-bearing reser-
voir rocks and CO2 sequestration).

Nonequilibrium Mechanics of Geomaterials
James Alan Tencate

20080603ER

Progress

Our work to date has primarily concentrated on 
experiments---although work is proceeding at a some-
what slower pace on the theoretical front as well.  Two 
competing theories are currently used to describe the 
dynamical behavior of poorly cemented materials, one 
is a purely phenomenological model frequently used to 
describe any generalized hysteretic system (called a Pre-
isach model).  The limitations of the Preisach model to 
describe experiments on poorly cemented granular sys-
tems like rocks has never been explored (or challenged) 
until now.  Moreover, the ability of such a model to 
extrapolate and predict behavior at higher frequencies 
(e.g., seismic frequencies) has been proposed but is still 
unknown experimental territory.  Experiments are rare 
and all are qualitative.  Two sets of experiments have 
been completed this past year.  The first set is a suite 
of measurements to explore the limitations of Preisach 
model with varying rate stress-strain measurements.  
In fact, we discovered that the hysteresis loops, loops 
seen in rocks since the beginning of the last century is, 
in fact, not repeatable but is rate dependent.  This is not 
a surprising result in, say hysteresis in magnetism but 
has not been observed or reported in rocks and fur-
thermore, has been found to occur at a very accessible 
(experimentally) time scale.  For example, a very long 
measurement (over a weekend) is sufficient for a typi-
cal sandstone sample to completely lose its hysteresis 
in a repeated stress-strain measurement.  Indeed, the 
remaining stress-strain curve is purely nonlinear.  What 
we have done, in fact, is to remove the time dependent, 
nonequilibrium behavior of the rock’s dynamics and iso-
lated just its nonlinearity, at least at these low frequen-
cies.  This result can be seen in the plot shown in Figure 
1.  The area of the hysteresis loop was plotted as a 
function of measurement rate for a wide range of rates.  
As can be seen on the plot, very slow sweeps show no 
hysteresis; the sample is essentially only nonlinear and 
the nonequilibrium effects are no longer evident.  These 
results were presented at two conferences this summer 
(end of June, early July) and a paper on these results 
has been submitted to Geophysical Research Letters 
and is currently in review.  
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Figure 1. Area of hysteresis loops as a function of measurement 
rate.  Very slow rates yield curves which have no area and thus 
elastic aftereffect has essentially erased the memory of the stress 
history of the sample.

At the higher end of the frequency scale, namely kHz fre-
quencies where “slow dynamics” appears, separating the 
nonequilibrium behavior from the nonlinear behavior has 
been more of a challenge.  These frequencies are interest-
ing because many rock properties are often obtained at 
higher frequencies (e.g., a resonance frequency taken on 
a core sample to determine modulus and wavespeed).  A 
very long duration experiment in a very thermally stable 
environment has been performed where the sample was 
disturbed as little as possible during measurements and, in 
contrast, like the very long stress-strain measurements, the 
sample’s stiffness was also measured at a very slow rate to 
allow it to come to a new quasi-equilibrium during every 
measurement point.  Experiments continue with other 
samples and different times. Experiments of a colleague in 
Sweden—in fact, one of us was asked and participated as 
an Opponent in his dissertation committee this fall—will 
complement our results next year.  In fact, we are in dis-
cussions about transitioning his experiments to Los Alamos 
for further research.

Work is also progressing on the theoretical front, to de-
termine what “slow dynamic” information can be gleaned 
from past published results.  Most of this published data is 
qualitative and rates are often not specified but some in-
formation is there.  Developing a mesoscale description of 
a free-energy landscape (i.e., fluctuating potential barriers) 
of the dynamical behavior observed has begun as well.

Future Work

Certain materials display huge nonequilibrium/nonlinear 
behaviors, appearing at wave strains smaller than parts 
per million---disturbances equivalent to waves far from an 
earthquake. The materials relax over long durations after 

the wave disturbance, a nonequilibrium phenomenon 
termed “slow dynamics.” This past year’s experimental 
work has focused on the very slow, “quasi-static” stress 
strain measurements;  this upcoming year’s work is fo-
cused at experiments with waves in the kHz frequency 
range.  The nature of nonequilibrium nonlinear dynamics 
and the generic behavior of slow dynamics across many 
complex geomaterials promise a new era in understanding 
these materials. Currently, no fundamental explanation 
of this nonequilibrium phenomenon has been developed, 
very few quantitative experiments have ever been done 
at these higher frequencies.  A new generation of slow 
dynamics experiments is being started and a joint experi-
mental and theoretical effort to develop a description valid 
for these common materials are planned. The theoretical 
framework employs a mesoscale description of a free-
energy landscape (i.e., fluctuating potential barriers) of the 
behavior. Previous experiments, which we hope to improve 
upon this year, have been carried out in the regime where 
both Landau nonlinearity and nonequilibrium effects coex-
ist. Initial dynamic experiments will isolate Landau non-
linearity (nonequilibrium effects are locked out) for ma-
terials with different physical origins for nonequilibrium/
nonlinearity: sandstones (grain cementation), limestones 
(twinning), granites (cracks), and mock explosives (cracked 
grains). Experiments exploring the role of thermal relax-
ation in nonequilibrium slow dynamic behavior will follow. 
New frequency/time domain methods will isolate nonequi-
librium behavior, e.g., slow measurements to freeze non-
equilibrium effects, fast measurements to avoid their onset.  
These experiments provide information about energy scales 
and can distinguish between competing theoretical explana-
tions of power-law relaxation. Describing the Landau non-
linearity with nonequilibrium dynamics via effective field 
theories is another key aspect. Nonlinear wave equations 
with relaxation phenomena will be derived from the non-
equilibrium equation of state following a Landau-Ginzburg 
approach. Predictions will be compared to experimental 
observations. The addition of self-consistent stochastic forc-
ing to the model will then be used to study slow dynamics. 

Conclusion

This work will lead to an increased understanding of how 
materials like oil- and gas-bearing rocks and explosives re-
act to wave excitation. Nonequilibrium statistical mechan-
ics has never been used to describe these materials; it will 
provide a robust description and model of the dynamics. 
Current models for these materials are not unique: every 
rock requires another model. Slow dynamics occur as a 
result of the way these materials are cemented.  Under-
standing will help predict porosity/permeability in reser-
voir rocks (CO2 sequestration) and crack density (for explo-
sives) and yield  improved models of wave propagation for 
earthquake and man-made explosion forensics.
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Introduction

The primary goal of this proposal is to develop the 
science underlying microbial signatures. For us, signa-
tures are relatively short nucleic acid sequences that 
can be used to identify bacteria or viruses of interest. 
Signatures are of great practical importance in medical 
diagnostics, biodefense, microbial forensics and related 
disciplines, but they also pose fundamental scientific 
questions pertaining to evolution, functional organiza-
tion, microbial diversity and speciation, which have 
been inadequately addressed [1].

Currently the most successful techniques for identifying 
useful nucleic acid detection or diagnostic signatures 
rely on an computational comparison of the sequences 
for target groups of interest with the sequences for all 
background organisms. Any differences which appear 
between the target sequences and the background se-
quences represent potentially useful signatures.

For microbes, it turns out that “blind” methods of sig-
nature identification -- that rely on no biological infor-
mation concerning role or function of these sequences 
-- work as well as or better than more traditional meth-
ods which employ such information. Since roles are 
not needed to identify signatures, this has led to a lack 
of interest in the biological significance of these signa-
tures: essentially signatures are treated as random or 
meaningless elements that happen to perform well in 
specific assays.

This work aims at trying to understand the biologi-
cal significance of these signature elements “after the 
fact”: knowing that these signatures distinguish target 
groups of interest from background groups, what can 
we learn about their roles and distribution [2]?

This work has the potential to shed light on the defini-
tion of microbial species is a (which is a matter of con-
troversy) and to develop new methods for predicting 
sequence function.

Evolution and Function of Microbial Signatures
Murray Alvin Wolinsky
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Benefit to National Security Missions

Better understanding of microbial signatures supports 
biothreat reduction and basic bioscience missions in 
DOE, DHS, and other government agencies. The work 
will develop a scientific basis for understanding how 
the evolution of pathogens (that occurs naturally or by 
manipulation for use as bioweapons)  may impact our 
techniques for their detection.

Progress

We have just completed an important part of one 
of our core goals for this effort: specifically, we have 
generated the empirical distribution of all 15-mer sig-
natures and conserved elements for all publicly avail-
able bacterial  sequenecs.  Once we have analyzed this 
distribution and are confident that it is correct, we 
will generate similar empirical  distributions for other 
length scales (as well as similar distributions for amino 
acid sequences). Our efforts for the upcoming year are 
expected primarily to focus on analysis and modeling 
of these distributions, with particular attention on com-
paring model fits using different models of speciation 
that have been proposed in the literature (and that may 
be improved on as a result of this work). 

More concretely, given a tree (phylogeny) that contains 
the sequences of all fully-sequenced bacteria in Gen-
bank (approximately 700 at present), we want to com-
pute two sets of information for each group (at each of 
the approximately 1400 nodes): we want the number 
of conserved sequences (i.e., those present in every 
organism at or below this node) and we want the num-
ber of signatures -- sequences that are conserved and 
unique to this node (i.e, sequences which are present 
in every organism at or below this node but which are 
present no where else). An attempt at a graphic presen-
tation of this goal is depicted in Figure 1.
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Figure 1. A key goal is relating the empirical distribution of sig-
natures to phylogenetic properties of the taxa groups of interest. 
Specifically, we expect that the most critical modeling param-
eters are likely to be evolutionary depth at a given node (shown 
in orange) and nearest distance to remainder of tree (shown in 
green).

These distributions are the key object of interest for this 
work -- it was the lack of such distributions and of any the-
oretical expectations regarding them that motivated the 
initial proposal and that remain of key interest.

In order to generate these distributions, two things are 
necessary -- 1) an authoritative and comprehensive tree of 
all sequenced microbes and 2) computational algorithms 
to calculate the distributions of interest for this tree. Sub-
stantial progress has been made on both tasks. Extensive 
discussions led to the necessity of computing a new tree 
suitable for our purposes: this tree must be comprehen-
sive, have good evolutionary branch lengths (for future 
modeling applications), and be both published and publicly 
available. Work with Ben McMahon in T10 has recently led 
to the development of a suitable tree.  A draft publication 
is expected shortly. 

Initial work has also been performed on a third task -- that 
of obtaining “null” models for expectations of these signa-
tures using random or standard evolutionary models. We 
expect to focus on these methods once the empirical sig-
nature distributions become available.

A novel idea has emerged during the course of the investi-
gations of the first year – namely, that the k-mer distribu-
tions can be used themselves to create novel, genome-
wide phylogenies of the bacteria. If maximum-likelihood 
methods are used to generate these phylogenies, then, 
among other benefits, it will be possible to get direct es-
timates of rates of lateral transfer of k-mers at different 
length scales. If funding permits, we would like to study 
this idea over the next year.

This work has also contributed to the development of two 
proposals for outside funding for related (but distinct) in-
vestigations. A proposal to the DHS on “Forensic Signatures 
for Rapidly Evolving RNA Viruses” was submitted and ac-
cepted: work on that effort is expected to start this year. 
A second proposal was submitted to the NIAID on “Rapid, 
Low Cost, and Detailed Respiratory Infection Point of Care 
Diagnostics.” Information on the status of that proposal 
will not be available until January 2009.

Finally, revisions and updates to a paper on signature dis-
tributions in Yersinia pestis, one of the motivating studies 
for this work [3], is in progress and expected to be submit-
ted this fiscal year.

In brief, we have 1) developed and are preparing for pub-
lication a novel comprehensive tree of microbes needed 
to make further progress on this effort, 2) produced and 
are testing initial code for the computation of signature 
distributions, 3) procued the first empirical distribution of 
15-mer signatures and conserved elements for all nodes 
of a comprehensive microbial tree, 4) contributed to two 
proposals on related areas (one of which has been funded, 
the other pending), and 5) are continuing to revise a publi-
cation on signature distributions in Y. pestis.

For the second year of this effort, our main goald are to 
verify and complete accurate empirical distributions for all 
microbes on the new phylogeny and to obtain at least pre-
liminary modeling results for these distributions.

Future Work

We intend to answer the following questions:

Can the distributions of microbial signatures  (short • 
nucleic acid sequences) be predicted?

Do signatures support a coherent definition of micro-• 
bial species? What are the implications of signature 
distribution for microbial diversity?

How are signatures related to regulation and function?• 

Can robustness of signatures be predicted?• 

We will develop computational tools that:

Identify functional signatures• 

Produce more robust signatures• 

A major task will be to develop mathematical models that 
predict number of signatures and compare with compu-
tational “measurements” on microbial populations. Spe-
cifically, by choosing a broad class of microbes (e.g., Pro-
teobacteria) and counting signatures, and then progressing 
to smaller sub-groupings and counting signatures, we will 
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get empirical signature distributions that can be compared 
to theoretical models. If we get good fits, we will obtain 
values for microbial evolutionary speciation rates and for 
total microbial population sizes. Thus our methods may 
furnish independent ways of estimating microbial biodiver-
sity.

We will also study how these distributions are affected 
by signature lengths. Do the features of the distributions 
of signature counts remain fixed or are there signature 
lengths for which these distributions show marked chang-
es? Answering this question will shed light on whether mi-
crobial species constitute a meaningful and discrete level 
of biodiversity.

Current year (2008-2009): Understand the distribution of 
microbial signatures

Ensure that we have a comprehensive (containing all • 
relevant species) microbial phylogeny with accurate 
branch lengths (completed). 

Determine the empirical distribution of signatures as • 
a function of signature size and correlate with the size 
scales of functional elements (still in progress)

Analyze implications of results on definitions of micro-• 
bial species.

Model signature evolution and compare with distribu-• 
tions of number of signatures

Final year (2009-2010): Characterize our empirical signa-
tures regarding function using modeling, literature and 
bioinformatics methods.

Identify methods to predict lateral gene transfer and • 
study effects on signature robustness.

Develop methods to predict signature robustness and • 
thereby acquire the ability to prioritize signatures

Conclusion

The results of this research are expected to have practical 
benefits in terms of improved signatures for public health 
and biodefense use. This work will lead to better and more 
reliable detection of threat agents and thereby help limit 
their potential damage.  It will also lead to improved scien-
tific models of microbial speciation (and its interpretation) 
and an improved characterization of microbial diversity. 
This increased scientific knowledge can be expected to 
enhance our understanding of, and abilities to coexist with 
and benefit from our biological environment.
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continuing project

Introduction

The goal of this project is to demonstrate in an artificial 
process the most important capability of any living sys-
tem, namely the use of external energy and resources 
to replicate its information system (in our case, a nucle-
ic acid polymer, i.e. DNA). This is a problem that Nature 
must have solved in order for life to emerge. To address 
this problem, the project seeks to modify and adapt an 
experimentally proven light-driven information-meta-
bolic process that we previously developed. The modi-
fication consists of adapting the existing photo-chem-
ically driven process to one capable of reproducing a 
longer strand of DNA from smaller “building block” 
sections of DNA, thereby enabling the reproduction of 
the information-metabolic complex itself. The process 
we are pursuing is far simpler than any such process in 
modern life and unique from any other being pursued 
by the scientific community at large. 

On the science side, the assembly and demonstration 
of such an information reproduction system would 
represent a significant advance in the study of the 
emergence of life. On the application side, the demon-
stration of a simple, non-enzymatic enabled, direct, and 
switchable light-driven DNA ligation [polymerization 
of short DNA single strands (oligomers) or nucleotides 
resulting in DNA replication] would potentially have an 
extraordinary impact in biochemistry and therapeutics.

Benefit to National Security Missions

This project supports the DOE/NNSA mission of sup-
porting US leadership in science and technology.  By the 
end of the project we will have developed a technique 
for using light to drive and control DNA replication, the 
critical step in developing light controlled therapeutics 
and self-healing organic nanomaterials.

Progress

The first year of effort has been devoted to establishing 
the DNA-container association for the protocell that we 
hope to eventually build.  This association is a critical 
aspect of the protocell development and is a necessary 

Coupling of Genetics and Metabolism and the Orgin of Life
Hans Joachim Ziock
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first step in the reproduction of the information compo-
nent of a self-contained system. Furthermore, it is abso-
lutely essential for this to occur in any process involving 
the coupling of the genetics and metabolism and claim-
ing to be related to the origin of life.  Our “container” 
consists of small vesicles constructed of fatty acid mol-
ecules, which when they reach a critical concentration 
form cell-like bilayer structures.  Fatty acid molecules 
have a water-loving end and an oil (“fat”)-loving hydro-
phobic end.  As such, when introduced into water, the 
molecules tend to form sheets that are two molecules 
thick (i.e. bilayers), with the water loving ends of the 
molecules associating with the water and the oil loving 
ends facing each other yielding an oily interior to the bi-
layer sheet.  (The most stable configurations for fatty ac-
ids are small spherical water-filled bilayer compartments 
called vesicles, as they do not expose any of the oil ends 
to water. See Figure 1.) The roles of the container for 
the protocell are to collocate the various components of 
the protocell in a common location and give it identity.  
Furthermore the collocation greatly increases the local 
concentration of reactants associated with a protocell’s 
life cycle and hence in theory also the rate of reactions 
associated with its replication.

By attaching oil-loving tails to our information/meta-
bolic complex the goal is to enhance the tendency for 
the metabolic and information complex to be associated 
with the container.  We have experimentally demon-
strated that such an association does in fact occur and 
does so very strongly (Figure 2).  At the same time we 
needed to demonstrate that the association does not 
seriously hinder or preclude our desired chemical reac-
tions in which the underlying information/metabolic 
complex plays the enabling role. Figure 3 shows show 
experimental results related to this where me measured 
the time dependence of the extent of reaction for sever-
al different configurations of the information/metabolic 
complex system that we have produced and for two 
different starting scenarios.  The left half of the figure 
follows the reaction starting at a point when no vesicles 
were present, while for right half of the figure vesicles 
were present from the outset. All these steps were car-
ried out during and confirmed in the first 10 months of 
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funding.  (Our project effectively started in January 2008 
and hence this report only reflects 10 months of effort.)

Figure 1. A cross section of a vesicle that is made of a double 
layer of amphiphile molecules.  As shown, an amphiphile 
molecule has a water loving polar end that likes to interact with 
water, and a hydrocarbon end that “hates” water and hence 
tries to avoid contact with it.  The result is a bilayer structure as 
shown. To avoid exposure of the ends of a bilayer sheet to water, 
the bilayer wraps itself into a sheet as shown in the 2D image, or 
for the 3D world, into a spherical vesicle.  Typically the diameter 
of the interior water volume is far larger than the thickness of 
the bilayer wall, and thus the figure is not to scale.

Vesicle

Figure 2. The association with vesicles of two versions of the 
information/metabolic molecule (one with and one without the 
attachment of an oil loving tail).  The measurement is done using 
a dialysis cell where a semi-permeable membrane divides the 
cell into two halves.  The pores of the membrane are sufficiently 
large to allow the information/metabolic molecules to freely 
pass, but too small to allow the vesicles to pass.  The two halves 
of the cell are filled respectively with an information/metabolic 
molecule and a vesicle containing solution.  At a later time, the 

concentrations of the information/metabolic molecule in the 
two halves of the cell are determined from which the association 
strength can be determined.  By varying the ratio of uncharged 
to charged amounts of molecules comprising the vesicles, one 
can determine the extent of the association due to charge versus 
that due to an affinity for “oil.”

The work undertaken involved the development of a new 
diagnostic/measurement process of sufficient precision 
for our needs.  This was required produce quantifiable 
and repeatable results that were absolute in nature as op-
posed to the qualitative of the initial measurements in our 
preceding work.  The new process relies on the use of High 
Performance Liquid Chromatography (HPLC) coupled with 
wavelength resolved light absorbance. Furthermore, con-
siderable effort went into tuning the process to allow clean 
and individually identify of our unique reactants and reac-
tion products.  Careful calibrations of the measurement 
technique with the chemical compounds in question were 
carried out in order to yield absolute (as opposed to rela-
tive) measurements of the reactions being investigated.  
Loose associations that formed between the various reacts 
and reaction products meant that these calibrations were 
far from straight forward.

Some of our earlier work had shown that about 20–30% of 
our information/metabolic complex without oil-loving tails 
associated with the bilayers.  This fragile association was 
due to a weak attraction between the positively charged 
information/metabolic complex and the negatively charged 
vesicles.  When an oil-loving tail was added to create the 
new complex, the association increased to almost 100%.  
This resulted in a several-fold increase in the number of 
complex molecules associated with the protocell.

The work showed that when using our metabolic/informa-
tion complex with an attached oil-loving tail, the reaction 
rate increased significantly (greater than a factor of 6 at 
equal concentrations) compared to that for the complex 
without the tail. Furthermore, when the concentration of 
the complex with the tail was lowered by a factor of 10 
relative to the complex without the tail comparable reac-
tion rates were still achieved.  These results conclusively 
showed that not only did the metabolic/information com-
plex continue to function when bound to a vesicle with an 
oil-loving tail, but that in fact worked far.  A comparison of 
the left and the right halves of Figure 3 shows that this is 
true both went vesicles are initially present (right half) and 
when they are not initially present (left half).  The acceler-
ated rate seen for the latter case is believed to be due to 
the existence of very small pure oil-like structures inherent 
for the reactant that our metabolic process converts into 
the material that makes up the vesicles.  As such, even 
with no vesicles initially present, there is a limited preexist-
ing association between the reactants that results an en-
hanced production rate for the molecules that eventually 
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self-assemble to form the vesicles.  Our investigations also 
showed that there is a significant association between the 
vesicles and the reactants that are subsequently converted 
into vesicle material by the metabolic reaction.

Reaction mixture: 0.1 mM catalyst,

10 mM Decanoic acid, 5 mM precursor

Reaction mixture: 1.0 mM catalyst,

0 mM Decanoic acid, 5 mM precursor

Figure 3. The extent of conversion at different times of the pre-
cursor of the vesicle building blocks into actual building blocks for 
different versions of the information/metabolic molecule.  The 
left half shows the results when no vesicles are initially present 
(although they do begin to form when ~ 50+ % of the reaction 
is complete).  Three different versions of information/metabolic 
complex are shown: blue – the two components of the informa-
tion/metabolic complex are not chemically bound, but both asso-
ciate to some extent with our oil-like and/or vesicle structures 
due to either a charge interaction or an oily tail; red–the two 
components are chemically linked and interact to a limited extent 
due to charge; and black – a chemically linked information/
metabolic complex with a chemically attached oil loving tail.  The 
right half shows the results for the case when vesicles are already 
present at the start of the experiment.  The two curves have the 
same coding as for the left half.

Finally, as preliminary work for future project work associ-
ated with the reproduction of the information/metabolic 
complex, vesicle stability was studied as function of tem-
perature. Higher temperatures will be used in the future to 
melt double-stranded into single-stranded DNA molecules 
that are the templates for the DNA replication.  The experi-
ments showed that the vesicles were sufficiently stable 
at the temperatures needed to melt the DNA so as to not 
present a problem.

Future Work

Having now established the required strong association 
between the different components of our future photocell 
without a disruption of their function, as well as the de-
sired temperature stability of the system required for rep-
lication of the information component of the protocell, our 
next step is to modify the various components to enable 

the reproduction of the metabolic/information complex by 
the system as a whole.

Currently our metabolic/information molecule is a ruthe-
nium tris-bipyridine derivatized with a single nucleobase. 
In the next step, this single nucleobase will be replaced 
by a DNA strand to meet the more standard definition of 
an information molecule. Attaching the DNA strand will 
be achieved by standard bioconjugate chemistry. By vary-
ing the DNA sequence, we will prove the specificity of the 
information content for metabolic reactions. That is, some 
strands will yield a functional metabolic complex and oth-
ers won’t.

The next step is information replication using the well-
known complementarity of DNA bases. A short single-
stranded DNA template and 2 oligomers (even shorter DNA 
single-stands) which are complementary to the different 
halves of the DNA template will be provided. One oligomer 
will be chemically activated, while the other has a pro-
tecting group attached. The oligomers will spontaneously 
base-pair with the template, but must still be bonded end-
to-end to form a continuous complementary strand. Our 
metabolic/information molecule will be used to link the 
two oligomers, thus replicating the template information. 
Another copy of the metabolic/information complex will 
absorb light energy and then use that energy to cleave the 
protecting group, allowing that oligomer to react with the 
activating group of the other oligomer yielding a continu-
ous strand. Showing this light driven/controlled replication 
of the DNA is our final task.

Conclusion

Learning and understanding how nature was first able to 
replicate information is fundamental to understanding 
life’s origins and life’s march to ever increasing complexity/
capability. This is something that science has tried to dis-
cover throughout the ages. On the applied side, the dem-
onstration of a method allowing one to artificially harvest 
light energy and applying it to reproducing the information 
system itself is the first step in the development of truly 
capable self-repairing materials and light switchable and 
controlled therapeutics. Imagine a nano-treatment system 
that could be switched on in specific locations or that’s 
able to reproduce itself when needed.
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The genetic sequence of any organism is a blueprint for 
its development and of its strategies for survival and 
combat: the knowledge of the RNA sequence of rapidly 
mutating viruses like HIV therefore gives us enormous 
insights into how the virus manages to spread and 
evade both the immune system and medical interven-
tions against it.  The problem is, of course, the backdrop 
of vast amount of variation that is of little functional 
significance against which the interesting patterns need 
to be discriminated statistically.  This background varia-
tion is, moreover, not random; since the strains of the 
virus are related by common descent, there are genea-
logical patterns imprinted on them too.  It has become 
clear in recent work that a successful deciphering of the 
genetic correlates of viral escape strategies need us to 
be able to first reconstruct the phylogenetic history of 
the viral strains being studied.

For hundreds of strains of viruses, we had solved this 
problem before by parallelizing the maximum likeli-
hood algorithms; and that had allowed us to answer 
questions about the population biology of the viruses.  
But such a number of sequences has too little statis-
tical power to answer the questions we are asking 
today, questions about virus adaptation in individual 
hosts that are essential for intervention in the disease 
course.  Before the advent of the modern era of peta-
flop computing, it was considered impossible to do a 
proper analysis with the thousands of sequences that 
are needed instead.  The fundamental problem is that 
the set of evolutionary histories to search over is a huge 
discrete space, increasing faster than exponentially in 
the number of sequences, and the evaluation of the 
likelihood of the history is expensive.  Even a parallel 
implementation guided by excellent heuristics ultimate-
ly runs across fundamental compute power limitations, 
requiring a impressionistic search of the space that, in 
the past, have been seen to lead to biased results.

In this project we planned to take that crucial enabling 
step of implementing the required algorithms on the 
highly heterogeneous computers that currently provide 

New Frontiers in Viral Phylogenetics
Tanmoy Bhattacharya
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the largest available computational power, and that are 
likely to become more common in the future.  If success-
ful, we reasoned, this would open up huge vistas, and 
would already be applicable to a systematic quest for the 
events that underlie the invasion of a HIV-naive body by 
the viruses; a field where experimentalists are accumu-
lating vast amounts of data in search of useable patterns.

Benefit to National Security Missions

Emerging pathogens and ways to deal with them is a 
central mission for the DOE Office of Science, and is 
an underpinning to biothreat reduction (DHS).  Other 
federal agencies like NIH are also interested in the prob-
lem, and this proposal builds a capability that can help 
bridge the interests of NIH and DHS. It also contributes 
to understanding how to map interesting problems on 
to the new and emerging computer architectures that 
can translate to other projects.

Progress

In this first year of the work, we benchmarked the tasks 
that were necessary to adapt maximum likelihood (ML) 
phylogenetics code of Bhattacharya, Olsen, and Felsen-
stein, to efficiently use the Roadrunner supercomputer 
at Los Alamos.  The existing ML program developed by 
our group had in the past been used with a messaging 
passing software called MPI.  This was used to distrib-
ute the task of evaluating the likelihood of candidate 
histories (family  trees) to different `nodes’, each of 
which evaluated the likelihood using a serial procedure.  
The Roadrunner supercomputer, although vastly more 
powerful than these previous computers, is a very dif-
ferent architecture, whose heterogeneity required us 
to exploit parallelism also at a smaller scale in order to 
see its true potential. This task of initial assessment and 
benchmarking was completed and formed the basis of 
the subsequent restructuring. We found that we need-
ed to adapt the code to consider individuals, and their 
parents, and their grandparents, etc., one at a time us-
ing the Cell synergistic processor, rather than consider-
ing it as the `node’ in the previous code that evaluated 
entire histories at once.
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This has meant `taking apart’ the program in a detailed 
way and putting it back together into a multi-level paral-
lel algorithm that maps on to this machine and other 
anticipated parallel-within-parallel machines. The task of 
high level restructuring of the code to split apart the tasks 
that need low-level parallelization, and implementation 
of these low-level tasks on the Cell processor, is complete. 
The primary bottleneck that we eliminated in this process 
was the slowdown in the propagation of probability infor-
mation through a candidate history (a tree).  We now use 
the on-chip direct memory access (DMA) features of Road-
runner’s Cell processor to move the data between `work-
ers’ that map on to on-chip processes in the current archi-
tecture.  Since these tasks form the inner core, and almost 
the entirety of the floating point load, of the calculation, 
we further hand-coded these workers to use the Cell’s vec-
torization instructions. 

The restructured the ML code now performs five separate 
‘core’ numerical functions on the Cell synergistic proces-
sor units, driven by the control logic on the PPE.  In order 
of computational expense, these calculations are node 
vector merging, vector multiplication, branch smoothing, 
node evaluation, and tip calculation.   All of these opera-
tions involve intensive transfer of data, and push the Cell 
memory flow controller to its limit.   Nonetheless, the most 
expensive calculation keeps the SPU processors doing use-
ful work 90% of the time.   Currently, the full code, involv-
ing the other four less compute-intensive parts don’t scale 
as well, but we still see 40% utilization for typical data sets. 

Future Work

The major remaining secondary bottleneck is in the code 
that accepts the candidate history and does the final calcu-
lations needed to score it.   This requires a simple restruc-
turing that will require only a week’s work to implement. 
We will then adapt the code to run under DaCS that con-
trol the Cell blades, and provide the overall control logic of 
user interaction; a task that we estimate will take about a 
month.  In parallel, we are investing the use of improved 
instrumentation techniques that are evolving at IBM and 
LANL to help optimize the single-processor -parallelized 
code.    We also will look at improving the algorithm of the 
tree proposal heuristic, as we have evidence that a naïve 
parallelization of the current algorithm will not scale for 
very large datasets; especially since we now have a higher-
performance tree evaluator.

Depending on the actual deployment of the complete 
Roadrunner at Los Alamos, we will then employ the de-
veloped codes to help solve some of the issues arising in 
other projects in HIV biology that we are also working on. 
Phylogenetic inference is an essential tool in many studies 
in the life sciences through which we have been able to 
address fundamental research problems and gain under-

standing of the biology of the HIV virus. Maximum likeli-
hood (ML) methods are powerful tools for such analyses, 
but computational resources limit us to heuristic searches 
for the genealogical history that maximizes the likelihood 
score. Markov Chain Monte Carlo (MCMC) methods for 
obtaining molecular phylogenies have been advocated as 
a better strategy for defining phylogenetic relationships 
because they properly sample the set of credible histories 
and models of evolution.  These methods, however, are 
even more computationally challenging than the classical 
ML strategies we have employed, and neither of these ap-
proaches can currently be applied to the large data sets 
being generated to have sufficient statistical power to an-
swer questions of biological interest.  The various biology 
projects had therefore proposed to use sub-optimal, but 
then feasible, methods to solve these problems.

Once this code is developed, however, we shall be free of 
many of those constraints.  Initially, we shall apply it to 
data sets of HIV sequences that have been generated by 
our colleagues in the CHAVI collaboration. The fundamen-
tal question we would like to answer is whether there are 
sequence features that occur repeatedly during HIV evo-
lution: such features are likely to be indicative of adapta-
tions that the virus needs to survive and multiply, and are 
worthy targets of vaccines and therapeutics.  We also plan 
to investigate briefly whether an architecture such as road-
runner would permit an efficient implementation for an 
MCMC approach to evaluating phylogenies, and whether 
our current code can form the core of such further devel-
opment.

Conclusion

The study of rapidly mutating viruses got a boost with the 
development of rapid sequencing technology to determine 
the sequence from thousands of viruses circulating in the 
body.  Understanding how the diversity amongst these 
viruses changes over time can inform on issues like the 
development of drug resistance and escape from immune 
pressure.  The viral strains, however, are obviously not in-
dependent as assumed in other such large data sets, but 
related by common descent. This project aims to develop 
the computational tools for analysis of such data, and ap-
ply it to a particularly interesting question relevant to HIV 
vaccine design.  The initial work of mapping the problem 
on to the new architecture is complete, and the code 
development and debugging is expected to be complete 
before the new machine is deployed and ready for applica-
tion to the biological process of interest.
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Introduction

Biomass ethanol, based on all plant and tree parts, 
has the potential to satisfy 30% of our transportation 
fuel demand, unlike corn-based ethanol, which is ex-
pected to be insufficient. Biomass energy production 
requires the breakdown of plant and tree fiber. Current 
industrial fiber breakdown  processes are not efficient. 
Bacteria, however, have devised ways to break down 
fiber extremely efficiently. Our goal is to understand 
how bacteria break down fiber and ultimately use this 
knowledge to make industrial fiber processing more 
efficient. Bacteria use a suite of nanomachines called 
cellulosomes. The nanomachines act like molecular 
paper shreaders, shreading away sheets of plant fiber, 
hopping from point to point on the sheets. During the 
process, the sheets are transformed into blobs of fiber-
ous chunks, capable of being converted into ethanol. A 
problem is that midway through the shreading process, 
the blobs get in the way. We will study how the nano-
machines are able to navigate through this dense me-
dium of fiber blobs that exists during the break down 
of fiber sheets.The RoadRunner supercomputer will be 
used to simulate the process of cellulosome migration 
through partially processed plant fiber, shedding light 
on one of the key bottlenecks in biomass ethanol pro-
duction. We will address the following questions: 

What parts of the cellulosome machine interact • 
with what parts of cellulose?

How do these interactions differ between the crys-• 
tal-like phase, the partially degraded phase and the 
amorphous phase of degradation? 

How does the presence of several cellulosomes af-• 
fect this process?

Benefit to National Security Missions

Our simulation is directly relevant to national energy 
security, a key DOE mission. This work is also important 
to identify steps toward producing renewable carbon 
neutral energy, another important DOE mission.

Cellulosomes in Action: Peta-Scale Atomistic Bioenergy Simulations
Kevin Yosh Sanbonmatsu
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Progress

The goal of our project is to improve our understand-
ing of the process of cellulose degradation using large-
scale molecular dynamics simulations by leveraging the 
speed-up obtained with RoadRunner. We have ported 
individual pieces of the molecular dynamics software to 
the RoadRunner architecture. We are currently integrat-
ing and testing on RoadRunner nodes. Our current goal 
is to finish the port by October 20 for the SuperComput-
ing 2009 conference in Austin, TX. We have ported the 
code to the AMD component of RoadRunner and to the 
power processing unit (PPU) and synergistic processing 
unit  (SPU) components of RoadRunner, individually. 
That is, we now have working versions of the code that 
run independently on the AMD processor and on the 
power processing unit (PPU) and synergistic processing 
unit (SPU) of the cell broadband engine (CBE) of Road-
Runner. Now, we are constructing infrastructure for 
these components to interact.

In detail, our molecular dynamics code has been 
modified to support the IBM Data Communication and 
Synchronization (DaCS) libraries for accelerating its 
nonbonded calculations on the cell processors.  The 
modifications include launching the cell processes, 
overhaul of the memory subsystem to support aligned 
buffers, minimalist on demand direct memory access 
(DMA) transfers, and the initial port of the water-water 
nonbonded kernel on the cell broadband accelerator.  
The framework is in place to enable the rapid addition 
of additional nonbonded kernels on the CBE.

With respect to modeling, we have created structural 
models of the cellulosome and of the processive exocel-
luase. We have constructed an initial starting configura-
tion of the processive exocellulase docked to cellulose 
sheets, caught in middle of the processing a strand of 
cellulose. 
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Future Work

Our immediate goal is to perform reduced model simula-
tions of the movement of the exocellulase during cellulose 
processing for the November 2008 conference.

In the winter we will set up the initial structure for all-atom 
explicit solvent dynamic simulations. Following this, we will 
perform the simulations on RoadRunner.

We will address the question: What parts of the cellulo-
some machine interact with what parts of cellulose?

Conclusion

The molecular dynamics simulation program will be ad-
justed and optimized to run on the Roadrunner computer. 
The cellulosome/cellulose complex will be simulated to 
understand the process of cellulose degradation. 

Figure 1. Cellulosome binding to cellulose. Molecular model used 
in the simulations of cellulosome-cellulose interaction.



LDRD FY08 Annual Progress Report 429

Environmental & Biological Sciences



430 Los Alamos National Laboratory

exploratory research

Environmental & Biological Sciences
fu

ll 
fin

al
 re

po
rt

Abstract

We tested the three fundamental assumptions about 
isotopic composition of carbon dioxide central to global 
carbon cycle models: 1) assimilation, 2) respiration, and 
3) storage.  The three assumptions discount fundamen-
tal interactions with water limitations for terrestrial 
vegetation, which are particularly pronounced in 
drylands.  Previous studies have been unable to test the 
assumptions because technological limitations pre-
cluded acquisition of necessary high-frequency, con-
tinuous measurements of stable isotopes and associ-
ated ecosystem carbon and water fluxes.  We employed 
a revolutionary new technology, Tunable Diode Laser 
Spectroscopy, for rapid, near real time analysis of atmo-
spheric carbon dioxide for testing our primary hypoth-
eses.  This system was used to generate the longest 
continuous record of biosphere-atmosphere isotopic 
CO2 exchange in the world, and was employed to inves-
tigate model assumptions at unparalleled frequencies.  
The impact of our work is high. We have given more 
than 20 invited presentations on our work and have 
published 20 peer-reviewed articles.  Our results are 
likely to alter how the global carbon cycle is understood 
and modeled, simultaneously contributing to LANL and 
DOE foci on climate and CO2. 

Background and Research Objectives

Through continuous monitoring of atmospheric carbon 
dioxide at Moana Loa, Charles Keeling produced 
arguably the most important environmental finding 
of the 20th century—unequivocal evidence of rising 
carbon dioxide and strong suggestive evidence of 
anthropogenic-caused global warming.  Scientists now 
are challenged to predict the global carbon cycle, the 
terrestrial component of which is the most uncertain 
component-the “missing” sink.  Central to addressing 
this challenge are isotopically-constrained models of 
the global carbon cycle.  The underlying constraints 

Testing Embedded Model Assumptions of Stable Isotopic Dynamics with 
Continuous Sampling: Are Modelers’ Assumptions of the Global Carbon Cycle 
Correct?
Nathan Gabriel Mcdowell
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in these models are based on few data, requiring 
modelers to make three critical but untested assump-
tions about fluxes and storage of carbon isotopes.  We 
have tested the three fundamental assumptions about 
isotopic composition of carbon dioxide central to these 
models: 1) assimilation, 2) respiration, and 3) storage.  
The three assumptions discount fundamental inter-
actions with water limitations for terrestrial vegeta-
tion, which are particularly pronounced in drylands.  
Previous studies have been unable to test the assump-
tions because technological limitations precluded 
acquisition of necessary high-frequency, continuous 
measurements of stable isotopes and associated eco-
system carbon and water fluxes.  We have addressed 
these issues with a revolutionary new instrument for 
continuous stable isotopic composition, co-located with 
an array of carbon and water flux towers and detailed 
soil-plant water data. 

Our specific research objectives were to determine 
mechanisms regulating isotopic exchange of 1) foliage, 
2) soils, 3) ecosystems, and lastly, to 4) determine the 
ability of carbon cycle models to capture temporal 
dynamics of the isotopic exchange between ecosystems 
and the atmosphere.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

The results of this project have already had a major 
impact on how the global carbon cycle is understood 
and modeled, simultaneously contributing to LANL 
and DOE foci in Climate and CO2.  We have developed 
CO2-isotopic monitoring technology into a world 
leading capability.  This ER supported the development 
of LANL’s Tunable Diode Laser Facility. Our facility has 
generated the longest continuous record of biosphere-
atmosphere CO2-isotopic exchange in the world, and 
has generated the only publications regarding high 
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frequency isotopic exchange of foliage, soils, and ecosys-
tems, and the only high frequency test of model predic-
tions of isotopic exchange.  We are being solicited by other 
national labs and academic institutions for collaborations, 
thus providing more evidence of the value of LDRD’s 
investment to LANL’s reputation and standing.  We are now 
poised to apply our technology and skills to 1) monitoring 
of CO2 emissions worldwide, and 2) quantifying climate 
impacts on regional ecosystems.

Scientific Approach and Accomplishments

Our approach was broad, including empirical, experimen-
tal, field, lab, and model based analyses.  We maintained 
a long term observation platform of CO2 isotopes for 
quantifying pattern and for comparison to models.  We 
conducted field and lab based tests of the mechanisms 
regulating leaf and soil isotopic exchange.  Each of these 
efforts yielded peer-reviewed publications.  We now know 
that climate has a profound impact on ecosystem carbon 
storage, ecosystem hydrology, and their respective isotopic 
tracers.  As a result of our work, the isotopic composition 
of CO2 can be used to trace impacts on carbon cycling and 
hydrology at ecosystem and regional scales.  The listed 
publications demonstrate each of these results.
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Abstract

Protein folding is a fundamental step in gene expres-
sion, completing the flow of information from DNA to 
protein as specified by the central dogma of molecular 
biology. In the cell, proteins do not fold independently, 
but begin the folding process during protein biosynthe-
sis inside the ribosome. Until recently, it has not been 
possible to study protein folding inside the ribosome 
in atomic detail due to the lack of structural data. 
However, the determination of the atomic structure of 
the large ribosomal subunit allows us to address this 
investigate this important process in atomic detail. This 
structure has revealed the existence of a long, narrow 
tunnel inside the ribosome through which the newly 
forming protein must travel in order to move from the 
site of protein manufacturing to the external environ-
ment. We will implement a novel method of molecular 
dynamics simulations (the growing polypeptide simu-
lation method) to study the mechanism of nascent 
peptide folding and movement through the ribosomal 
tunnel, as well as the effects of antibiotics on this 
process.

Background and Research Objectives

Ribosomes are large ribonucleoprotein complexes 
responsible for protein synthesis. Because the ribosome 
is one of the most highly conserved complexes in 
biology, molecular mechanisms in one ribosome often 
operate across all kingdoms of life. Many regions of the 
ribosome are 100% conserved across all organisms (the 
so-called ‘universal’ rRNAs). Each ribosome contains a 
small subunit, responsible for decoding the information 
on the messenger RNA, and a large subunit, responsible 
for adding each amino acid to the newly synthesized, 
nascent protein and for assisting in protein folding. In 
particular, the large ribosomal subunit contains a long 
‘tunnel’ extending from the peptidyl transferase center, 
where each amino acid is added, to the exterior solvent 

Nascent Protein Folding Inside the Tunnel of the Ribosome: Cotranslational 
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face of the ribosome. The nascent protein advances 
through the tunnel as it is manufactured and is thought 
to be partially folded by the time it exits the ribosome.  

The problem of nascent protein movement through the 
ribosomal tunnel is analogous to pushing a strand of 
yarn through a straw. The nascent protein is ‘pushed’ 
from behind by the addition of new amino acids. 
Because the ribosome tunnel is charged and highly non-
cylindrical, it is not clear how the nascent protein can 
not only move past the charged tunnel walls, but also 
navigate through the tunnel’s circuitous pathway, which 
has many protuberances and indentations.  

 Approximately 50% of the antibiotics used in the clinic 
target the ribsome. The macrolides represent a large 
class of ribosome antibiotics, which normally inhibit 
peptidyl transferase or physically narrow the tunnel, 
blocking the nascent protein. Recent x-ray structures 
have determined the binding sites of several macrolides 
and other antibiotics to the large ribosomal subunit. 

The goals of our project are to 1) characterize the 
folding of short proteins and simulate the ribosome 
tunnel, 2) simulate the movement of a newly manu-
factured protein through the ribosome tunnel and 3) 
simulate antibiotics interacting with the ribosome.  

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Simulating matter at the atomic level of detail has a 
vast number of applications. Understanding how matter 
behaves at this level allows us to more carefully control 
the matter. Applications include nanotechnology and 
biotechnology. The ribosome is one of the only existing 
molecular computers. This molecular machine performs 
a look-up table operation. Thus, understanding the 
ribosome at the atomic level may lead to the develop-
ment of nanocomputers and smart materials that can 
adapt to their environment. Because the ribosome is 
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the target of about 50% of the antibiotics used today in 
US hospitals, this study sets the stage for computational 
drug design of novel ribosome antibiotics. Important 
ribosome antibiotics are used to treat Anthrax and Plague. 
In addition, antibiotics used together in combination 
therapy target the ribosomes of MRSA (methicillin resisi-
tant staph bacteria). Our study has pioneered simulations 
of ribosome antibiotics and the large-scale simulation 
of nanoscale biological systems. This is a critical area of 
technology to keep the US competitive in computational 
biology, nanotechnology and biomedicine.  

Figure 1. Schematic of the manufacturing of protein by the 
ribosome. The ribosome binds to genetic instructions and assem-
bles proteins based on these instructions. Antibiotics act like 
monkey-wrenches and gum up the ribosomes harmful bacteria.

Scientific Approach and Accomplishments

Our approach uses computer simulations to understand a 
critical molecule important to all living systems called the 
ribosome.  The ribosome, which is responsible for imple-
menting the genetic code in every organism, happens to 
be a quite large molecule compared to other molecules 
that have been studied. This molecule acts like a protein 
factory, reading genetic instructions and fabricating corre-
sponding proteins. The ribosome is composed of approxi-
mately 250,000 atoms. We use Newton’s laws of motion 
to simulate the dynamics of the ribosome in atomic detail. 
To accurate simulate the ribosome, one must also simulate 
the molecules in the ribosome’s environment that are 
close by. These molecules mainly consist of water, potas-
sium, chrorlide, and magnesium. The environment plays 
a crucial role in the inner workings and machinery of the 
ribosome and must be modeled accurately. The minimum 
number of water molecules required to accurately 
simulate the ribosome is approximately 800,000. Our full 
simulations of the entire ribosome included 2.64 million 
atoms and is the largest calculation completed to date in 
the field of computational biology. 

An important part of ribosome mechanism is the transport 
of the protein from the manufacturing site to solution 

environment. The protein is assembled deep inside the 
ribosome. A tunnel burrowing through the ribosome exists 
to transport the spaghetti-like protein from the inner 
depths of the ribosome to the water solution outside 
of the ribosome. The specific goal of our project was to 
simulate this process. To do this, we developed a new 
technique where we effectively add building blocks of the 
protein (amino acids) by using the computer simulation 
to push the protein from behind. In this manner, one can 
study how the protein is able to worm its way through the 
tunnel and escape from the ribosome. We were able to 
isolate the parts of the ribosome’s tunnel that are tricky to 
navigate. 

Figure 2. Structure of the ribosome. The ribosomal exit tunnel 
transports the newly assembled protein from the center of the 
ribosome to the water solution outside.

The second major accomplishment of the project was to 
simulate antibiotics interacting with the ribosome. We 
developed techniques to design force fields that describe 
the interaction between the antibiotic and its target, the 
ribosome. We were able to simulate the process of drug 
binding and performed the longest, most intensive simula-
tion of drug binding to date. Our simulation revealed a 
new way of thinking about drug binding. Before our work, 
textbook descriptions of drug binding modeled the process 
in two separate states: 1) the drug not bound to its target, 
and 2) the drug bound to its target. We found that there 
is a continuum of states: first the drug binds to a landing 
zone near its target. Next, the drug crawls along the 
ribosome until it finds the target. We are working with the 
tech-transfer department to patent our findings. 
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Figure 3. Simulating the transport of the newly manufactured 
protein from the center of the ribosome to the external solution 
environment. Top three panels show the growing protein as it 
moves out of the ribosome. Bottom panel shows the electric field 
(electrostatic potential isosurface) of the tunnel of the ribosome. 
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Abstract

Cardiovascular disease is the number one killer in the 
United States and therefore a public health priority. A 
number of genetic, environmental and lifestyle factors 
contribute to cardiovascular health. Clinicians and 
geneticists are constantly discovering additional genes 
and other factors with possible links to cardiovascular 
disease. Getting quantitative results with robust valida-
tion, however, is a growing algorithmic and computa-
tional challenge. Our goal is to develop statistical tools 
to extract multigene and gene-environment interac-
tions that clinicians can use for early intervention with 
respect to vascular disease and better adapt therapy to 
an individual patient’s needs and conditions.

Background and Research Objectives

Establishing statistically significant correlation between 
multiple genes and a disease is a very challenging 
problem. For example, one of the motivations of the 
Human Genome project states “Scientists believe 
single nucleotide polymorphisms (SNP) maps will help 
them identify the multiple genes associated with such 
complex diseases as cancer, diabetes, vascular disease, 
and some forms of mental illness. These associations 
are difficult to establish with conventional gene-hunting 
methods because a single altered gene may make only 
a small contribution to the disease.” Today about 2 
million SNPs have been identified and hundreds if not 
thousands are believed to be implicated in increased 
risk for vascular disease. Which genes contribute indi-
vidually or in concert becomes an increasingly difficult 
clinical and computational problem as the number of 
known SNPs grows, requiring sampling of thousands of 
patients to get statistically significant results.

Our goal was to achieve the following three main 
research objectives: To adapt methods from machine 
learning and information theory to study correlations 
between multiple variables; to develop efficient Markov 
Chain Monte Carlo methods to establish the statistical 

Multigene Correlations and Their Implications for Cardiovascular Disease
Rajan Gupta
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significance of observed correlations; and to provide an 
efficient implementation of these algorithms on parallel 
supercomputers and to develop a user friendly inter-
face that allows simultaneous analysis using different 
algorithms to cross-check the results. Since different 
methods of assessing multigene interactions have 
different inherent assumptions and are sensitive to dif-
ferent aspects of the interaction, our analysis will have 
smaller dependence on assumptions.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Cardiovascular disease is the number one killer in the 
United States and therefore a public health priority. A 
number of genetic, environmental and lifestyle factors 
contribute to cardiovascular health. Clinicians and 
geneticists are constantly discovering additional genes 
and other factors with possible links to cardiovascular 
disease. The challenge is to quantify possible correla-
tions, not only when factors are individually implicated 
but when a significant effect is present if a set of factors 
act in concert. Our goal is to use multiple tests from 
machine learning and information theory to identify 
the minimum sets of salient combinations and predic-
tor functions that can be rigorously tested by cross-
validation.  

This project requires developing novel mathematical 
approaches for analysis. In addition, the extremely 
large number of possible interactions (gene-gene and 
gene-environment) presents a computational challenge 
that demands the use of high performance parallel 
computers. The development of effective mathematical 
approaches, as proposed, will yield incredible benefits 
to biological science and medicine: First, the identifica-
tion of gene interactions will help enormously to define 
interactive pathways of macromolecules. This is particu-
larly important as the complexity of molecular crosstalk 
in signaling pathways and in transcriptional networks 
is becoming appreciated. Furthermore, it is likely that 
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most human chronic disease involves the interaction of a 
number of genomic determinants. Thus, the prediction of 
risk will be greatly improved, allowing the early detection 
of a predisposition to a given disease, allowing for timely 
preventive measures. Lastly, the appreciation of gene-gene 
interaction effects will allow the understanding of the 
individuality of the genomic basis of a patient’s disease, 
providing a basis for individualization of treatment. The 
resulting mathematical algorithms and computational 
capability can be generalized to any arena of biology or 
human disease. They are most likely to benefit multi-
factorial

disorders like those involving the cardiovascular system, 
neurodegenerative disorders, metabolic problems such as 
diabetes, and even ageing itself.

Scientific Approach and Accomplishments

The main analysis approach we have focused on identi-
fies the sets of inputs that interact and on quantifying the 
interaction using techniques from information theory; spe-
cifically those of mutual and interaction information. In this 
approach information of a distribution is defined, following 
Shannon [1, 2], as the negative of the entropy: −Σpi log pi. 
This definition can be interpreted as the expected amount 
of information, on an additive scale, that a measurement 
will provide: thus, for traits that are very common or very 
rare, we assign small information because we are virtually 
certain of its value anyway, and a measurement is unlikely 
to increase our knowledge except on rare occasions.  If 
two random variables (e.g., the output and the input) 
are such that the knowledge of one does not change the 
probability distribution of the other, we call them statisti-
cally independent. It is easy to see that in this case the 
information of their joint distribution is the same as the 
sum of the information of the marginals. The difference of 
these, −Σpi• log pi• − Σp•j log p•j+Σpij log pij, where pi• + 
Σj pij and p•j +Σi pij denote the marginals, is a non-negative 
quantity called the mutual information [1, 2] and measures 
the correlation between the two variables. The advantage 
of this measure of statistical non-independence is its non-
parametric nature: it is independent of the coding scheme 
used (i.e., the labels i and j above need not be thought of 
as having numerical values), and it makes no assumption 
about the normality of the distributions. Because of the 
same reason, it cannot take advantage of order relations 
amongst the input states and only answers the question as 
to whether a combinatorial partitioning method would find 
a significantly predictive partitioning. Thus, for example, 
it can equally well identify an heterozygous advantage 
as it can the effect of a dominant or recessive gene, but, 
because of its generality, its statistical power is less than 

methods which assume, a priori, an additive response from 
the alleles. Nevertheless, it is often the case that the lack 
of systematic errors from improper assumptions outweighs 
the smaller statistical power. Mutual information is a 
standard method not only for its traditional role in estab-
lishing correlations [3], but also for a vast array of other 
tasks like finding covarying genetic markers [4], functional 
genomic clustering [5] and as a distance measure for gene 
clustering [6].

When there are two causative factors, one can form the 
mutual information between the output variable and the 
joint state of the two inputs, and consider its relation to 
the mutual information between the dependent variable 
and each of the inputs separately. In the presence of 
linkage disequilibrium between the two traits, their joint 
distribution is less informative than the sum of their indi-
vidual distributions, and hence, the mutual information of 
the result with the joint could be smaller than the sum of 
the mutual information with the individual variates.

Contrariwise, different combinations of alleles might each 
work synergistically, in which case neither input has a 
significant predictive value, but the joint mutual informa-
tion is high. The difference between the mutual informa-
tion with the joint state of the inputs, and the sum of the 
mutual information with each trait, is called the three-way 
interaction information. For fixed marginal distributions, its 
value is minimized either at the boundaries of the prob-
ability space (i.e., for some probability becoming zero), or 
when the logistic regression is linear. Because of this, the 
significance of the deviation of the interaction information 
from its minimum possible value at fixed marginals can be 
used as a measure of the interaction amongst the factors.

To obtain this significance, one can use a randomization 
test in which the output labels are shuffled keeping the 
marginals the same: such a scheme is statistically valid if 
no cell contains very small number (of the order of 10) of 
observations. We implemented this randomization test 
using Markov Chain Monte Carlo to evaluate significance 
of the interaction information. 

The calculation of the mutual and interaction information 
is straightforward; the computational power is needed for 
determining the significance. Randomizing large data sets 
maintaining the marginals is computationally intensive. 
We perform this by conceptually presorting the data so 
that all the elements that contribute to the counts in the 
same cell of the contingency table are consecutive. A set 
of d sequences, where d is the number of input factors is 
then selected for output-label swapping with another such 
set. An accept/reject step allows the swapping only if the 
marginals would stay unchanged. In fact we find that an 
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MCMC algorithm described in terms of increments and 
decrements of counts in the cells, without any reference 
to the original data, can generate the final probability 
distribution. The probabilities of the elementary moves 
and the change in the interaction information arising from 
the move can be calculated relatively easily. The available 
parallelism can be used to run multiple chains simultane-
ously and reduce the error in the estimation of the null 
distribution.

This null distribution is then be used to assign a p value to 
the assertion that the observed interaction information 
is larger than expected in a random assortment with the 
same marginals. Significance will be assigned after correct-
ing this for multiple tests by the Bonferroni method [7].

We developed and optimized a code to run on serial 
machines capable of calculating mutual and interaction 
information for any set of factors, or scan all possible com-
binations of factors. It also performs randomization test 
using Markov Chain Monte Carlo to evaluate significance. 

The first data set we analyzed was a large kindred set (60 
patients) with familial-combined hyperlipidemia (above 
normal lipids including cholesterol). We found hypercho-
lesterolemia (high cholesterol) associated with a mutation 
(called E270K) in a gene for a receptor of low density lipid 
(LDL). This gene plays a role in the metabolism of choles-
terol and this association was known previously.  We also 
detected a correlation between high cholesterol and a 
mutation (called I269N) in the gene for a protein called 
melanocortin 4 receptor (MC4R). This protein is not known 
to play a role in cholesterol metabolism and the correla-
tion is thus unexpected. This dataset had been studied 
extensively by our colleagues at UCSF and the new finding 
was therefore a confirmation of the power of interaction 
information methods. 

The second set we analyzed using our novel entropy-based 
algorithm to calculate correlations between genes and 
lipids consists of 714 subjects and contains information on 
behaviors (for example the use of tobacco and alcohol), 
lipid profiles and genotypes at 170 sites for Single Nucle-
otide Polymorphisms (SNPs). These locations were again 
selected because of previous studies on Coronary Artery 
Disease (CAD) and this set had been studied extensively 
by our UCSF collaborators. Previously well documented 
single-gene associations, such as between lipid levels and 
the mutations in the gene for the protein called APOE held 
true in our analysis. We further confirmed the association 
between high density lipids (HDL) and the mutation called 
(SNP: rs6083; N215S) in the hepatic lipase (LIPC) gene. 

Our analyses uncovered several previously unknown 
associations as well. The most notable was the associa-
tion between LDL-Cholestrol and a polymorphism (rs5174; 
R893Q) in the gene called LRP8.  The discovery of a new 
gene in the regulation of LDL levels was considered suf-
ficiently important that our UCSF collaborators analyzed 
a second cohort of 738 subjects for confirmation. This 
required very significant effort of our UCSF colleagues and 
the new data became available only in August 2008. The 
previously observed statistically significant contribution 
was confirmed in this second cohort by the binary regres-
sion method and, more significantly, by our interaction 
information methods. However, the cholesterol levels in 
subjects with only one chromosome carrying the mutation 
(heterozygotes) were inconsistent. In one case the single 
copy of the mutation was providing protection whereas in 
the other cohort, the heterozygotes had high cholesterol. 

The publication of our results has been put on hold 
pending resolution of this contradictory observation.  Our 
UCSF colleagues are resequencing the first cohort in house 
as that data sample had previously come from an outside 
vendor. Our codes and suite of analysis is ready and we can 
finish the project with minimal further investment of time 
once those data are available.  

We have also started a preliminary analysis of gene-gene 
interactions for these data sets.  Our preliminary study 
shows that for most of the (170 X 170) combinations, many 
cells contain very small number (less than 10) observa-
tions.  We are working with our cardiologist colleagues at 
UCSF to understand how to reduce the dataset without 
introducing bias. Based on these analyses, Dr. Kane at UCSF 
has submitted a proposal to UCOP Lab Fee RFP for a much 
larger study. 

The methods developed in this study can be applied to 
a number of similar studies. In particular they are being 
applied to the analysis of HIV for the vaccine design 
program lead by Bhattacharya and Korber at LANL. 
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Abstract

One of the outstanding issues in magnetospheric 
physics and space-weather forecasting is: What causes 
the intensity of the electron radiation belt to decay? 
Researchers hypothesize that two mechanisms could 
be important. One mechanism is associated with the 
distortions of the magnetosphere during geomag-
netic storms. The other mechanism is precipitation of 
relativistic electrons from the magnetosphere into the 
atmosphere catalyzed by the presence of cold plasma 
(the plasmasphere) in the magnetosphere. Via data-
analysis and computer simulations, the effects of cold 
plasma on the dynamics of the magnetosphere are 
explored, with particular emphasis on the effects that 
the cold plasma has on the electron radiation belts.

Background and Research Objectives

The relativistic electrons that are trapped in the Earth’s 
magnetic field form an important population of par-
ticles for magnetospheric physics. These relativistic 
electrons form the inner and outer electron radiation 
belts. The outer belt is very dynamic, with the number 
density of relativistic electrons varying with time by 
several orders of magnitude. These outer-belt relativ-
istic electrons are of great concern to the operators 
of spacecraft in geosynchronous orbit because they 
can wreck havoc on spacecraft electronics, sometimes 
causing catastrophic damage to very valuable space 
assets. They are sometimes referred to as “killer elec-
trons”.

A second population of particles in the magnetosphere 
that is important for the radiation belts and important 
for this research project is the Earth’s plasmasphere. 
The plasmasphere is cold plasma that sometimes builds 
up to high densities in the dipole magnetic field lines 
of the magnetosphere; the cold plasma comes from 
outgassing of the ionosphere. 

Quantifying the Role of the Cold Plasmasphere in the Loss of the Electron 
Radiation Belts
Joseph Eric Borovsky
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It is believed that two mechanisms are important for 
the loss of these relativistic electrons: drift out of the 
magnetosphere and pitch-angle scattering by plasma 
waves into the atmosphere. The plasma waves that 
scatter the relativistic electrons are believed to live in 
the cold plasma of the plasmasphere. 

The overarching research objective of this project is to 
confirm that relativistic-electron precipitation into the 
atmosphere is catalyzed by cold plasma in the magne-
tosphere and to quantify that process. As this project  
evolved, the newly discovered effect of the plasmas-
pheric plasma on solar-wind/magnetosphere coupling 
was uncovered and the exploration and quantification 
of that effect was added as a second research objective.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Los Alamos National Laboratory has a programmatic 
mission to measure and understand the radiation 
environment at geosynchronous orbit for satellite-
based sensors operating there. This project will enable 
LANL personnel to better understand the factors that 
influence this radiation environment and to better 
predict this radiation environment. A critical skill that 
this project will develop is the ability to understand the 
decay of the Earth’s radiation environment.

Scientific Approach and Accomplishments

In a data-analysis study of the cold plasma and 1. 
energetic particles of the magnetosphere, a decay 
in the intensity of the outer electron radiation 
belt was observed during geomagnetically calm 
intervals before geomagnetic storms [1]. This decay 
was associated with the buildup of plasmaspheric 
plasma in the magnetosphere during the calms 
before the storms.
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In a data-analysis study that spanned several solar 2. 
cycles, 27-day repeating high-speed-stream storms 
were demonstrated to be a more effective source 
of energetic-electron events than are nonrepeating 
coronal-mass-ejection-driven storms [2].

In a solar-wind/magnetosphere data-analysis study, 3. 
the reduction of solar-wind/magnetosphere coupling 
was statistically associated with the occurrence of 
plasmaspheric drainage plumes in the magnetosphere 
[3]. This supported our hypothesis that dense plasmas-
phere plasma mass loads reconnection between the 
solar wind and the magnetosphere on the dayside.

Our hypothesis that reconnection could be mass 4. 
loaded by dense plasma was explored and confirmed 
using a series of two-dimensional MHD computer 
simulations of the reconnection of asymmetric 
plasmas [4]. These simulations were followed up for 
the more-complicated case of driven reconnection [5].

Using three-dimensional MHD computer simulations 5. 
of the solar-wind-driven magnetosphere, a very clear 
demonstration was presented that plasmaspheric 
drainage plumes mass load dayside reconnection and 
reduce solar-wind/magnetosphere coupling [6].

Using the 3D MHD computer simulations, solar-wind 6. 
magnetosphere coupling was explored and quanti-
fied. The main findings of this were (i) that solar wind 
electric field does not control the rate of reconnection 
at the dayside magnetosphere [6] and (ii) that a solar-
wind/magnetosphere coupling formula was derived 
and tested [7].

Using superposed-epoch data analysis techniques, the 7. 
hypothesis that radiation-belt dropouts are associated 
with the occurrence of plasmaspheric drainage plumes 
was confirmed [8]. It was further found that radiation 
belt dropouts are associated with a combined occur-
rence of plasmaspheric drainage plumes and super-
dense plasma sheets.

The origins of the superdense plasma sheet and the 8. 
plasmaspheric drainage plumes in the solar wind were 
explored via superposed data analysis [8,9,10]. The 
superdense plasma sheet has its origin in compressed 
slow wind at the leading edge of corotating interac-
tion regions and the plasmaspheric drainage plume is 
caused by a magnetic sector reversal in the corotating 
interaction region.

The properties of plasmaspheric drainage plumes 9. 
during high-speed-stream-driven storms were statisti-
cally explored and the properties of drainage plumes 
(durations, widths, mass transport rates, etc.) were 
quantified [11]. 

Via this LDRD project, a workshop on plasmaspheric 10. 
drainage plumes was organized in Taos, New Mexico, 
October 9-13, 2006 (see [12] for a published write 
up), a conference on high-speed-stream-driven storms 
was organized in Ambleside, England, September 2-7, 
2007 (see (13] and [14] for write ups), and a workshop 
on high-speed-stream-driven storms was organized in 
Santa Fe, New Mexico, July 23-25, 2008.
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Abstract

We have investigated a new nanocrystal quantum 
dot (NQD) architecture based on an inorganic shell 
approach to address two intrinsic flaws (blinking and 
environmental sensitivity) limiting NQD applications. 
Success was achieved in both aims and demonstrated 
in stability and room- and low-temperature fluores-
cence spectroscopy studies, where emission behavior 
of individual NQDs was emphasized. Our successful 
efforts provide enabling technologies for fundamental 
biochemical/biophysical research, medical diagnostics, 
biosensors, and efficient solid-state lighting.

Background and Research Objectives

Fluorophores are biological tags that can be used to 
track single biomolecules or image entire cells, glowing 
when interrogated by a light beam. Semiconductor 
nanocrystal quantum dots (NQDs) are near-ideal fluoro-
phores for applications from basic molecular biology to 
integrated biosensors. NQDs have broadband absorp-
tion, narrow and tunable emission, exceptional bright-
ness, and survive bright light (resist photobleaching). 
They are small enough to be used in the study of living 
cells. Despite these advantages over traditional tech-
niques (e.g., organic dyes), the use of NQDs is limited 
by two factors: 1) sensitivity to the environment and 2) 
fluorescence intermittency (blinking). 

Specifically, NQD optical properties are frustratingly 
sensitive to their surface chemistry and chemical envi-
ronment. The coordinating organic ligands used to pas-
sivate the NQD surface during growth are retained fol-
lowing preparation and are strong contributors to such 
ensemble NQD optical properties as quantum yields 
(QYs) in emission. Unfortunately, ligands are labile 
and can become uncoordinated from the NQD surface 
and, as organic molecules, they can be damaged by 
exposure to the light sources used for NQD photoexci-
tation. Ligand loss through physical separation or pho-

Non-blinking and Robust Quantum-Dot Fluorophores for Applications in 
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tochemistry results in uncontrolled changes in QYs and, 
in the case of irreversible and complete loss, in perma-
nent “darkening” or photobleaching. In addition, NQDs 
are characterized by significant “blinking” (fluorescence 
intermittency) at the single NQD level. While a precise 
mechanism has yet to be universally accepted, blinking 
is generally considered to arise from an NQD charging 
process in which an electron (or a hole) is temporarily 
lost to the surrounding matrix or captured to surface-
related trap states. When charged, the NQD is vulner-
able to highly efficient and non-radiative (“dark”) Auger 
processes, where energy that is supplied to the NQD 
is transferred to the free electron or hole rather than 
used by the NQD to produce light. Thus, NQD emission 
turns “off” when the NQD is charged and turns “on” 
again when NQD charge neutrality is regained.

We proposed to develop a novel NQD architecture – a 
graded inorganic shell applied to the optically active 
NQD core – that aimed to solve these problems. 
Through the thick, graded-shell approach we hoped to 
reduce the efficiency of the Auger process. In this case, 
even if the NQD became charged, the “dark” process of 
Auger would be inactive, allowing excited-state elec-
tron-hole recombination to produce light. Alternatively, 
in the event that Auger processes remained active, we 
hoped to provide sufficient physical separation between 
the optically active NQD core and the NQD surface to 
isolate the excitonic wavefunction from the instabili-
ties associated with changing NQD surface chemistry 
and environment. In this way, we aimed to enhance 
the robustness of NQDs to environmental effects and 
to eliminate NQD blinking. Importantly, others have 
previously reported the use of so-called “antiblinking 
reagents” to suppress blinking. Such reagents likely 
serve as charge mediators or charge compensators 
[1, 2]. In contrast, our “all-inorganic” approach was to 
create a fundamentally unique NQD architecture that is 
structurally more akin to physically grown epitaxial QDs, 
for which optical properties are stable and blinking is 
not observed [2].
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Importance to LANL’s Science and Technology 
Base and National R & D Needs

Optimized NQD optical markers comprise an enabling 
technology for advanced bioimaging and single-biomole-
cule-tracking capabilities that support the DOE’s Science 
Strategic Goal. In this area, the technology will support 
fundamental biochemical/biophysical studies, as well as 
medical diagnostics. Further, robust optical markers for use 
in autonomous environmental pathogen sensor systems 
will support DOE missions in homeland security, reducing 
the threat of weapons of mass destruction and terrorism. 
The results from this study will also impact Energy Security 
in the area of efficient solid-state lighting.

Scientific Approach and Accomplishments

Biocompatibility studies

Early on in this effort, we assessed the biocompatibility of 
NQDs in terms of their impact on biomolecular function. 
Specifically, we investigated an important case study 
of biomolecular activity, namely, the polymerization 
of tubulin “monomers” into microtubule biopolymers. 
We attached NQDs directly to the tubulin and studied 
polymerization kinetics and maximum NQD-tubulin ratios 
allowed for the tubulin to remain active toward polym-
erization. We compared the effect of coupling to tubulin 
amine sites vs. tubulin carboxylic acid sites. For coupling 
to amine surface sites, we found a limiting stoichiometry 
of 1 NQD per 6 tubulin and observed a 5-fold increase in 
the critical tubulin concentration required for onset of 
robust polymerization. In other words, NQD coupling to 
the tubulin amine sites deleteriously impacted polymeriza-
tion kinetics. This was likely through interference with a 
critical GTP binding site. In contrast, small molecules, such 
as biotin or organic dyes, bound in this fashion to tubulin 
did not appreciably alter polymerization kinetics. We 
attempted to circumvent this problem by coupling NQDs 
to pre-formed microtubules by way of their amine sites, 
followed by depolymerization to create NQD-tubulin con-
jugates indirectly. Since these conjugates were prepared 
from viable microtubule polymers, they should have com-
prised only conjugates whose NQDs were bound through 
non-GTP-interfering amine sites. In conclusion, we observe 
that sensitivity of the biomolecular process, namely polym-
erization, to choice of NQD conjugation strategy suggests 
that use of NQDs as biomolecular labels for studying active 
processes must take into account the potential for NQD 
size and/or charge to influence the process being studied. 
These results were reported in [3]. Further, as part of this 
effort, we have also investigated the degree of clustering 

in core/multishell NQDs using a novel optical method to 
quantitatively determine clustering [4]. This component 
of the effort was relevant for biological applications and 
blinking studies in that clustering can cause unwanted 
cytotoxic effects and can interfere with data interpretation, 
respectively.

Environmental sensitivity and blinking studies

The majority of our efforts have focused on addressing 
the dual aim of achieving environmentally robust and 
non-blinking NQDs. Initially, we attempted to finesse the 
energetics of the NQD core/graded-multishell systems, i.e., 
we attempted to create smooth potential energy gradients 
from NQD core to outer shell surface by using complicated 
(core)/shell structure, such as (A) (CdSe)/2CdS/Zn0.13Cd0.87S/
Zn0.49Cd0.51S/ Zn0.8Cd0.2S/2ZnS and (B) (CdSe)/11CdS/2Zn0

.13Cd0.87S/2Zn0.49Cd0.51S/2Zn0.8Cd0.2S/2ZnS. It was thought 
that the presence of a smooth energy gradient from NQD 
core out to NQD surface would significantly reduce the 
efficiency of the Auger process and, thereby, prevent 
blinking. Further, we hypothesized that even if the NQD 
core wavefunction still extended to the NQD surface, the 
effects of surface-related charging would be minimized 
by reducing the efficiency of the “darkening,” Auger 
processes. However, although the thinner graded shell 
structures [e.g., (A) above: 7 shell monolayers] provided 
ultra-high emission efficiencies (QYs >90%), blinking statis-
tics were not significantly altered. In contrast, the thicker 
graded shell structures [e.g., (B) above: 19 shell monolay-
ers] provided markedly suppressed blinking behavior (see 
below), but QYs in emission were a low 9% on average. 
Interestingly, our best results to date have been with far 
simpler (core)/shell systems.

Earlier this year, we reported for the first time that the 
key optical properties—QY, photobleaching and blinking—
can be rendered independent of NQD surface chemistry 
and chemical environment by growth of a very thick and 
simple inorganic shell [2]. Specifically, starting with 3-4 
nm NQD CdSe cores (Figure 1), we grew the particles to a 
size of 15-20 nm by sequentially applying monolayers of 
CdS shells (Figure 1). We also reported the more complex 
shell structure discussed above as “B.” In both case, the 
shell layers of CdS, ZnS, or CdxZnyS alloys were grown onto 
CdSe cores using modified literature procedures based 
on a successive ion layer absorption and reaction (SILAR) 
method. The growth of nominally 18-19 monolayers of 
shell material (calculated based on the amount of shell-
precursor added) was conducted over a period of five days 
with reasonable control over size dispersity (Figure 1) and 
retention of a regular, faceted particle shape.  We named 
these NQDs “giant” NQDs (g-NQDs). 
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g-NQD absorption spectra are dominated by the CdS shell 
material. This is not unexpected as, at these sizes, the 
shell:core volume ratio is approximately 100:1. However, 
a much smaller but separate absorption feature occurs 
clearly at ~620 nm and represents the absorption onset of 
the core CdSe. This feature exhibits spectral fine structure 
that is indicative of a narrow size dispersion and shows that 
the CdSe has remained intact despite the very long reaction 
times. Further, it is this CdSe core that provides the PL. No 
emission is observed from the g-NQD shell. 

With g-NQDs, we have succeeded in creating truly envi-
ronmentally robust NQDs. g-NQDs are uniquely insensitive 
to changes in ligand concentration and identity, and the 
chemical stability afforded by the g-NQDs clearly surpasses 
that of the standard multi-shell and core-only NQDs. 
Specifically, we observed that upon precipitation from 
growth solution and re-dissolution in hexane, the QYs for 
g-NQDs did not change (±5%; Figure 1). In contrast, QYs for 
standard multi-shell NQDs dropped by approximately 30% 
(Figure 1), while those for core-only samples dropped by 
more than 80% (Figure 1). 

Figure 1. Transmission electron microscopy (TEM) images for (a) 
CdSe NQD cores, (b) CdSe/19CdS g-NQDs, and (c) CdSe/11CdS-
6CdxZnyS-2ZnS g-NQDs. (d) Absorption (dark blue) and PL (light 
blue) spectra for CdSe NQD cores. (e) Absorption (dark red) and 
PL (light red) spectra for CdSe/19CdS g-NQDs (inset: absorption 
spectrum expanded to show contribution from core). (f) Normalized 
PL compared for growth solution and first precipitation/re-dissolu-
tion for CdSe/11CdS-6CdxZnyS-2ZnS and CdSe/19CdS g-NQDs (red), 
CdSe/2CdS-2ZnS and CdSe/2CdS-3CdxZnyS-2ZnS NQDs (green), and 
CdSe core NQDs (blue). Dashed line indicates no change.

Further, we observed no change in QY upon transfer 
to water using a standard ligand exchange procedure 
(replacing as-prepared ligands with mercaptosuccinic 
acid). Finally, we have also ligand exchanged the g-NQDs 
with pyridine, drop-cast a thin, solid films of g-NQDs, and 
subsequently subjected the film to vacuum and elevated 
temperature to assess the impact of thermal exposure 
and ligand loss on photoluminescence. We confirmed 
that compared to traditional multi-shell NQDs, g-NQDs 

are robust to these effects (Figure 2). In addition to the 
discussed applications in the biological sciences, this result 
has important implications for applications in optoelec-
tronics, such as light-emitting diodes and single-photon 
light sources. 

Figure 2. Stability study to assess the relative robustness of 
g-NQDs compared to traditional multi-shell NQDs as a function 
of temperature and time. The results further demonstrate that 
g-NQDs are insensitive to surface chemistry, as in this experiment 
surface capping ligands are first replaced with pyridine and then 
largely removed through heating under vacuum in the solid state. 

Perhaps more remarkably still, the g-NQDs are stable 
under continuous laser illumination at a single QD level. 
Specifically, freshly diluted g-NQD solutions were dispersed 
onto clean quartz slides. Samples were irradiated for 
several hours at a time over several days. Photobleaching 
was not observed. This result stands in stark contrast with 
those obtained for control samples. Namely, core-only 
samples, as well as the thinner multishell samples, photo-
bleached (complete absence of PL) within 1 s, and com-
mercial NQDs (Qdot®655ITK™) faded to half their original 
intensity within ~15 min (Figure 3).

Figure 3. Single-NQD emission studies. (a) Photobleaching 
study: Emitting NQD fraction over time: commercial NQD, 
Qdot®655ITK™ (black); g-NQD CdSe/19CdS (red). (b) Fluores-
cence image showing individual NQDs ‘lighting up’ under laser 
excitation. (c) Blinking study: On-time histograms of commercial 
NQDs (left) and CdSe/19CdS g-NQD (right) showing the fraction 
of NQDs as a function of time spent ‘on’. Insets in (c) show fluo-
rescence time traces of the circled NQDs in (b). 
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Under these continuous excitation conditions, significantly 
suppressed blinking behavior was observed for 19-shell 
g-NQDs vs. control samples (Figure 3). Typical of classi-
cally blinking NQDs, >70% of the Qdot®655ITK™ NQDs 
have on-time fractions (fraction of total observation time 
that a single-NQD is “on”) of <0.2. In contrast, >20% of 
the g-NQDs are non-blinking—have an on-time fraction of 
>0.99—and >40% of these NQDs have an on-time fraction 
of >0.8 over the 54 minutes of observation time. More 
recently, we have improved blinking statistics further, 
where 40% of the g-NQDs never turn off during the obser-
vation time of 54 min. In addition, we have investigated 
shell thickness dependence on g-NQD blinking behavior 
and have found that significantly suppressed blinking is 
observed at as few as 9 monolayers of CdS shell, allowing 
for smaller overall g-NQD sizes and simplified preparations.  

Blinking behavior can be different depending upon the tim-
escale used to make the observations. Our first measure-
ments were all conducted using an effective observation 
time of  ~200 ms. While at this scale we saw significant 
blinking suppression (see above), the question remained 
whether blinking was continuing but simply at shorter 
timescales. Such “fast” blinking would not be detected 
using our original measurement approach but would affect 
some potential applications in biology and optoelectronics 
if it existed. For this reason, we have also studied blinking 
at the fast timescales of 10 and 1 ms. Again, we saw 
conclusive evidence for non-blinking g-NQDs over our long 
observation time of 54 min (Figure 4). 

Figure 4. Unprecedented suppression of blinking at all timescales: 
(top) 100 ms, (middle) 10 ms, and (bottom) 1 ms. Here, no ‘off-
period’ was observed for CdSe/19CdS g-NQDs at any timescale 
over the 54 minute observation period. 

In addition to enhanced robustness and suppressed 
blinking, one of our original aims was to reduce the 
efficiency of the “dark” Auger processes. Recent intriguing 
evidence suggests that Auger recombination is effectively 
inactive in at least some fraction of the g-NQDs. Namely, in 
low-temperature photoluminescence spectra of traditional 
NQDs, only the emission from the lowest exciton state 
and its phonon replica are observed (Figure 5). This is due 
to the strong quenching of bi-exciton and higher order 
multi-exciton emission by very fast (efficient) Auger recom-
bination as excitation pump intensities are increased. In 
stark contrast, in the case of some g-NQDs, biexciton and 
higher-order multiexciton emission is observed (Figure 
5). This is the first evidence of multiexiton emission in 
standard, non-time-resolved photoluminescence spectros-
copy dominating over single-exciton emission. This result 
indicates that Auger is suppressed to the point that the 
Auger recombination rate is comparable to the radiative 
recombination of multi-excitons.

Figure 5. Unprecedented multiexiton emission dominating 
single-exciton emission in non-time-resolved photoluminescence 
spectroscopy. Emission peaks from bi-exciton (‘2x’), tri-exciton 
(‘3x’), and higher order multi-exciton complexes emerge as pump 
intensities are increased.

Finally, we have also investigated new g-NQD-enabled 
physics at the ensemble level. Here, we observed ampli-
fied spontaneous emission (ASE) at pump fluences 1-2 
orders of magnitude lower than those required for tradi-
tional NQDs. This result, coupled with unusually long gain 
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lifetimes for g-NQDs, implies that g-NQDs could exhibit 
ASE when pumped with continuous-wave lasers rather 
than exclusively with pulsed lasers. Together, these results 
suggest that g-NQDs will enable new, low-energy lasers 
coupled with all the benefits of traditional NQDs, such as 
color-tunability and facile chemical processing. 

Conclusions and future work

As a result of this LDRD ER project, we have developed a 
new class of NQD that possesses unique chemistry and 
physics for enabling multiple key technologies from funda-
mental biology to biosensing to efficient lighting. Three ad-
ditional manuscripts are currently in progress [i.e., 1) shell-
thickness dependence/expanded spectral window study, 2) 
fast-blinking/Auger study, and 3) ASE/lasing study]. 

In follow-on projects, we will attempt to understand why 
some g-NQDs are non-blinking, while others still blink, as 
well as why some exhibit multiexciton emission and others 
do not. Subtle structure-function relationships likely lie at 
the heart of the answer to this problem. High-resolution 
transmission electron microscopy analyses conducted as 
part of this study have already shown that the g-NQDs are 
not uniform [2], but correlating these non-uniformities back 
to function will require further effort. To this end, we will 
develop a more precise understanding of the sub-structure 
of the g-NQD and will correlate these structural features 
with optical properties at the single-NQD level. This knowl-
edge will serve as valuable feedback to enable improved 
synthetic methods for optimizing g-NQD behavior and gen-
eralizing the g-NQD approach to new compositions and new 
spectral windows for enhanced application potential.  Fur-
thermore, through existing (NIH) and potential new funding 
(e.g., SISGR DOE) sources, we will emphasize the develop-
ment of g-NQD science for mission-relevant applications 
(e.g., supporting medical diagnostics and solid-state light-
ing, respectively).  Finally, through a CINT project, we are 
demonstrating utility for single-particle tracking within cells 
using streptavidin-conjugated g-NQDs (collaborator: Profes-
sor Lidke, UNM). 
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Abstract

Acoustic and elastic stress (seismic) waves cause 
significant changes in the behavior of solid, liquid and 
gas transport in porous media. Examples of useful appli-
cations include removal of micro-contaminants (e.g., 
bio-threat agents) from surfaces, micro-fluidic particle 
manipulation, improved efficiency of colloid deposition 
and assembly on surfaces, increased domestic oil and 
gas production, and enhanced contaminant extraction 
from groundwater aquifers. If this phenomenon can 
be harnessed reliably, it will have profound impacts on 
LANL, DOE and DoD energy, national security and envi-
ronmental stewardship missions, including Bio-Threat 
Reduction, Energy Security and Environmental Manage-
ment programs. This project focused on exploratory 
experimental investigations on the coupling of acoustic 
and elastic waves to immiscible 2-phase porous 
flow and to the interactions of micron-size particles 
(colloids) with liquid, gas and solid interfaces in unsatu-
rated, non-aqueous or hydrophobic porous systems. 
The major research goal was to identify acoustically 
induced colloid interactions and enhanced fluid flow as 
a major, multi-scale mechanism for altering colloid and 
fluid transport in porous media. To achieve this goal, 
two major scale-dependent categories of experiments 
were performed. Micro-scale experiments focused 
on probing the physical parameters and processes 
controlling acoustic coupling to colloidal mobility, wet-
tability alteration and multiphase fluid displacement. 
Core-scale experiments focused on characterizing the 
resulting bulk mass transport properties of stimulated 
colloids in a natural porous medium.

Background and Research Objectives

Natural and artificial acoustic and elastic stress per-
turbations are known to cause significant changes in 
multiphase fluid flow behavior in porous media [1, 
2]. Acoustic excitation can also cause sub-pore size 
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particles (colloids) to become mobilized and expelled 
from fluid filled pores [3, 4]. If these phenomena can be 
harnessed, it should be possible to use stress waves to 
control the movement of fluids and colloids in ben-
eficial ways. The coupled stress/flow phenomenon is 
controlled by a suite of diverse physical mechanisms 
that can operate over scale lengths ranging from 
the molecular to the global. Numerous mechanisms 
have been identified but their relative importance 
is unknown. Two poorly understood mechanisms in 
particular warrant exploratory research. These are 1) 
stress-induced colloid mobilization and 2) acoustic 
alteration of wettability. The dynamics (movement and 
interaction) of colloids can strongly affect bulk fluid 
flow in porous media, primarily by altering either the 
average pore or pore-throat cross-sectional diameter. 
Similarly, the preference (wettability) of a porous matrix 
to attract one immiscible fluid phase over another (e.g. 
oil vs. water) strongly affects the mobility of the two 
phases. Currently there are not enough experimental 
data to answer three major questions about these two 
important mechanisms: What is the nature of coupling 
between stress oscillations and colloidal forces (e.g., van 
der Waals, electric double layer, structural, and steric 
forces), pore fluid displacement, and interactions with 
surrounding solid interfaces? What is the magnitude of 
colloid behavior perturbations and wettability altera-
tion required to cause observable changes in porous 
mass transport behavior? What is the contribution of 
the coupled stress/colloid mechanism to the enhanced 
flow phenomenon, relative to the altered wettabil-
ity mechanism? This project sought to find clues for 
answering these questions by performing exploratory 
laboratory experiments on porous systems comprised of 
mixed hydrophilic/hydrophobic components using both 
aqueous and non-polar liquids. Three main hypotheses 
were tested: 1) Pressure and/or stress oscillations 
couple with the physicochemical forces that control 
colloid interactions with surrounding interfaces (e.g., 
solid-liquid and gas-liquid interfaces) to induce attach-
ment and detachment events that are influenced by 
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adjustable physicochemical parameters. 2) These oscilla-
tions also interact directly with the pore matrix and fluids 
to induce enhanced 2-phase fluid (e.g., oil and water) flow. 
3) Part of the coupling between acoustics, colloids and 
immiscible fluid displacement is due to induced wettability 
changes.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

If the phenomenon of acoustically-coupled colloid/gas/
fluid interactions can be understood and harnessed 
reliably, it will lead to advances in the ability to control 
porous mass transport in the Earth. Thus, this research 
impacts LANL and DOE needs in Energy Security, Bio-Threat 
Reduction, Environmental Management and fundamental 
Office of Science research. 

Scientific Approach and Accomplishments

Two unique experimental laboratory facilities developed 
at LANL were used in this project. The first is a specialized 
“Dynamic Core Flow Stimulation System” (DCFSS), which is 
used to investigate the effects of low-frequency mechani-
cal stress oscillations on fluid, gas and colloid transport 
behavior in porous core samples (see Figure 1). The second 
is the “Automated Video Microscopic Imaging and Data 
Acquisition System” (AVMIDAS), which is used for real-
time microscopic visualization of colloid behavior in glass 
flow cells (see Figure 2). The DCFSS has been used in the 
past to observe bulk mass transport properties for single-
phase and 2-phase fluid-only transport through various 
porous rocks during stress stimulation. It has also been 
used for studying the transport of aqueous hydrophilic 
colloid suspensions through hydrophilic porous media. 
For this project modifications were made to allow gas 
to be injected and hydrophobic materials to be studied. 
Numerous improvements were made to the AVMIDAS 
facility. Capabilities such as high-resolution imaging, 
reflected and transmitted light, and fluorescence and DIC 
microscopy were added to the system.  These enhanced 
capabilities enable better visualization and simultaneous 
quantification of the behavior of a wider range of colloid 
types, sizes, and surface characteristics.  A new inter-
changeable flow cell was also designed and manufactured.  
The cell allows the utilization of any flat surface in the 
experiments, regardless of its opaqueness or roughness.  
New image processing and data extraction routines were 
also developed that improved the quality of the data and 
provided insightful information on the observed particle 
behaviors. In addition to the DCFSS and AVMIDAS systems, 
a new apparatus was procured for this project to measure 

wettability changes induced by acoustic excitation. The 
VCA Optima XE Surface Analysis System (SAS), manufac-
tured by AST Products Inc., is an automated analytical 
instrument to perform contact angle and surface tension 
measurements of liquids and to calculate the surfaces 
energies of various surfaces. The instrument is equipped 
with a motorized syringe for precise dispensing of liquids 
and a CCD camera that captures live images and video, 
which are analyzed using included software. The instru-
ment is being used to study surface wettabilities of differ-
ent coated surfaces and the effect of acoustics on contact 
angle. Recently, the instrument has been upgraded to 
incorporate a heated environmental chamber and a tilting 
base assembly used for making dynamic (advancing and 
receding) contact angle measurements.
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Figure 1. Schematic diagram of DCFSS apparatus used for low-
frequency dynamic stress, porous transport stimulation experi-
ments.

Automatic Video Microscopic Imaging and Data Acquisition System (AVMIDAS)
for Studying Colloid Behavior at the Sub-Pore Scale

Figure 2. Schematic of AVMIDAS apparatus used for visualizing 
and quantifying microscopic colloid behavior and immiscible fluid 
displacement.

A series of experiments were performed in each of the 
two facilities above to investigate the acoustically induced 
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colloid mobilization and altered wettability mechanisms. 
The following summarizes three key experimental observa-
tions selected from the suite of results obtained.

An experiment was performed in the DCFSS to study the 
influence of fluid ionic strength and gas (air) injection on 
the ability of low-frequency mechanical stress to liberate 
solid colloids trapped in the porous matrix of a Fontaineb-
leau sandstone core. Initial flushing of the core with 0.1 
M NaCl solution was performed to remove or stabilize any 
pre-existing in-situ particles. Polystyrene microspheres, 1 
micron in diameter, were then suspended in 0.1 M NaCl 
solution and injected into the core at a flow rate of 0.1 mL/
minute. Effluent samples exiting the core were collected 
continuously and analyzed for produced microsphere 
concentration during the entire experiment. The results 
are shown in Figure 3. 

Flow 0.1M
NaCl

Inject 1-Micron
Microspheres

Inject
Air

Resume
NaCl

Stimulate (various freqs., amps.)

Flow DI
Water

Fontainebleau Colloid Injection Experiment
Using 1-µm Microspheres in 0.1M NaCl

Figure 3. Effluent microsphere concentration vs. time during 
flow of either fluid or air for Fontainebleau microsphere injection 
experiment. Experimental events, including microsphere and air 
injection, NaCl and DI water flow, and episodes of dynamic stress 
stimulation, are indicated by labeled red lines.

A small concentration peak followed by a tail-off was 
observed after the microspheres were injected. After the 
background concentration stabilized, air was injected 
into the core for approximately 12 hours and then flow 
of pure 0.1 M NaCl solution was resumed to flush any 
microspheres released by the air. The large peak immedi-
ately after NaCl flow was resumed shows that air injection 
was highly effective at releasing trapped microspheres. 
Dynamic stress stimulation was then applied to the core at 
frequencies below 50 Hz, but had little effect on the decay 
rate of the effluent microsphere concentration. However, 

a large peak was observed when stress stimulation was 
applied after the background concentration had once again 
leveled off. Next, flow of deionized water was initiated. The 
lower ionic strength should release more microspheres, 
but this was not observed. However, when additional 
stress stimulation was applied, significant new concen-
tration peaks were observed at certain frequencies and 
amplitudes. The results demonstrate that air injection has 
a profound effect on colloid release, but dynamic stress 
induced release is strongly inhibited at high ionic strength.

Using the SAS with an acoustic transducer attached to 
the wetting surface, direct measurements were made 
of the acoustically induced change in contact angle of a 
water droplet on a glass surface (see Figure 4). Shown 
are captured images of the droplet profile excited at 
different ultrasonic frequencies and the resulting contact 
angle made with the glass surface. As a result of droplet 
resonance, the contact angle is significantly reduced at 
specific acoustic frequencies. This implies that acoustics 
can dynamically change the wettability of a surface to 
specific liquids. In this case the wettability of water to 
glass increased. This mechanism has potential for explain-
ing laboratory and field observations that indicate stress 
stimulation may temporarily alter a formation’s wettability, 
allowing for enhanced immiscible displacement.

Figure 4. Contact angle measurements of a water droplet on a 
glass surface excited at different acoustic frequencies. Droplet 
resonance at 910 kHz (B), 950 kHz (C) and 972 kHz (D) reduce the 
contact angle and effectively increase the wettability.

AVMIDAS was used in experiments to visualize immiscible 
displacement of a non-polar liquid by water in an artificial 
porous media consisting of closely packed 1-mm diameter 
borosilicate beads. This process is analogous to so-called 
“water flood” field operations for enhanced recovery of 
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depleted oil reservoirs. A single layer of beads was sand-
wiched between two glass plates and the edges were 
sealed with epoxy. Inlet/outlet fluid ports were installed 
at the left and right edges of the resulting cell. The beads 
were then saturated with decane. Figure 5 (top) shows a 
bright-field microscopic image of the decane-saturated 
bead pack. The field of view is approximately 1 cm X 0.4 
cm. A mixture of water and fluorocene was then injected 
at a constant flow rate of 1mL/hour into the left side of the 
cell to displace the decane. A snapshot dark-field image of 
the displacement at roughly 50% water saturation is shown 
in Figure 5 (center). 

Decane-Saturated
Bead Pack

Water Flood:
With Stimulation

Water Flood:
No Stimulation

Figure 5. Microscopic images of immiscible displacement (water 
flood) experiments in a borosilicate bead pack. Top: bead pack 
initially saturated with decane. Middle: Displacement of decane 
by water injection in the absence of fluid pressure stimulation at 
50% water saturation. Bottom: Displacement of decane by water 
injection with fluid pressure oscillations at 50% water saturation.

Black regions correspond to decane-saturated beads 
and light gray regions show where the water/fluorocene 
mixture has invaded. Notice the large connected regions 
where the decane has been left behind by the water 
injection. This is typical of behavior exhibited by oil reser-
voirs, where 30-50% of the in-place oil is usually bypassed 
by water flood operations. After cleaning the bead pack 
thoroughly and re-saturating with decane, the same 

experiment was repeated at a higher flow rate of 6 mL/
hour with similar results. Large patches of unswept decane 
were again left behind, indicating that trapping cannot be 
overcome by increasing constant-rate fluid velocity alone. 
Next, the experiment was repeated again, but this time 
fluid pressure oscillations were imposed during water 
injection. The resulting displacement at 50% water satura-
tion is shown in Figure 5 (bottom). The majority of the 
previously bypassed decane was displaced. A likely expla-
nation is that a threshold of shearing force on the decane 
must be overcome before it can be detached from the host 
beads. Under constant-rate flow this threshold cannot be 
overcome. Fluid pulsations produce higher instantaneous 
pressure transients that are capable of delivering the 
additional shear force required to detach the decane in the 
previously unswept regions.

The experiments performed by this project have provided 
unique fundamental data about the importance of several 
different mechanisms for coupling dynamic stress to 
colloid mobility and multiphase porous fluid transport. 
We have demonstrated that the presence of gas enhances 
colloid detachment in porous systems containing high ionic 
strength fluids. Because dynamic stress mobilization of 
colloids is inhibited at high ionic strength, the presence of 
gas in the system is a likely means for increasing the effec-
tiveness of seismic stimulation in high salinity reservoirs. In 
multiphase immiscible fluid systems, we now have direct 
evidence that low-frequency pressure oscillations enhance 
the release of non-polar liquids from a porous matrix when 
water is attempting to displace it. We have also seen that 
acoustics can dynamically alter a formation’s wettability. 
The information gained by this project will be useful for 
improving the effectiveness of seismic stimulation applica-
tions over a wide range of physicochemical conditions that 
are typically encountered in field situations.
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Abstract

The ER project goal was to address nonlinear interac-
tions among processes that regulate and/or perturb the 
earth’s climate system.  Interactions included dynami-
cal, physical, biogeochemical, and anthropogenic 
forcings; and specific tasks addressed coupled climate 
modeling, carbon cycle science, geophysics of carbon 
sequestration, aerosol and cloud influences on radiative 
balance, eco-hydrology, and paleoclimatology.  

Background and Research Objectives

The project was built on broad objectives to advance 
climate predictability using hindcasted data sets 
(paleoclimatology) and improve our understanding and 
parameterizations of processes that improve our ability 
to advance future climate predictions.  

Importance to LANL’s Science and 
Technology Base and National R&D Needs

DOE leads the nation in providing affordable and clean 
energy to all US economic and national security sectors.  
This project underpins this DOE core mission, by provid-
ing the science needed to assess climate impacts on 
energy security, and making the best possible climate 
predictions that will affect future energy and national 
security.  It also helps define the needs and designs for 
next generation infrastructures as well as the appropri-
ate technology needed to sequester carbon dioxide on 
a large scale.

Scientific Approach and Accomplishments

Paleoclimate change with advanced isotope sampling

The objective of this task was to advance hindcast 
simulations of earth’s climate with the use of newly 
developed isotopic measurements collected in the 
Valles Caldera, with a focus on very high temporal reso-

Complex Dynamical Climate Systems Analysis
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lution precipitation variability and ecological feedbacks.  
Using an 80 m core, measurements of organic content, 
Pb abundance (indicators of dry/wet conditions), C/N 
ratios (e.g., 13C and 15N), and the D/H ratio of n-alkanoic 
acids (and leaf wax) on lacustrine sediments from the 
Valles Caldera, New Mexico, formed the basis of this 
work.  The climatic record obtained from the Caldera 
bog site, initially spanning the last 13,000 calendar 
years before present (YBP) revealed pronounced 
changes in environmental conditions that were in 
agreement with the pollen record (Anderson et al., 
2008).  Periods of wetter climate were observed during 
the period 13,000-9,000 YBP and over the last 6,000 
YBP while a pronounced dry period was observed ca. 
9,000-6,000 cal YBP; these basic patterns corroborated 
other records of drier climate in the Southwest during 
this period. During wetter periods, enhanced aquatic 
and terrestrial productivity was evident by increasing 
C/N ratios, and 15N signatures indicative of aquatic and 
terrestrial organic matter sources. Similarly, before ca. 
10,000 YBP, 13C signatures suggested enhanced aquatic 
productivity though the relatively lower signatures 
observed yet could also indicate the presence of C4 
plants surrounding the bog. During the dry period, 
significantly low C/N ratios suggested intense decom-
position in agreement with the observed higher 15N 
signatures. The return to wetter conditions and the 
establishment of the modern mixed conifer after 6,000 
YBP was evident by increasing C/N ratios and 15N and 
13C signatures in the range of values observed in ter-
restrial and aquatic plants. 

We also performed compound-specific analyses on 
lacustrine sediments spanning ~350 ky to 552 ky before 
present, i.e., extending over numerous glacial cycles.  
A new technique for paleotemperature was applied 
particularly to this section of the core, i.e., the “MBT” 
molecular proxy.  The results indicated the occurrence 
of mega-droughts during interglacial periods that may 
be excellent analogs to drought conditions predicted for 
the southwestern United States, as a result of human-
induced climate change.  Furthermore, the observed 
systematic hydrogen isotopic changes throughout the 
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deep core correspond to variations of summer precipita-
tion.  As a consequence of our study, it is now suspected 
that there have been systematic variations of the dynami-
cal interactions between  southwest monsoonal circula-
tions, El Nino oscillations, and midlatitude jets. 

Interactions between ecological processes and regional 
climate change  

This task’s objective was to test mechanisms at the leaf, 
soil and ecosystem level by which climate and physiology 
regulate the carbon and oxygen isotope composition of 
CO2 exchanged between the biosphere and the atmo-
sphere.  This objective was tested using high frequency 
Tunable Diode Laser Spectroscopy measurements of the 
isotopic composition of CO2 exchange from these tissues, 
ancillary measurements of physiology, climate, and tissue 
isotopic composition (via mass spectrometry), and via 
model analyses using high resolution ecosystem-isotope 
process models.   Numerous control processes operating 
in plant canopies were documented, with particular effort 
to parameterize the internal conductance in semi-arid 
species, mesosphyll conductance, stomatal conductance, 
and transpiration rates for various gases.   
 
Mixed phase clouds and climate change   

Mixed phase clouds pose a major problem in understand-
ing climate and climate change of polar regions.  This task 
was designed to develop a satellite based method for 
retrieval of mixed phase clouds and to improve our ability 
to model their development and lifetime.  There were four 
key accomplishments of this task   First, the daytime and 
nighttime cloud phase detection (water cloud, ice cloud, 
or a mixed phase cloud) was developed using the near 
infrared and thermal infrared spectral bands. The verifica-
tion was performed by application of the developed algo-
rithm to the NASA MODIS (Moderate Resolution Imaging 
Spectro-radiometer) images of hurricane Katrina and 
images of storm clouds over the Indian Ocean.  Second, 
we studied the effect of aerosols on regional climate, with 
a study of aerosol advection on microphysical properties 
of water and ice clouds over the Indian subcontinent and 
adjacent ocean. In contrast to our expectations, we found 
that air pollution aerosols over the seas adjacent to India 
lead to larger, rather than smaller, ice crystals. We built 
a simple model that overcame this surprise, by examin-
ing the heterogeneous ice nucleation on black carbon or 
mineral dust. Third, in a study of the Arctic clouds, a cloud 
microphysics parameterization was developed and tested 
against Arctic data collected during 1997 and 1998.  We 
determined that the ice nucleation number concentration 
is the controlling factor of the overestimation of monthly 

mean ice water path originally produced by previous 
model. Fourth, a newly developed cloud phase algorithm 
was modified and applied to detect melt areas of the 
Greenland ice sheet. Using the algorithm, we found that 
the ice sheet melt area increased drastically during the 
late 1990s and early 2000s; however, the melting was even 
more extensive during 1930s and 1940s.

Atmospheric surface and boundary layer storm dynamics

Surface and boundary layer theory is unable to address 
highly heterogeneous and accelerating flows.  We devel-
oped a generalized surface layer theory, for inhomoge-
neous conditions, that can be applied to bulk param-
eterizations of momentum, heat, and mass exchange.  
In addition, we advanced modeling of fire propagation 
using nonlinear feedbacks, and advanced the physics of 
hurricane storms, with particular attention to the air-sea 
interaction physics and cloud microphysics.  

Ocean modeling and climate simulation

The first task focused on the development and application 
of an upper ocean model, for use in global climate simula-
tions.  During the first two years of this project, the model 
was developed and successfully implemented as a second 
level version of the Parallel Ocean Program model; sea ice 
and land surface components were subsequently added, 
and it was run in a coupled mode with an atmospheric 
model.  Key results of this task were:  (a) the new model 
framework is able to produce a stable climate within a few 
decades, with many aspects of climate comparable to that 
obtained using a full-depth ocean model after a long spin 
up time. Moreover, there is no long-term drift in the UOM 
solutions (Zhao et al. 2008a) as was more commonplace 
among previous versions of upper ocean models used else-
where.  Model simulations demonstrated that a doubling 
of atmospheric carbon dioxide indicate the distinctive roles 
of the abyssal ocean in participating interannual variability 
and global warming response. Specifically, the deep ocean 
is now confirmed to have only a minor effect on the upper 
ocean short-term climate variabilities. However, it plays a 
more substantial role, particularly in the Southern Ocean 
and North Atlantic, when radiative forcing ultimately 
changes the deep ocean state (Zhao et al. 2008a).   During 
the third year of this ER, preliminary results (Zhao et 
al. 2008b) show that changing diapycnal diffusivities in 
the tropics may have a global influence by atmospheric 
teleconnections, and this suggests that a range of climate 
sensitivities may come from uncertainties in ocean model 
parameters.  In addition, the advanced upper ocean 
modeling was used during year 3 to demonstrate that the 
Agulhas Retroflection, can act as a stabilizing process for 
the Meridional Overturning Circulation in the Atlantic. 
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Introduction 

The ER project goal was to address fundamental scien-
tific questions in seismology, hydrology, dynamic Earth 
processes, and structural geology (how rocks deform 
and why) using observational, experimental, numeri-
cal, and theoretical techniques. The objectives were to 
enhance our basic understanding of fundamental pro-
cesses that control natural hazards, natural resources 
(including water and energy), and the environment and 
to develop new instrumental and modeling capabilities 
and expertise. 

Tie to DOE Missions 

This project supports the DOE and LANL missions of 
solving national problems in energy, environment, 
infrastructure and health security. It also supports the 
DOE priorities of ensuring the integrity and safety of 
the country’s nuclear weapons and ensuring that safety 
legacies of the cold war do not impede future national 
security missions. 

Hydrothermal Activity in Water Moons and the Parent 
Bodies of Meteorites 

Carbonaceous chondrites are meteorites that contain 
high levels of water and organic compounds, indicating 
they have not undergone significant heating since they 
were formed. They are therefore thought to represent 
the solar nebula from which our solar system con-
densed. In order to unlock information about condi-
tions in the early solar system, the goal of this task was 
to develop a computer code incorporating chemical 
reactions and chemical transport to numerically model 
the early evolution of planetary bodies. 

We successfully simulated hydrothermal circulation in 
carbonaceous chondrite parent bodies of different radii, 
chemical isotope 26Al concentrations, and permeability.  
Additionally, we implemented water-rock chemical 
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interactions by coupling two computer codes (dubbed 
MAGHNUM and PHREEQC).  MAGHNUM simulates 
freezing, thawing, and transport of water and solutes.  
PHREEQC is used to simulate the geochemical reactions. 
The coupled computer code tracks changes in perme-
ability, porosity, and the distribution of different minerals 
with time and determines the role that flow patterns and 
flow rates have in controlling water-rock interactions. An 
exciting outcome of this project is that some early plan-
etary bodies appear to have been quite heterogeneous in 
their chemical and mineralogical composition, raising the 
possibility that these bodies may have been the source of 
many different kinds of meteorites previously thought to 
have been derived from distinct sources.

In addition, we used the code to investigate hydrother-
mal circulation and water-rock reactions in the interior 
of Europa, a moon of Jupiter, and Enceladus, a moon of 
Saturn. The results of the numerical simulations for the 
thermal evolution of Enceladus support the idea that it 
is a differentiated planetary body with a large rock-metal 
core (like Earth) surrounded by a liquid-ice water shell. 
Differentiation of Enceladus into layers and the existence 
of liquid water have important implications for explaining 
its ongoing internal activity. A layer of liquid water could 
provide a source for the water-vapor plume detected 
by the Cassini robotic spacecraft mission at Enceladus’ 
south polar region. Our thermal evolution model further 
suggests that the interior of Enceladus has been altered 
through hydrothermal activity and water-rock reactions. 
These results represent important advances in under-
standing the distribution of water on other planets and 
their moons, as water is a crucial ingredient for life.

Coupled Process Modeling of Subsurface Formation of 
Karst 

This task tackles numerical modeling of complex hydro-
logic-geologic systems in order to illuminate natural 
processes of dissolution and precipitation of importance 
to energy development and carbon sequestration. 
“Gradient reaction” systems are those where flow rates 
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are slow enough that flowing aqueous solutions are locally 
saturated with respect to mineral phases. Dissolution 
or precipitation in such systems can be sustained where 
there is a gradient of mineral solubility along flow paths. 
The solubility gradient typically results from a salinity or 
thermal gradient. In this task, we investigate thermal gradi-
ents and their influence on solubility in forming subsurface 
karst, which are areas of erosional features in limestone. 
This is the first time that gradient reactions in heteroge-
neous media or fractures of variable width (or aperture) 
have been considered.  

Because the rate of alteration due to aqueous reactions 
is proportional to the local fluid flux in gradient reaction 
systems, preferential flow paths experience preferentially 
higher rates of dissolution (or precipitation), and thus 
enlarge at a faster rate (dissolution case) or seal at a faster 
rate (precipitation case). We considered the case where 
aperture variability is described as a random field and 
solved the problem of reactive alteration of heterogeneous 
media under gradient reaction conditions in a conduc-
tive heat transfer regime. Dissolution leads to elongated 
preferential flow channels aligned with the solubility and 
hydraulic gradient, whereas precipitation leads to elon-
gated precipitate bodies perpendicular to the solubility 
and hydraulic gradient.  

We defined an approach for initial implementation of 
coupled problems in a finite element heat and mass 
transfer model (FEHM). Since FEHM was developed for 
porous media rather than discrete fractures, re-definition 
of several variables was required to mimic a fracture – 
some of these re-definitions are generic to other potential 
applications of FEHM to discrete-fracture systems, and as 
such will enhance the capabilities of FEHM. The critical 
component of this work was the incorporation of buoyant 
convective flow in the fracture and its consequences on 
pattern formation.  

This research has provided significant new insights into the 
rich variety of behavior emerging from coupling between 
reactive alteration and non-isothermal flow (where tem-
perature does not remain constant, including the case of 
buoyant convection) in geologic flow systems. Our results 
apply in a number of gradient reaction systems: karst 
systems formed below the Earth’s surface by dissolution 
of calcite; sealing of fractures in hot-dry-rock geothermal 
systems as a result of cooling with precipitation of silica; 
and formation and emplacement of ocean-bed methane 
hydrates with precipitation.

Nonlinear Dynamics in Earthquake Strong Ground Motion 

The dynamic response of rocks and sediments to earth-
quakes, which is highly dependent on individual localities, 
strongly controls the amount of damage to structures. 
Sediments can amplify ground motion at a site if seismic 
waves are trapped between sediment layers near the 
Earth’s surface. However, simple linear scaling may not 
accurately predict strong ground motion from large 
earthquakes, the topic investigated in this task. At larger 
strains (larger earthquakes), laboratory studies show a 
reduced (nonlinear) amplification of ground motion. We 
conducted field and laboratory experiments using a large 
vibrator truck typically used in oil exploration to character-
ize changes in material stiffness with duration of shaking 
in granular materials and natural sediments. We compared 
these data to laboratory-scale results to understand non-
linear response to strong ground motion. Our goal was to 
test new techniques for measuring ground shaking towards 
clarifying nonlinear dynamics in Earth materials.

Measurements of nonlinear soil response under natural 
conditions are critical to understanding soil behavior 
during earthquakes. Sites overlying soil have a profound 
effect on ground motion during earthquakes due to their 
low wave speeds (seismic waves propagate slowly through 
soil), layered structure, and nonlinear material properties. 
In field experiments, we observed the in situ, nonlinear 
response of a natural soil formation using measurements 
obtained immediately adjacent to a large vibrator truck. 
The vibrating source generates a steady-state wavefield in 
the soil formation at a range of discrete source frequencies 
and amplitudes. Accelerometers within the source provide 
an estimate of the source output to the soil. Steady-state 
amplitude ratios are computed between the receivers and 
the source, and between adjacent receiver pairs within 
the array. We find that both sets of amplitude ratios show 
dramatic decreases in peak frequency as the source ampli-
tude is increased. These peak frequency shifts are qualita-
tively similar to the nonlinear soil response observed for 
laboratory samples under resonance conditions, in which 
rock samples are made to oscillate at their natural fre-
quency. Amplitude ratios between adjacent receiver pairs 
suggest the nonlinear soil response persists across the 
receiver array and is not limited to the source-soil contact 
region. The magnitudes of the observed peak shifts appear 
to depend on their frequency, a proxy for depth, which 
is consistent with the dependence of soil nonlinearity on 
confining pressure observed in laboratory experiments. 
Our determination of significant nonlinearity in these 
experiments is good news in that the amplifying effects of 
sediments subjected to strong ground motion are appar-
ently not as great as implied by weak-motion studies.
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In companion work, propagation of “Rayleigh waves” 
from the vibrator source was studied. Rayleigh waves 
are seismic waves that propagate along the surface of 
the Earth, resulting from interaction between the P- and 
S-waves that travel through the Earth’s inner layers; 
Rayleigh waves are responsible for almost all the destruc-
tion associated with earthquakes. In our experiments, we 
found that as the force load of the shaker increased, the 
Rayleigh wave phase velocity decreased by as much as 30% 
at the highest frequencies used (up to 30 Hz), in agree-
ment with what was observed in the resonance experi-
ments described above. The greatest change in velocity 
occurred nearest the surface, within the upper 4 m. Our 
results suggest that it may be possible to characterize 
nonlinear soil properties in situ using a non-invasive field 
technique, making seismic hazard evaluation and engineer-
ing design faster and less expensive.  

Evolution of Fault-Bounded Relay Zones during 
Continental Extension 

The primary objective of this task was to better character-
ize the evolution of fault relay zones in continental rifts by 
integrating three-dimensional fault geometries, kinematics 
(a description of the path the rocks took during defor-
mation) determined from paleomagnetic and structural 
techniques, and overall stress distributions from modeling 
using finite element techniques. Important objectives were 
to develop more accurate inputs for geologic framework 
models of rift margins that will allow hydrologists to better 
model fluid flow in the shallow crust and for geologists and 
seismologists to better define earthquake hazards. 
 
Relay zones transfer displacement between two overlap-
ping faults by tilting and rotating the fault-bounded blocks. 
With increasing displacement, adjoining faults eventually 
link together. The primary objective of this task was to 
determine the temporal and spatial distribution of the 
rotational component of deformation (i.e., rotations of 
crustal blocks about a vertical-axis) in the relay zones that 
form the diffuse boundary between two major extensional 
basins in the Rio Grande rift: the Albuquerque and San Luis 
basins. Vertical-axis rotations of the crust are best assessed 
by comparing the magnetization directions of rocks to the 
Earth’s magnetic field direction at the time when the rocks 
acquired their magnetic signature. In this area of the Rio 
Grande rift, ignimbrite sheets of the more than 2 million-
year-old Bandelier Tuff (erupted explosively from the Valles 
Caldera in the Jemez Mountains) were mapped in detail 
and correlated using new geochemical data. As ignimbrites 
cool after eruption, they acquire a stable magnetization 
that typically changes little with vertical-axis rotation. We 
obtained new paleomagnetic data from Bandelier Tuff 

exposures (401 specimens). Our data show no statistically 
significant vertical-axis block rotations in the Jemez Moun-
tains and therefore suggest that the termination of fault 
linkage and relay zone development between the Albu-
querque and San Luis basins took place before Bandelier 
Tuff volcanism or more than 2 million years ago.   
 
In addition, we used a commercial finite element analysis 
program called “MARC” to develop a nonlinear model of 
the interaction between a pair of extensional faults and 
its influence on the structural evolution of the relay zone. 
The model uses simple fault geometries and isotropic 
material properties, and models the faults as frictional 
sliding surfaces; known displacements for the Pajarito fault 
system, the local boundary of the Rio Grande rift, have 
been used to impose boundary conditions for the model. 
The modeling demonstrates that even under orthogonal 
extension and overall plane-strain deformation (two-
dimensional strain), the relay zone evolves in a complex 
manner.  
 
The model results suggest that displacement of material 
particles in a relay zone deviates from the regional trans-
port direction (i.e., transport resulting from plate tectonic 
interactions) and that the relay zone undergoes non-coax-
ial deformation, in which the principal strain directions are 
not parallel to the principal stress directions throughout 
the period of deformation. The model-derived minimum 
compressive stress directions within the relay zone are 
oblique to the regional extension direction throughout 
the deformation, as they would be in the simpler case of 
coaxial deformation. This suggests that oblique structures 
may develop to accommodate the regional extension in 
the same episode of deformation rather than forming in 
a distinct stage. Vertical-or oblique-axis rotation is not 
necessarily predicted by simple extension, yet is important 
in understanding earthquake risk, evolution of crustal 
basins and their filling sediments, and possible fluid-flow 
pathways.
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Abstract

The overarching goal of this Laboratory Directed 
Research and Development-Exploratory Research 
(LDRD-ER) program was to initiate efforts towards 
developing a novel approach to deliver therapeutics 
to bacteria.  Antibiotic drugs have long been relied 
upon as the primary treatment for bacterial infec-
tions.  However, these drugs are usually delivered 
to the whole body and while they do reach areas 
where the therapeutic effects are needed, they also 
exert their action on other tissues.  This results in 
several problems: inefficient systemic delivery that 
requires much higher doses, unwanted side-effects 
on uninfected areas and, frequently, the emergence 
of antibiotic resistance.  In addition, several strong 
antibiotic compounds cannot be used in a non-targeted 
approach. Hence, there is tremendous need to improve 
the activities of available antimicrobial agents and 
this is best done by precise targeting.  Targeting in this 
context refers to delivering the drug where it needed 
while ensuring that surrounding areas are not affected.  
Given the above, we chose to employ a Trojan Horse 
approach, which could potentially subvert natural 
bacterial mechanisms. 

Background and Research Objectives

Our primary approach was based on the iron acquisi-
tion process in bacteria.  All bacteria need iron for 
survival.  Given prior expertise and data within our 
group on the anthrax causing bacterium B. anthracis, 
we designed our strategy around this organism. Iron is 
a requisite mineral for the proliferation of B. anthra-
cis, as well as other bacteria; however, in spite of the 
abundance of iron in the environment, it is not readily 
available to bacteria.  Further, iron balance within 
a mammalian host is tightly regulated. A common 
strategy employed by bacteria to solubilize and seques-
ter iron is the biosynthesis and secretion of small 
sized, high-affinity iron binders termed siderophores. 
A considerable amount of research, by others, and us 
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has been performed on the mechanisms B. anthracis 
uses to obtain sufficient iron from the host to support 
its astoundingly rapid growth during infection. These 
studies identified a unique siderophore [1], since then 
shown to be produced by many other bacteria as well 
[2].   In the typical scenario, bacteria produce and 
release siderophores into the surrounding milieu and 
then re-ingest siderophores after they have captured 
iron from their environment.  The precise mechanism 
by which the complex enters the cell and releases iron 
is not completely understood, however several theories 
have been put forward.  In general, it is thought that 
proteins on the surface of the bacterial cell recognize 
iron-bound siderophore and help internalize them. Our 
premise was that attachment of an antibiotic to such 
a siderophore would enable the “targeted” delivery of 
these compounds to bacteria alone since siderophores 
are not taken up by the host cells.  The key challenge in 
such an approach is to devise appropriate attachment 
strategies and the bulk of our effort was spent on doing 
this and studying the interaction of these complexes 
with model membranes. In addition, knowledge of 
specific proteins on the surface of the bacterial cell 
that may be involved in such uptake would be highly 
beneficial, so that we could understand how the uptake 
process occurs and consequently influence the design 
of the attached molecules.  While the complexity of 
this whole approach far surpasses possible achieve-
ment in a short time, we believe this project has laid 
the necessary foundation for follow-up studies in order 
to achieve our long-term goals.  Results from our work 
thus far under the auspices of this LDRD project are 
discussed later in this document. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project will enhance the nation’s health security 
by significantly advancing research to support more 
effective clinical intervention.  Institutionally, develop-
ing new biomedical research and capabilities address-
ing threats posed by pathogens (existing / emerging 
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/ bioengineered) support LANL’s roles in the DOE Threat-
Reduction Mission.  This project has set the stage for 
further experimentation that could potentially lead to the 
development of a new capability, attracting new sponsors. 
There is growing interest in this topic from agencies such 
as the NIH and DOD because of its impact both on national 
security and public health, thus we expect future invest-
ment in this area of research from these agencies. Finally, 
the development of a candidate molecule may have the 
potential to generate substantial IP licensing

Scientific Approach and Accomplishments

The overall approach we used had three major 
components: 1) Studying interactions of siderophores with 
model membranes in order to investigate interactions 2) 
Attachment of a model siderophore to a model antibiotic 
and testing efficacy in inhibiting B. anthracis growth and 3) 
Examining bacterial cell surface proteins that may play a 
role in uptake of complexes. 

The interactions of siderophores with model membranes 
were studies using a synthetic lipid monolayer as a part 
model of the cell membrane.  These experiments were 
done at the LANL LANSCE Lujan Center.  A Langmuir-
Blodgett trough was prepared that essentially allows the 
measurement of perturbations of the surface area of the 
monolayer upon addition of components.  Results showed 
an increase in total area as seen in Figure 1, indicating that 
the siderophore was inserting into the membrane. 

Figure 1. Petrobactin (1 mg/mL) in solution in water was injected 
into a LB trough under a DDPE monolayer.  Increase in surface 
area of the monolayer is seen.

Additional experiments using authentic bacterial mem-
branes in a different format where we tried to replicate the 

whole bilayer were attempted but were not conclusive as 
protruding proteins prevented the formation of a uniform 
bilayer on the quartz crystals we were using. This is an area 
we wish to investigate more closely in the future in follow-
up projects.  In this regard, the availability of beam time 
has been most helpful.

The attachment of siderophore to ampicillin was done 
using desferrioxamine, a commercially available sidero-
phore to investigate the possibility of generating suitable 
conjugated molecules. The conjugation strategy employed 
a standard and commercially available method, hence facil-
itates reproduction.  Thus desferrioxamine was coupled 
to the conventional antibiotic ampicillin.  The formation 
of the conjugate was tested by analyzing the product by 
mass spectrometry in our laboratory.  The results indicated 
that the product forms but that there were also other 
reaction components present.  Several efforts to separate 
these components were made, however we were unable 
to obtain completely pure fractions.  Nevertheless, we 
proceeded with testing the attached molecules.  Testing of 
these conjugates with cultures of B. anthracis were disap-
pointing in that, we did not see a huge increase in bacte-
rial death with the conjugate over that of free antibiotic 
alone.  This is partly because in this case ampicillin alone 
also worked very well since at higher concentrations of 
both antibiotic and conjugate, complete inhibition was 
observed. Nevertheless as seen in Figure 2, there was a 
promising finding that at a 0.312 microgram antibiotic 
equivalent, the inhibition of bacterial growth mirrored that 
of antibiotic alone.  

Figure 2. B. anthracis was grown in CA incomplete media.  
Absorbance at 600 nM indicating kive cells was measured for 
control (media alone), DFB (siderophore alone) and varying con-
centrations of ampicillin and estimated concentrations of DFB-
Ampicillin conjugate.  Both treatments appear to inhibit bacterial 
growth effectively.
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This result has been viewed in the context that we still do 
not have a means to accurately quantify total conjugate 
amount.  Thus the amount stated here is a close estimate 
and allays any fear we originally had that the conjuga-
tion process may affect the efficacy of antibiotic.  These 
results set the stage for future studies using a variety of 
siderophore and antibiotic combinations to determine the 
possibility of generating a compound that could be univer-
sally applied. 

The results of proteomic examination to understand cell 
surface proteins have identified several proteins that are 
produced by the bacteria in low iron growth conditions.  
Our assumption is that these proteins play an important 
role in the bacterial response to these conditions.  Our goal 
in future studies will be to examine these results from a 
structural perspective in order to understand whether they 
may play a role in uptake of the complexes we generate.  
In addition, we will propose the design of targeted 
approaches to tease out only transport related proteins.

In conclusion, significant effort was made in this project to 
lay the framework for long-term antibiotic development.  
The progress made here provides much needed prelimi-
nary data that we need to design appropriate larger and 
longer term investigations, which we will propose to other 
agencies.
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Abstract

This high-risk, 1.7 year (5/2006 - 2/2008) project aimed 
to reproduce and improve a facile technology for detec-
tion of spontaneous mutations in cell cultures. Such a 
technology would be transformative for the biotechnol-
ogy sector.  Applications include genetic screening in 
public health, engineering organisms for energy produc-
tion, and microbial forensics.  For biothreat reduction, 
the technology would fill a significant gap by enabling 
“barcoding” of biological cultures such that every batch 
could be uniquely identified.

Our central approach focused on establishing a pub-
lished in vitro assay using the MutS protein for mutation 
detection. The MutS protein is a natural detector of DNA 
mutations in cells. The central challenge of this project 
was to reproduce performance described in a remark-
able 2004 research report from China.  The first year 
of the project was devoted to establishing the assay 
system.  We abandoned plans to improve the system 
during the second year, as the Chinese results were not 
reproducible, nor ultimately credible.

We redirected our focus to a) improve quantification of 
MutS-DNA binding in order to assess the general feasibil-
ity of mutation detection and b) evaluating other possible 
mutation detection strategies.  We concluded that a 
MutS-based technology for general detection of muta-
tions is not feasible; this conclusion is bolstered by recent 
discussions with 2 companies that separately attempted 
to develop similar MutS-based technology.  We usefully 
narrowed the scope of possibilities for general mutation 
detection and are attempting to pursue two other detec-
tion strategies through other agencies.

Background and Research Objectives

Detecting mutations is a cornerstone of modern biology 
and bioforensics.  As a population of cells grows, muta-
tions arise naturally or through artificial induction.  The 
most important question in countless medical, biotech-
nology, and forensics applications is where do the muta-
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tions occur?  Identifying mutations that perturb biological 
systems illuminates how the systems function.  More 
generally, mutations provide genetic signatures useful for 
bioforensics.

To discover where mutations occur, the most effective 
technology is DNA sequencing.  Unfortunately, sequencing 
remains expensive and can only detect the numerically 
dominant genotype. For many applications, the mutations 
of greatest interest are “rare”.  Developing technology for 
general detection of “rare” mutations has been a biotech-
nology goal for over a decade [1].  However, the challenge 
of fishing mutated DNA from a large sea of normal DNA 
continues to be a technology gap.  

Detecting rare, spontaneous mutations in bacterial or viral 
cultures for forensics is particularly challenging. Consider 
a typical 1 milliliter bacterial culture grown overnight 
to a density of 107 cells/ml.  With a standard mutation 
rate, more than 105 mutants are expected to exist, but 
the parental strain (the dominant genotype) outnumbers 
mutants by at least 1000:1 (Figure 1).  This high ratio of 
normal DNA to mutant DNA increases the difficulty of 
detecting the mutations.

Figure 1. Idealized ranked abundance distribution of mutants 
expected in a 24 hour bacterial culture.  The parental strain is 
ranked 1, and all mutants arising by point mutation are ranked 2 
to 10^5.  Summing the abundance of every strain in the sample 
provides the total number of cells/ml. The point mutation fre-
quency is assumed to be about 10^-9 bp/generation. The most 
abundant mutations in a sample provide a unique fingerprint, or 
barcode, of a culture.  Culture barcodes can be used for sample 
matching and, in the nonproliferation arena, tracking “sublots” 
of material that is distributed between labs from a larger 
batches of parent material.
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If rare mutations in a culture could be detected, they 
would provide a genetic barcode of the culture. The 
relative abundance of mutants in a culture reflects the 
order in which mutations arise.  Because mutation is a sto-
chastic process, the order in which mutations arise differs 
every time a population of cells is grown. Therefore, a 
unique barcode is created in every batch of cells. Further-
more, the barcode evolves as a culture grows.  Barcode 
evolution occurs because of natural selection.  Beneficial 
mutations will disproportionately increase in abundance 
during culture growth. Identifying beneficial mutations can 
provide clues about how a culture was produced. Thus, 
an effective mutation detection technology would provide 
valuable forensic information that can be used for applica-
tions in nonproliferation and attribution. 

A 2004 Chinese research report [2] indicated feasibility of a 
facile technology for detection of rare mutations in bacte-
rial genomes.  Spurred by the report, this project focused 
on two objectives.

Establish a published technology at LANL for detection 1. 
of rare mutations.

Improve detection sensitivity, if possible, to enable 2. 
batch typing of bacterial and viral cultures.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

A facile technology to detect numerically rare mutations in 
cell cultures would transform LANL’s experimental biology 
capabilities and would advance the biothreat reduction 
mission. Mutational analysis is a cornerstone of modern 
biology.  Biological systems either improve or become 
defective (i.e. lose function) as a result of mutation. The 
positive and negative perturbations caused by mutations 
inform our understanding of how biological systems work.  
Consequently, development of techniques to mutate bio-
logical systems in ways that are amenable to subsequent 
characterization has been central to biological research for 
the past 70 years but has only succeeded for a few model 
organisms.  A facile technology for genome-wide detection 
of mutations would enable easy characterization of muta-
tions in any organism, and thus would have broad impact.

Scientific Approach and Accomplishments

Our initial approach focused on reproducing a published 
technology for detection of rare mutations in bacterial 
cultures.  In 2004, a Chinese research group described an 
in vitro method that enabled detection of 2 point muta-

tions responsible for antibiotic resistance in a pathogenic 
strain of Pseudomonas aeruginosa [2].  This report was 
exceptional and unique in reporting successful scanning for 
point mutations throughout a bacterial genome.  

The Chinese method involved creation of heteroduplexes 
(a double-stranded DNA molecule containing a mismatch) 
and fishing out the heteroduplexes with a thermostable 
version of the MutS protein. Heteroduplexes are created 
by melting a pool of double stranded DNA and then 
cooling the DNA to permit re-anneal.  During re-annealing, 
some single stranded DNA containing a mutation inevitably 
anneals with complementary DNA that does not contain a 
mutation.  This creates a double stranded DNA molecule 
containing a mismatch and is referred to as a heterodu-
plex.  DNA molecules that are perfectly matched are called 
homoduplexes.  

Our key technical challenge in adapting the Chinese 
method for a bioforensics application was to demonstrate 
an additional 1000-fold increase in heteroduplex detection 
sensitivity.  In the Chinese report, the ratio of homoduplex: 
heteroduplex was ~20,000:1.   For an overnight bacterial 
culture containing spontaneous mutants, the ratio would 
be at least 20,000,000:1.  With this ratio, clean separa-
tion of heteroduplex DNA from homoduplex DNA would 
be more challenging.  It is generally believed that MutS 
binds with low affinity to homoduplex DNA and “slides” 
along the DNA scanning for mismatches.  If mismatches 
exist, MutS stops at the mismatch site and forms hydrogen 
bonds with the mismatched nucleotides [5].  Clean extrac-
tion of heteroduplex DNA depends on efficiently removing 
the background of homoduplex DNA bound with low 
affinity to MutS.  This problem is similar to the selection of 
a few useful antibodies in phage display libraries that typi-
cally contain a large background (e.g., 106) of non-specific 
binders—an area of expertise for Dr. Peter Pavlik, a former 
LANL who was co-investigator and the primary technical 
expert for this project.

Components for initial approach

Our initial approach included the 3 components below, 
which were successfully completed over a 9-month period.

To enable careful, systematic studies of heteroduplex 1. 
capture, we created a set of test DNAs for routine 
production of defined homoduplex: heteroduplex 
mixtures (ranging from 1:1 to 1,000,000:1 ratios).  We 
chose a 400 bp fragment from a gene in E. coli. We 
created and confirmed 3 mutated fragments contain-
ing a point mutation in the middle of the fragment. 
With this collection of 4 E. coli fragments, we could 
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produce heteroduplexes representing every possible 
mismatch.  

To enable heteroduplex capture, we constructed 2. 
and purified 4 different versions of the thermostable 
MutS protein (NCBI D63810, TTHMUTS). The versions 
differed in length and were coupled to different C-ter-
minal peptide tags that facilitate purification/immobi-
lization. We placed the purification and immobilization 
tags on the C terminus such that the N-terminal DNA 
binding domain of the MutS protein would be oriented 
outwards, maximizing DNA capture.

We successfully purified all 4 versions of the MutS 3. 
protein, but the full-length versions routinely precipi-
tated from solution, presumably owing to tretramer 
formation. Truncation of the C terminus eliminates 
tetramer formation and has been shown in multiple 
reports to be irrelevant for DNA binding in vitro. We 
purified a truncated MutS to near homogeneity (Figure 
2) and used it for most experiments. This version of 
the protein had a biotin tag enabling immobilization of 
the protein on different surfaces.

Figure 2. MutS purification and immobilization.  Panel A. Typical 
purification results.  Panel B.  Immobilization on magnetic 
beads.  1) MutS + Streptavidin Beads, 2) MutS that did not bind 
to the Beads, 3) beads washed to remove unbound MutS, 4) the 
amount of MutS captured by the beads.

To enable quantification of heteroduplex recovery, we 4. 
created real-time qPCR assays. In most of the antici-
pated capture experiments, the heteroduplex DNA 
would be too dilute to measure by any method except 
qPCR.  Therefore, we created qPCR assays to detect 
the wildtype or the mutated base in each of the 4 
E.coli gene fragments that we developed in component 
1.  These assays were rigorously tested and success-
fully validated.  

After completing the components above, we began 
heteroduplex capture studies. We used a robotic system to 
automate the capture assays and to improve data quality. 

MutS capture assay

We began with the simplest test: capture of pure hetero-
duplex compared to parallel capture of pure homoduplex. 
We created a relatively pure heteroduplex fraction by 
using a strand-directed enzymatic procedure to specifi-
cally degrade one strand of each duplex fragment (from 
component 1 above).  The heterologous single stranded 
DNAs were mixed 1:1 to create heteroduplex. Based on the 
2004 Chinese report, which described clean heteroduplex 
capture from a mix containing about 1 heteroduplex per 
20,000 homoduplexes, we expected no residual homo-
duplex in our control assay.  Yet, we routinely observed 
homoduplex capture.  Moreover, homoduplex capture was 
nearly equal to heteoduplex capture. 

Figure 3 shows typical results from a series of these experi-
ments.  The quantity of DNA was carefully monitored 
at every step.  We included additional controls in many 
experiments to rule out other potential artifacts. In these 
experiments, we visualized the DNA directly instead of by 
qPCR because the quantity of DNA was sufficiently high.  In 
Figure 3, a slight enrichment of heteroduplex is apparent 
relative to captured homoduplex, but the enrichment 
factor is small.  We repeated this experiment a number of 
experiments with different permutations including use of 
different protein preps, wash conditions, an input DNA.  
None of our experiments demonstrated significant discrimi-
nation of heteroduplex DNA over homoduplex DNA.

Figure 3. Kinetic data for binding of 25bp hetero and homodu-
plexes to surface-immobilized Tth MutS. Different colors repre-
sent various concentrations of DNA used, while black lines are 
the best fits for the experimental data.

Kinetic analysis 
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Surface plasmon resonance (SPR) is a well-known analyti-
cal method for studying biomolecular interactions. We 
employed an SPR-based instrument to measure the kinetic 
parameters of MutS-DNA interactions. We also switched 
to using synthetic DNA oligos, 25nucleotides long, in 
order to eliminate any doubts about the double stranded 
DNAs used for capture. After immobilizing the MutS on 
the surface of the chip, we flowed 25bp DNA heterodu-
plexes and homoduplexes over the chip for MutS binding. 
Initial experiments did not show a significant difference in 
binding of MutS to hetero versus homoduplex.

We selected two particular DNA substrates and performed 
a number of additional studies. It has been reported 
numerous times that MutS binds G:T mismatches better 
than any other, so we compared the MutS binding to a 
25bp DNA containing a G:T mismatch and another DNA 
containing a G:C base pair. As shown in Figure 4, both the 
association (ka) and dissociation (kd) rate constants, as 
well as the equilibrium binding constants (Kd) for the two 
substrates were very similar.

Comparison with E.coli MutS

For comparison, we bought a commercial stock  
(GeneCheck, Inc) of E.coli MutS immobilized on beads, and 
we assessed DNA binding using a flow-cytometry assay.  
For this study, we prepared 41bp-long synthetic DNAs with 
both ends blocked by the protein streptavidin. Enhanced 
discrimination of end-blocked hetero vs. homoduplex 
DNAs by MutS has been reported [6,7]. Our DNAs were 
fluorescently labeled so the amount of fluorescence per 
bead reflected the amount of DNA captured by MutS.  
Assays were performed in triplicate. Like our thermostable 
MutS, the E. coli MutS showed only a small enrichment of 
heteroduplex over homoduplex.

Agreement with literature

We carefully assessed our results relative to published 
studies.  The small number of reports describing MutS 
activity in vitro have conflicting data, even when identi-
cal methods were employed. There is agreement that 
shorter DNA fragments (like we used) are preferred, but 
fragments of 16-6400bp have been used successfully 
as MutS substrates [8,9]. Many reports agree that the 
on-rate for MutS-DNA is independent of the type of DNA 
and instead the off-rates differ.  Wide discrepancies occur 
in reported heteroduplex enrichment factors (Figure 5).  
The most frequently observed range of enrichment is 2 to 
20-fold, similar to our results.  This range is inadequate for 
genome-wide mutation scanning.  Two reports of hetero-
duplex enrichment >1000-fold appear to be outliers. The 
2004 Chinese report describing 20,000-fold enrichment is 
an extreme outlier, and nothing is apparent in the meth-
odology that would account for exceptional performance.   
We conclude that the Chinese report is not credible.  
Based on our observations, MutS is untenable as a core 
platform for genome-wide mutation detection.  Personal 
communications from the technical representatives at the 
companies GeneCheck and CodonDevices, which have 
attempted to exploit MutS for mutation detection, support 
our conclusion.  The consensus is that MutS is not robust 
for in vitro mutation detection.

Other approaches to culture barcoding

We experimentally tested a culture-based approach to 
barcode bacterial cultures.  This approach used negative 
selection to eliminate dominant genotypes from a culture.  
Ideally, a handful of resistant mutants would remain and 
could be characterized to create a barcode.  This approach 
as been used routinely to obtain spontaneous antibiotic 
resistant mutants.  We attempted to find conditions for 
negative selection that would act on a larger number of 
genetic loci than antibiotics do, providing a more robust 
barcode.  We tested conditions including extremes of pH, 

Figure 4. Quantification of DNA capture and loss in 5 parallel MutS binding assays.  The bands in each lane are DNA.  ss1-3 = single 
stranded DNA. HO = homoduplex.  HE = heteroduplex.
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salt, detergent, alcohol, osmolarity, and nitrate concentra-
tions. This approach was unsuccessful. Cultures responded 
either in a binary fashion (either lack of inhibition or 
complete inhibition), or showed promising responses that 
were difficult to reproduce in independent trials.

Accomplishments

We successfully assessed two strategies for bioforen-1. 
sics mutation detection (MutS capture vs selective 
culturing).  We narrowed the scope of possibilities for 
strategies to detect rare mutations. Results from this 
project will improve proposals to external agencies 
by providing preliminary data and by focus effort on 2 
remaining conceptual approaches for detection of rare 
mutations.

This project facilitated retention of 1 staff scientist 2. 
(the PI) who rejected an external job offer in order to 
pursue this project.

This project enabled a strategic hire / postdoc conver-3. 
sion. B division managers selected Momo Vuyisich, a 
postdoc in 2007, as a strategic hire.  His expertise was 
an ideal match for this project.  He began working 
on this project in its 12th month as part of a strategic 
hiring plan. Ten months after Momo’s conversion to 
staff, he succeeded in landing a ~1M external grant 
to develop assays for detection of genetic variation in 
biothreat agents.
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Abstract

Los Alamos deployed the world’s first 3-laser photoa-
coustic instrument on an aircraft to measure the optical 
properties of aerosol pollution in the atmosphere over 
the Arctic in spring 2008. We measured very dark, 
soot and organic aerosols that have a warming effect 
on climate and not the standard cooling effect that is 
associated with sulfate aerosols that have a cooling 
effect. Real time satellite data assimilated transport 
models indicate that this pollution was imported from 
Chinese dust storms and Siberian fires as well as from 
Eurasian energy sectors. Our wavelength dependent 
optical properties are used to diagnose the soot, dust, 
sulfate and organic components of this complex soup of 
pollutants. We use our optical observations to estimate 
a direct radiative forcing by pollution of the order of 10 
to 30 of W m- 2. This forcing by aerosols is much larger 
than that by greenhouse gases. Our results underscore 
the need to accurately treat long-range pollution trans-
port in models to simulate the observed rapid melting 
of the Arctic ice sheet.

Background and Research Objectives

The Arctic is a beacon of global change. Recent obser-
vational trends show a rapid melting of the Arctic ice 
sheets, with the possibility of an ice-free Arctic within 
our lifetime. This would abruptly tip our planet to a new 
climate state with extreme impacts, underscoring the 
urgency of the problem. The Arctic has warmed twice 
as fast as the global mean in the last century, and the 
anthropogenic greenhouse gas forcing only accounts 
for about half of the observed Arctic warming. The 
Arctic vortex serves as an atmospheric receptor of air 
pollution from northern mid-latitude continental areas, 
as manifested by the thick aerosol layers. This Arctic 
Haze is a regular and sustained regional winter and 
springtime feature. Emission sources that contribute to 
it include anthropogenic black carbon (BC) and sulfate, 

Experimentally Constraining Climate Forcing by Black Carbon Deposition on 
Snow
Manvendra Krishna Dubey

20080766ER

smoke from massive boreal fires and dust from desert 
regions. These regional haze perturbations trigger 
unique regional responses, such the darkening of ice 
by deposition of BC, which promotes the melting of ice 
sheets. Recent climate simulations suggest that regional 
Arctic pollution is responsible for half of the observed 
Arctic warming, with ice darkening by BC contribut-
ing 30%. However, there are substantial uncertainties 
in our ability to quantify and predict these regional 
Arctic forcing and impacts. To better quantify the role 
of aerosols pollution (warming or cooling?) in Arctic 
warming we performed airborne measurements of 
aerosol absorption and scattering using LANL’s state of 
the art 3-laser photo-acoustic spectrometer during the 
month of April 2008.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Achieving energy security and ensuring the sustainabil-
ity of the earth system is an emerging mission at LANL. 
Focusing on Arctic change is appropriate since it is the 
canary for the climate-change coalmine, where the first 
signals are emerging and the impacts are expected to 
be most dramatic. 

Scientific Approach and Accomplishments

Los Alamos National Laboratory deployed the world’s 
first 3-laser photoacoustic and nephelometer instru-
ment on a Canadian Convair-580 aircraft in April 2008. 
Our instrument measured aerosol absorption, scat-
tering and single scatter albedo of aerosol pollution at 
405, 532, and 781 nm , which span the solar spectrum. 
The single scatter albedo is the ratio of the scattering to 
the sum of scattering and absorption and determines 
how light or dark the aerosols are, which in turn deter-
mines if they cool or warm the climate. For example 
pure soot is dark with a SSA of about 0.3, thus warming 
climate while sulfate aerosols are highly scattering 
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with a SSA of close to 1, thus cooling climate. There were 
42 complementary measurements of cloud microphysics, 
aerosol chemistry, and ice composition. On numerous 
flights we intercepted and interrogated pervasive pollution 
layers above Alaska. The absorption and scattering signals 
occurred in layers from 1 to 6 km above the surface and 
were as large as 30 to 200 Mm -1 (Figure 1) . 
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Figure 1. Vertical profiles of aerosol scattering (left) and absorp-
tion (right) measured by our airborne 3 laser photoacoustic 
instrument at 405 (blue), 532 (green) and 781 nm (red) above 
Alaska in April 2008. Note the dark absorbing layers on the right 
that are from soot and organic aerosols that cause warming, 
which could be contributing to the melting the Arctic ice.

These large values are typical of polluted urban environ-
ments, and our data provides evidence of this widespread 
pollution over the Arctic in early spring. Alternating light 
and dark aerosol layers with single scatter albedo ranging 
from 0.7 to 0.95 were evident, and they extended over 
large regions. Real time satellite data assimilated transport 
models indicate that this pollution was imported from 
Chinese dust storms and Siberian fires as well as Eurasian 
sulfate. Our wavelength dependent optical properties are 
used to diagnose the soot, dust, sulfate, and organic com-
ponents of this complex soup of pollutants. We are testing 
the fidelity of our diagnostics by analyzing chemical com-
positions from a single particle laser ablation spectrom-
eter instrument developed by Pacific Northwest National 
Laboratory. Our optical observations imply a direct radia-
tive forcing by aerosol pollution of the order of 10 to 30 W 
m -2 for this region (Figure 2). This is much larger than the 
greenhouse forcing and needs to be considered to accu-
rately simulate the observed rapid melting of the Arctic 
ice sheet. Our new aerosol process level findings are now 
being incorporated in next generation climate models to 
better predict the future impacts of energy policies on our 
earth system.

Figure 2. Top of the atmopshere radiative forcing (warming 
effect) as a function of aerosol optical depth (AOD, column atten-
uation of sunlight at surface) above Alaska. Our results constrain 
the radiative forcing by aerosols to be of order 10s of W/m2 on 
annual average using our measured values (polluted box). This 
regional forcing by Arctic Haze is much greater than the global 
average forcing by anthropogenic greenhouse gases.

Publications

Dubey, M. K., and C. Mazzoleni. The Indirect and Semidi-
rect Field Campaign over Alaska in 2008. Invited presenta-
tion at Cloud Modeling for Climate Workshop. (Toulouse, 
France, 2-4 June 2008). 
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Abstract

Upon their entry, respiratory pathogens such as influ-
enza A virus and Streptococcus pneumoniae target 
epithelial cells (EC) in the lung.  However, it is not 
known how dendritic cells (DC), which are some of 
the earliest players in the immune response to infec-
tion, play a role in countering infection.  The goal of 
this pilot project is to develop a cell model of EC and 
DC (EC:DC) that can be used to study  infection by 
influenza A virus and Streptococcus pneumoniae with 
emphasis on examining (i) the induction of host factors 
that are specifically induced upon infection of EC only 
in the presence of DC and (ii) the effect of DC on the 
expression of viral factors that support viral growth and 
infection.  It is encouraging to note that preliminary 
studies demonstrate the feasibility of a (EC: DC) model 
for influenza infection.  Detailed measurements using 
this cellular system open the possibility of experiment-
based deterministic and stochastic models for describ-
ing the balance between infection as determined by 
viral growth and the immune response as determined 
by the expression of key host factors.

Background and Research Objectives

Respiratory pathogens pose great threats to public 
health and national security.  The 2001 attack by 
deadly inhalation anthrax caused terror throughout 
the nation and tremendous economic damage.  Early 
detection of infection and design of countermeasures 
require a thorough understanding of the events in the 
early immune response that determine whether the 
pathogen successfully infects a person or is eliminated.  
Experiment based modeling provides a framework for 
describing the balance between viral growth and clear-
ance by early immune response.   

Modeling Influenza Infection and the Early Immune Response
Alan S Perelson

20080771ER

Importance to LANL’s Science and 
Technology Base and National R & D Needs

A multidisciplinary team of experimentalists and theo-
reticians has been assembled to model a very important 
yet unexplained aspect of infection, i.e. the balance 
between successful pathogen growth and clearance, 
which is determined by the failure or success of the 
early immune response.  This balance is determined by 
the interplay of key pathogen virulence factors and host 
response markers involved in early immune defense.  
Success of this work lies in our ability to quantitatively 
make these measurements, which will position LANL to 
develop a more comprehensive model of respiratory 
infection that rely on more exhaustive measurements of 
extracellular protein levels, intracellular mRNA based on 
a reliable cellular system of infection.

Scientific Approach and Accomplishments

In order to quantitatively characterize the balance 
between viral growth and host defense, we have 
designed an experimental system of infection com-
prised of small airway epithelial cells (SAEC) and 
immune dendritic cells (DC) that are recruited to the 
sites of infection.  The roles of DCs however, have previ-
ously been ignored in cell models of infection.  Using 
this cell model, we have determined the expression of 
(i) key viral factors such as viral nuclear protein (NP), 
viral matrix protein (M1), and influenza A nonstructural 
protein 1 (NS1) that are critical to viral growth and (ii) 
host cytokines and chemokines that are critical to early 
immune defense.

Cell Model for Infection 

In preliminary experiments, we have cultured primary 
human SAECs in the presence or absence of DCs at a 
ratio of 10:1.   Cells were infected with H1N1 influenza 
A virus (IAV, A/BJ/26/95) at multiplicity of infection 
(MOI) of 2 for 0, 6 hrs (representing beginning of rep-
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lication) and 24 hrs (where viral markers are detectable).  
Cell free supernatants were then tested for release of 
cytokines that are implicated in host defense to influenza 
A virus.  

Quantitative Measurements of Secreted Factors

In preliminary experiments, no TNFα, MIP1α, and MIP1β 
and very low levels of IFNα and β were detectable in the 
supernatants up to 24 hours (data not shown).   Signifi-
cantly, 6 hours post infection, influenza A virus inhibited 
IL6 release from epithelial cells, which could be restored by 
the presence of DCs (Figure 1).  These results suggest that 
the interplay between SAEC and DCs could modulate the 
host immune response to IAV.

Figure 1. Inhibition of IL6 release from influenza infected epithe-
lial cells is restored by presence of dendritic cells at 6 h (ELISA 
data).

Quantitative Measurements of Gene Expression

We have performed real-time PCR analysis for viral RNA of 
NS1, NP, M1 and host response genes IL6, IL8, IL10, IL18, 
TNFα, IFNα, IFNβ, MIP1α and MIP1β.  Figure 2 shows 
the fold change in expression of the viral genes that code 
for NP, M1 and NS1.  At 6h, most viral gene expression is 
lower in host cells in the presence of DCs.  DCs also impact 
the gene expression of host defense molecules as seen 
in Figure 3.  In co-culture, MIP1α and β expression are 
induced. Similar induction occurs in epithelial cells alone in 
response to influenza A.  DCs are able to induce IL8, IL10, 
MIP1α and β gene expression at 6 hours post infection.  
DCs can also inhibit influenza A virus mediated TNF and 
IFNβ expression at 6 and 24 hours respectively (Figure 4).  
While these results are reporters of host response, they 
point to a need for mechanistic studies examining these 
responses.

Figure 2. Gene expression of viral markers is altered in the 
presence of dendritic cells (RT-PCR analyses).

Figure 3. DCs impact gene expression of host defense molecules 
(RT-PCR analyses).
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Figure 4. DC play a role in inhibition of influenza mediated TNF 
and IFNb expression at 6 and 24 h respectively (RT-PCR).

Measurements of Surface Expression and Intracellular 
Protein

We have performed flow cytometric analyses for three 
cell surface host cytokine receptors:  IFNα/β receptor, 
TNF receptor and the IL6 receptor (data not shown).  
These receptors are upregulated in response to release of 
cognate cytokines.  Interestingly, while no marked changes 
in surface expression of IFN α/β receptor are observed 
after 6-24 h of infection, surface expression of the IL6 
receptor is slightly upregulated at 24 hours only in cultures 
containing DC’s.  Follow up experiments validating this 
observation are on going.

Measurements of the levels of influenza protein NS1 were 
made from these cells at 24 h (Figure 5).  Contrary to gene 
expression data of NS1 (Figure 3), DC containing samples 
show inhibited levels of NS1 protein expression.  Whether 
this is a consequence of inhibition of protein translation 
remains to be determined.  Furthermore, these results 
remain to be validated by western blotting and in replicate 
experiments.

Figure 5. Intracellular protein levels of NS1, meaured by flow 
cytometry, are inhibited in the presence of DCs.

Mathematical modeling of early infection

When influenza is first encountered there is the possibility 
that the infection is cleared due to random events rather 
than an explicit host defense. For example, if only one or 
a few infectious viral particles are inhaled by a host, these 
particles could be cleared from the body before they infect 
any cells. The same type of event could occur in cell culture, 
as we have previously shown that influenza A virus in 
culture loses infectivity with a half-life of about 6.6 hours 
[1]. Thus if small amounts of virus are used these virions 
could lose their infectivity before they infect a cell. Even if 
the input virus infects some cells, this infected cell might 
die before they release any virus.  Thus, it is possible at low 
doses that infection simply dies out. Thus, to distinguish 
true host defense from random occurrences we have been 
building a stochastic simulation model of early infection.  
This model could have general applicability many infections 
and could help establish the threshold of infectious agents 
needed to random events in the establishment of infec-
tion.  For example, after the anthrax attacks in Washington, 
DC there was great interest in determining the minimum 
number of bacteria needed to establish infection.  

Our model considers target cells (i.e., EC), infected cells, and 
virions, which we denote T, I, and V, respectively.  There are 
approximately 108 epithelial cells in the upper airways of a 
human that could be the targets of infection.  At the earliest 
times during infection, few of these will become infected 
and thus our model holds the target cell number constant.  
This is an approximation that can be relaxed in later work.

We let nv and nI  represent the number of virions (virus par-
ticles) and  infected cells respectively, kT  is the rate at which 
virions infect target cells, c is the rate at which virions are 
cleared, is the average rate at which infected cells die and 
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N is the average number of virions produced by an infected 
cell. The model is described in the following table:

Process Change in (nv,nI) Rate

Infection of a cell by a virus (nv,nI) to (nv-1,nI+1) kTnv

Clearance of a virion (nv,nI) to (nv-1,nI) cnV

Production of a virion (nv,nI) to (nv+1,nI) δNnI

Infected cell death (nv,nI) to (nv,nI-1) δnI

A key dimensionless quantity is the reproductive ratio,R0, 
which is approximately the number of new infected cells 
created by each infected cell. Deterministic models predict 
infection for R0>1 and clearance (in which the infection 
dies out) for R0<1, where the reproductive ratio is given by:

  R0 = NkT/(kT+c)

When the number of infectious virions and infected cells 
is very small, the certainty of the deterministic dynamics 
gives way to fluctuations and uncertainty. Thus stochastic 
clearance of the virus can occur when R0>1. 

From the model in Table 1 one can compute the probabil-
ity, Π, that an infection that starts with nv(0) virus particles 
is totally cleared, i.e., leads to nv=0 and nI=0, when R0 >1. 
The formula we have derived for this is

  Π=rnv(0) 

where r= 1- (R0-1)/N.  This implies that  the probability of 
infection is 1-rnv(0).  To see the implications of this consider 
an example where R0=5 and N=10. Then, r=0.4 and the 
probability of infection is 0.6, 0.84, 0.9898, and 0.9999 for 
nV(0)= 1, 2, 5 and 10 respectively.  Here we are assuming 
that all viral particles are infectious, so the value of N is 
rather small.  An infected cell may produce thousands of vi-
ral particles but typically only a few of these are infectious.  
The calculation above shows that for these parameter 
values the probability of infection is essentially one when 
10 or more infectious viral particles initiate the infection.  
Having a formula allows one to compute the probability of 
clearance for other parameter values.  Clearly, when R0 is 
larger than 5 it will be harder to clear the infection when 
the same number of virus particles initiate the infection.  
Further work will need to be done to understand the num-
ber of virus particles one might inhale when a person is in 
close contact with an infected person.

There are also a number of other things that we can calcu-
late with our model that should be of interest to the bio-
defense community.  For example, the model can be used 
to predict, given an initial infection with nv(0) virions, how 
long it will take for the number of virus particles to reach 

some threshold of detectability.  All instruments and assays 
will only be able to detect that a person is infected if the 
number of virus particles is above some threshold.  Given 
that threshold we could estimate a probability distribu-
tion of detecting that a person is infected.  This should be 
important for early detection of infection.  Similarly, the 
immune system will not detect that a person is infected 
until some other threshold of virus and/or infected cells 
is reached.  As in the experiments described above, once 
dendritic cells enter the lung and interact with virus, vari-
ous cytokines are secreted.  These cytokines interact with 
other cells and generate the symptoms of influenza.  Thus, 
another avenue of applicability is trying to predict when 
infection could be diagnosed via symptoms as a function of 
the number of virions that initiate infection and the num-
ber of dendritic cells that enter the lung.

Summary

We have established a human primary cell model consist-
ing of epithelial cells, which are the targets of influenza 
infection, and dendritic cells, which are immune cells that 
are recruited to sites of infection in the lungs.  We have 
made preliminary quantitative measurements on gene and 
protein levels of intracellular, secreted and surface ex-
pressed host defense cytokines, their receptors and specif-
ic influenza virulence factors such as NS1.  Our preliminary 
data suggest a role for dendritic cells in host defense to in-
fluenza A virus infection.  Furthermore, we have developed 
a mathematical model of early infection that provides 
insight into the probability of a person being successfully 
infected after inhaling a small number of infectious virus 
particles.  Other applications of the model might be use-
ful for the biodefense community.  In addition, this pilot 
project has allowed us to establish an influenza work area, 
biosafety level two, in the Biosciences Division.  Personnel 
have been trained in handling of influenza and approval 
has been obtained from the LANL Institutional Biosafety 
Committee for use of primary human cells and cell lines 
along with influenza A viruses (IBC99, submitted May 28, 
2008, approved August 6, 2008).

Theoretical results of this project have been incorporated 
into an NIH proposal as preliminary work and a draft 
manuscript is in preparation. The work  also resulted in a 
follow-up idea paper and “quad-chart” that has been dis-
cussed with DoD program managers.  
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Abstract 

We initiated a project tailored to address one of the 
most pressing questions in HIV research while learning 
how to implement and move forward with cutting 
edge sequence technology; the progress we have 
made in the arena has enabled us to hit the ground 
running with a biosecurity HIV-TB DR proposal starting 
October 1, 2008. The open biological question we 
are in the process of resolving is whether or not a 
single virus is successfully transmitted and establishes 
transmission, or if multiple viruses are transmitted, with 
one competing most successfully and so dominating in 
acute viremia.  This question bears on vaccine design, 
immune evasion, accrual of drug resistance at the 
population level, and basic viral biology.  We completed 
the sequencing for a single patient over time, and have 
made progress on a second patient. In particular in 
the case of the first patient we have made significant 
progress with analysis. We have begun to develop 
error correction codes to experimental error in these 
experiments, and through detailed analysis of our 
initial dataset we have discovered that to optimize this 
procedure we need to go back to the raw data from the 
454 sequencer. We are still in the process of sorting out 
the best statistical means for contending with error. We 
have also learned about the biology of infection and the 
progression of mutations in the first individual studied 
over time in very early infection; now with 1000 fold 
greater sensitivity than before, we have learned the a 
single strain establishes infection.

Background and Research Objectives

During the course of infection, HIV evolves rapidly to 
evade ongoing immune responses, and to occupy new 
target cell populations, all the while maintaining viral 
fitness. Consequently, there can be over 10% variation 
between Envelope proteins within a single chronically 
individual.  In contrast, in most new infections only 
a single, uniform viral population is observed.  Most 

Ultra Deep Sequencing of HIV Acute Infection Sample to Determine Nature of 
Transmitted Virus and Understand Immune Escape
Bette Tina Marie Korber
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sexual encounters with an HIV infected individual do 
not result in transmission, so clearly there are natural 
barriers, leading to the hypothesis that certain pheno-
typic characteristics of the virus may be associated with 
successfully transmitted virus.  If such characteristics 
could be defined, it may help us narrow the target for 
vaccine design.  The NIH has invested in a very large 
multinational effort, called CHAVI (http://www.chavi.
org/), to gather and characterize acutely infected 
patients samples to better understand the events sur-
rounding HIV transmission and early infection. Bette 
Korber leads a small team in T-10 whose role in CHAVI is 
to provide analysis of the HIV sequence data collected 
in the project. Using traditional sequencing methods, 
our colleagues have explored HIV sequence diversity in 
acutely infected individuals. With these methods it is 
feasible to sequence roughly 50 HIV genes per sample, 
and our first two CHAVI papers are in press describing 
and modeling observed HIV variation in 102 acutely 
infected people.  We are now beginning to analyze 
the impact of the initial immune response against the 
virus on viral evolution, and a number of samples taken 
serially over the first weeks to months of infection 
are currently being characterized.  Sequences from 
the earliest samples initially exhibit a small number of 
scattered mutations relative to the sample consensus, 
consistent with a simple Poisson model of mutation 
under no selection. Then suddenly, about 2 months in, 
mutations can begin to appear in a very focused region 
of the virus, and the mutated viruses rapidly begins to 
replace the initial virus; as it turns out, such mutations 
are usually escape mutations that can mapped to CTL 
(cytotoxic T lymphocyte) epitopes.  CTL epitopes are the 
small stretches of viral protein that are recognized by 
receptors on host immune cells, enabling them to spe-
cifically kill HIV infected cells. An example of this type of 
immune escape pattern is shown in the enclosed figure.  
Because of our analysis role in CHAVI, we have worked 
to help define and analyze these samples, and thus our 
CHAVI colleagues are willing to share these samples, (a 
very precious resource, as HIV acute infection cases are 
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very hard to come by), with us for further characterization. 
In return we offer a novel research capability to them to 
address our pressing question, through LANL’s role in the 
Joint Genome Initiative (JGI, http://www.lanl.gov/orgs/b/
b6/b6index.shtml), ultra-deep sequencing, as well as a 
theoretical team uniquely suited to rapidly analyze this the 
new kind of data.

Ultra-deep sequencing takes advantage of the same 454 
sequencing methodology that has enabled JGI to very 
rapidly march through the complete sequences of many 
bacterial genomes.  This experimental method has mainly 
been applied to assembling massive full length genomes, 
but it can alternatively be applied to sampling “deeply” 
(upwards of 100,000 sequences) from a single sample. 
Currently, only very short regions of interest of about 220 
bases are feasible. The analysis challenges are daunting, 
including alignment issues with complex patterns of inser-
tions and deletions, phylogeny, dealing with error, visual-
ization methods, and statistical interpretation. 

Importance to LANL’s Science and Technology 
Base and National R & D Needs

This work addresses the laboratory mission in Science 
Programs and relates to the Grand Challenges in Complex 
Systems Information Science and Technology. Its an invest-
ment in resources had could be part of the spectrum of 
capabilities in our new biosecurity facility. We are already 
expert in rapidly sequencing bacterial genomes with this 
methodology, but this will allow us to expand into the 
arena of amplicon sequencing, and new and critical appli-
cation of these methods.

Scientific Approach and Accomplishments

The Broad Institute sequencing facility at MIT, in collabo-
ration with a group at Harvard, recently sequenced up 
to 130,000 HIV sequences per sample from four chronic 
patients, spanning a drug resistance mutation in the HIV V3 
region. Not knowing quite where to begin with interpreting 
this mountain of sequences, they sent these sequences 
to the analysis team at LANL and asked if we could help.  
We made significant headway with a first available ultra-
deep sequence set, and discovered two important things: 
first, over the short stretch analyzed (~40 amino acids) the 
diversity was immense, with over 1,000 variants in a single 
sample; second, the drug resistant forms were present in 
the pre-therapy samples, but in some cases at a very low 
frequency such that they would not have been detected 
using conventional strategies. These rare forms rapidly 
came to dominate later samples after selective pressure 
was applied through therapy. This work was initiated prior 

to the DR, but was brought to completion through the DR 
in its early months; it is currently under review at PLoS 
Genetics. 

With the resources provided by this interim funding, we 
have been able to work closely with the JGI 454 sequenc-
ing team at Los Alamos and our collaborators at the 
University of Alabama, to develop a improved protocols 
for amplicon sequencing from the ground up, including 
exploring of strategies to increase experimental yield.  The 
transitional funding also provided the resources to greatly 
improve our analysis strategies relative to our first study. 
We developed a suite of error correcting codes and applied 
to our first pass at a single patient, the acute infected 
patient SUMA from the University of Alabama cohort.  
Further error correcting codes are in progress. We have 
obtained ~500,000 sequences from SUMA, spanning three 
short regions of the genome, at 3 time points. Figure 1 
illustrates the phylogenetic tree of the TAT gene fragment, 
Figure 2 of the REV gene fragment, and shows their evolu-
tion over time. 
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Figure 1. Phylogenetic tree illustrating the evolution of the Tat 
gene fragment in early infection. Each unique form of the 454 
sequences is represented by a colored line; yellow is the first 
time point, red and blue the next two time points. The length 
of the each unit line segment is indicative of 1 mutation in the 
fragment. Green lines represent sequences identified as immune 
escape forms isolated from later time points (day 69 through 
736).  Common sequences are named and marked by how many 
times there were found in a sample, following the underscore. 
The first time point only gave us 20 sequences, however the third 
time point gave ~~>300,000, and we in the process of working 
out what gave rise to such different yields.
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Figure 2. Phylogenetic tree illustrating the evolution of the Rev 
gene fragment in early infection.  See figure 1 for details.

Modeling of the expected number of mutations that could 
accrue in early infection indicates that only a single virus 
was transmitted.  We found evidence for selection earlier 
than previously thought, meaning an earlier initiation of 
the immune response than could be detected by conven-
tional means. The earliest escape mutations were found at 
very low levels in the first sample, and later escape muta-
tions were not present at all until later time points, sug-
gesting base mutations rates may play a role in the order 
of immune escape, an idea we will follow up on.  Trouble 
shooting these experiments has required us to use more 
experimental resources than anticipated; while our original 
plan was to sequence four individuals, we now hope to 
examine three for our first publication, and finishing this 
study as our first accomplishment under the new DR.  
Thus the work for two papers is underway, one will be our 
analysis protocol for amplicon sequencing of HIV and other 
variable pathogens, the other will be a biology paper about 
the nature of early HIV infection and immune escape.
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Abstract

One of the grand challenges facing the geosciences 
today is to provide accurate predictions of future 
climate changes along with quantifications of prediction 
uncertainties.  Traditionally, the spread of results from 
an equally weighted ensemble of climate models 
was used as a subjective indicator of the range of 
uncertainty in climate forecasts [1].  To improve these 
forecasts,  the variations in quality between models 
must be included. 
Unfortunately, due to the complexity of the climate 
system the traditional approaches to addressing mod-
eling uncertainties face conceptual difficulties that 
make them almost impossible to apply in practice.  By 
contrast, in this project, we investigate an ensemble 
forecasting approach based on a game theoretical fore-
casting paradigm centered on the model of prediction 
with expert advice. Forecasting is defined as a repeated 
game played between the forecaster, advised by an 
ensemble of experts (climate models), and the environ-
ment, i.e. the climate, generating an observed outcome 
sequence.  Unlike classical forecasting methods, this ap-
proach is devoid of any probabilistic assumptions about 
the climate system. Hence, it avoids the trap of making 
questionable and often unnecessary assumptions.

Background and Research Objectives

Climate is defined as the mean physical state of the 
climatic system, which is composed of five intimately 
interconnected components: atmosphere, hydro-
sphere, cryosphere, lithosphere, and biosphere.  Be-
cause future climate may be very different from the 
observational record, the primary tool for assessing 
climate changes are large computer models that at-
tempt to accurately simulate the complex nonlinear 
and multi-scale interactions among the components of 
the climatic system.  These coupled atmosphere-ocean 
general circulation models (AOGCMs) are driven by a 
number of forcing agents, including greenhouse gases 
produced by human activities, aerosols, changes in the 
sun’s energy, or changes in land use.  The process of 
tuning model parameters involves subjective judgment 

Climate Change Forecasts Using Ensemble Forecasting Games
Marian Anghel
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and is not guaranteed to identify the optimum location 
in the model parameter space.  Typically, the future 
projections are based upon initial conditions extracted 
from the end of the simulations of the 20th century 
and upon a number of standard scenario simulations 
providing a range of plausible estimates for the future 
climate forcings.

Due to the complexity of the climate system the tra-
ditional Bayesian approach to ensemble forecasting 
faces conceptual difficulties that makes it almost impos-
sible to apply in practice.  By contrast, the paradigm 
of prediction with expert advice avoids these pitfalls 
while proposing to answer a different, but fundamental 
question:  Given the observations of historical climate, 
and given the available climate models (experts), what 
combination of ensemble models has the best fore-
casting skill?  Since the application of  the paradigm of 
prediction with expert advice to the problem of climate 
change forecasting has never been attempted before, 
the research objectives set for this project are as fol-
lows:

Define simple nonlinear models that have similar 1. 
behavior to the complex climate models of inter-
est, and apply the proposed game theoretic tech-
niques to forecast their evolution.  The goal is to 
gain an understanding of the proposed prediction 
algorithm and its forecasting performance, and to 
compare this approach to more traditional model 
selection techniques.

Using the insights learned from forecasting the 2. 
evolution of these simple models to build weighted 
forecasting ensembles using AOGCMs as experts.  
Leading modeling centers around the world that 
participate in the Program for Climate Model Diag-
nosis and Intercomparison (PCMDI) provides these 
AOGCMs.  For this task, we will use the modeling 
outputs of this multi-model ensemble and the 
record of past climate observations in order to 
construct weighted forecasting ensembles for each 
global climate variable. 
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Importance to LANL’s Science and Technology 
Base and National R & D Needs

This project supports the DOE Office of Science mission 
in biological and environmental research by enhancing 
our ability to make the best possible estimates of climate 
change and its uncertainties based on past climate 
observations and available climate models.

Moreover, the research undertaken in this project  is 
relevant to the Laboratory mission in Energy Security 
and the more specific Energy Security goal of mitigating 
the impacts of energy demand growth.  The forecasting 
approach investigated in this project provides a methodol-
ogy that will improve our ability to predict climate change 
impacts at global and regional scales and will provide 
decision makers with improved estimates of the quality of 
those projections.

Furthermore, the same ensemble approach can be used 
to determine the best model parameterization or, when 
alternative models or even modeling paradigms are avail-
able, the best multi-model description for generic complex 
systems.  Relevant applications include infrastructure 
modeling, the estimation of accurate interatomic poten-
tials for nonequilibrium molecular dynamics simulations, 
subgrid scale parameterization of turbulence, or multiscale 
materials modeling.  In all these cases both structural and 
parametric uncertainty can be investigated using a grand 
ensemble (an ensemble of ensembles) in which, for each 
model structure (parameterization scheme), an ensemble 
of models can be generated to explore parametric uncer-
tainty.

Scientific Approach and Accomplishments

We will address the problem of predicting a sequence of 
future events based on a sequence of past observations.  
The forecasting methodology we propose to solve this 
classical sequential decision problem uses the paradigm 
of prediction with expert advice [3, 4]. Prediction with 
expert advice is based on the following protocol for 
sequential decision making [5]: the decision maker is a 
forecaster whose goal is to predict an unknown sequence 
describing thefuture  evolution of a dynamical system.  
For climate, we can, for example, predict the evolution of 
various climate variables (surface air temperature, average 
ocean level, precipitation patterns, etc) .  The forecaster 
computes his prediction in a sequential fashion, and his 
predictive performance is compared to that of a set of 
reference forecasters that we call experts. For climate 
predictions each expert is identified with a member of the 
multi-model ensemble (AOGCMs). More precisely, at each 

time step the forecaster has access to the set of expert 
predictions provided by each member of the multi-model 
ensemble.  On the basis of the experts’ predictions, the 
forecaster computes his own guess for the next outcome, 
which is a weighted average of the predictions provided 
by the experts.  After  the forecast is computed, the true 
outcome is revealed.  The predictions of the forecaster and 
experts are scored using a nonnegative loss function.  The 
loss can, for example, estimate the departure of the pre-
dicted climate variable from its observed value or from its 
average climate value.  Based on the estimated losses the 
forecaster updates the weights on each expert by taking 
into account the forecasting skill of each expert.  This 
forecasting skill is measured by the cumulative  loss  of the 
experts, which is computed by summing the expert losses 
up to this round of the game.  The forecaster will increase 
the weights of the experts with small cumulative loss by 
choosing, for example, weights that are monotonically 
decreasing as a function of the expert’s cumulative loss.  In 
this way, the forecaster gives more weights to the experts 
that predict well, thus increasing his own forecasting skill 
as the game progresses.

We have applied this prediction paradigm to build forecast-
ing ensembles for a simple, nonlinear, surrogate “climate” 
model and for a small ensemble of AOGCMs from the 
PCMDI ensemble.

We have devised a simple “climate” model which uses 
a Lorenz dynamical system driven by a periodic forcing 
term [6]. The parameters of the Lorenz system are chosen 
to guarantee the system’s weak synchronization to the 
periodic forcing, and hence quasi-periodicity, thus allowing 
the definition of seasons, while the underlying motion 
still remains chaotic.  Using this simple model we have 
used the three coordinates of the underling Lorenz model 
to define quasi-periodic climate variables and we have 
applied the paradigm of forecasting with expert advice 
for a wide range of scenarios  and ensembles.  It should 
be pointed out that would not have been possible had we 
only worked directly with the climate data and models 
available to us.  The nonlinear evolution of this simple 
model, as shown in Figure 1, exhibits a similar behavior  to 
the monthly evolution of the average surface temperature 
computed by an AOGCM.
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Figure 1. The evolution of one coordinate of the driven Lorenz 
model.  This is a quasi-periodic, chaotic system that offers a 
simple surrogate for more complex climate models.  Indeed, this 
coordinate offers a good approximation to the nonlinear evolu-
tion of the surface air temperature shown in Figure 2.

Using this model, we have checked the influence of uncer-
tainty in model parameters, initial conditions, or in the 
length of playing the forecasting game, on the forecasting 
skill of the ensemble.  Our goal was to compare the forecast-
ing performance of the weighted prediction algorithm with 
the forecasting performance of the equally weighted algo-
rithm. 

This approach has allowed us to infer the following insights. 
First, the weights of the experts evolve considerably during 
the forecasting game, as shown in Figure 2.  Therefore, 
making forecasts using an equally weighted ensemble is 
suboptimal. Indeed, in Figure 3 we show how the weighted 
ensemble – blue line- and the best expert – red line – out-
perform the equally weighted ensemble – green line.  The 
forecasting performance is the absolute relative forecasting 
error averaged over a one hundred year forecasting period. 

Furthermore, the uncertainties in model parameters have a 
significantly larger influence in the evolution of the expert 
weights than the uncertainties in initial condtions.  Second, 
an ensemble tuned to specific climate variables, for example 
by defining a loss function that only measures the perfor-
mance of forecasting the climate for a specific season, out-
performs the ensemble tuned to forecast global observables.  
In this case the loss function measures the performance of  
forecasting the climate for all seasons.  Third, the learning 
rate, which measures how fast the expert weights are 
adjusted during the game plays a significant role in designing 
a good forecasting ensemble and has to be chosen carefully.

0 20 40 60 80 100 120
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035
Weights Evolution: 16

t

W
e(t)

Figure 2. Evolution of the ensemble weights during a forecasting 
game played every year during a one hundred year forecasting 
interval. The ensemble has one hundred members (experts) and 
the weights are equal at the beginning of the forecasting game. 
After playing the game for one hundred years, the spread in 
weights among the members of the ensemble is considerable. 
The best experts have considerably larger weights than the worst 
experts.
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Figure 3. Comparison between the performance of the equally 
weighted ensemble (green line), the weighted ensemble (blue 
line), and the best expert (red line) at the end of the forecast-
ing game. In this case, the weighted forecaster, as well as the 
best forecaster, as computed using the forecasting with expert 
advice paradigm, significantly outperforms the equally weighted 
ensemble. The forecasting performance is the absolute relative 
forecasting error averaged over a one hundred year forecast-
ing period. The ‘climate’ variable used is the z coordinate of the 
driven Lorenz model. Each member of the ensemble has different 
model parameters and initial conditions. We plot the forecasting 
performance for predicting ‘season’ one - top plot- and for pre-
dicting ‘season’ two - bottom plot.
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Finally, using the insights gained from building ensembles 
to forecast the behavior of the simple driven Lorenz model 
described above, we have started to experiment with 
ensemble design for climate change forecats.  Due to the 
significant difficulties in processing the large and complex 
model outputs generated by the AOGCMs archived by the 
PCMDI project, we have only used a twenty member en-
semble.  Furthermore, we have only been able to apply the 
forecasting paradigm to estimate the weights of the mod-
els for estimating the evolution of the surface air tempera-
ture.  For this climate variable we have used its averaged 
values - averaged over  space (the surface of the Earth) and 
time (annual averages)- and its evolution is shown in Figure 
4 for the twenty member ensemble. To score the perfor-
mance of the ensemble we have used the observational 
data provided by PCMDI starting from 1958 and shown in 
blue circles in Figure 4.  We have only applied the forecast-
ing game for the period 1958-1990 and we have used the 
model weights at the end of this period to make ensemble 
predictions covering the period from 1991 to 1999.  The 
evolution of the weights for this twenty model ensemble is 
shown in Figure 5.  We notice that during the evolution of 
the game two dominant experts have emerged, as expect-
ed from an analysis of Figure 4.  At the end of the game, 
one of these experts has a weight of one and the ensemble 
has collapsed.  As a result we lose the ability to estimate 
the forecasting uncertainty as encoded in the spread of 
the ensemble forecasts.  Before we can draw any definitive 
conclusions more forecasting experiments using the com-
plete set of AOGCMs are necessary.
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Figure 4. The evolution of the surface air temperature - averaged 
over space (the surface of the Earth) and time (annual averages) 
- in twenty atmosphere-ocean general circulation models 
(AOGCMs). The blue circles represent the evolution of observa-
tional data for the period 1958-1999. 
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Figure 5. The evolution of model (expert) weights for an 
ensemble of AOGCMs. The ensemble only includes twenty 
models and it was used to predict the evolution of the surface air 
temperature. The observational data used to score the experts’ 
performance covers only the time interval from 1958 to 1990. 
Each model was initially assigned equal weights. During the fore-
casting game, two models have emerged with dominant weights. 
At the end of the game, one of these models has a weight of one 
and completely dominates the ensemble.
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Introduction

Numerical simulation models, along with theory and 
experiments, have become fundamental tools for un-
derstanding complex nonlinear systems. Most systems 
that we care about for any number of missions, from 
nuclear weapons to the Earth’s climate system, are both 
complex and nonlinear. However, successful application 
of complex models is not straightforward: many of the 
parameters and internal states in these models require 
calibration/updating before meaningful predictions and 
uncertainty estimates can be made. Global optimization 
algorithms based on evolutionary search are increasingly 
being used for estimating parameters and states in these 
models. Many recent studies, including my own research 
using environmental models, have demonstrated that 
hybrid and adaptive methods that extract information 
from the sampling history to continuously update the 
state of the model are dramatically more efficient than 
more traditional static methods. However, the field of 
optimization relies on heuristic approaches to test for 
efficiency, rather than more formal theoretical approach-
es. This calls into question the validity of hybrid and 
adaptive search and optimization methods for solving 
high-dimensional state and parameter estimation prob-
lems. A sound mathematical foundation, combined with 
testing on canonical search problems and real-world ap-
plications, is essential for advancing the field of optimi-
zation beyond its current state, and for solving emerging 
mission-relevant problems.

In this project, we are: 1) developing formal convergence 
proofs of hybrid and adaptive search methods for the so-
lution of nonlinear single and multi-objective optimiza-
tion problems, 2) continuing the development of hybrid 
and genetically adaptive search methods, and 3) apply-
ing these methods to environmental and other modeling 
problems of strategic importance to the Laboratory. This 
research is enabled by the opportunity to collaborate 
with world-class theoretical and numerical analysts and 
physical scientists at LANL, a large selection of mission-
relevant models and emerging problems to choose from, 
and the excellent parallel computing facilities at LANL.

Creating a Mathematical Foundation for High-Dimensional Search and 
Optimization Algorithms to Solve Complex Nonlinear Models
Bruce Alan Robinson

20070560PRD1

Benefit to National Security Missions

The methods developed are integral to the advancement 
of the science and development of next-generation en-
vironmental models in many programs tied to the DOE 
energy security mission, including groundwater resource, 
contaminant transport, oil and gas, nuclear waste dis-
posal, and carbon sequestration applications.

Progress

In the past year, we have developed a novel concept of 
genetically adaptive multimethod search that signifi-
cantly enhances the efficiency of single and multiobjec-
tive evolutionary optimization, and have developed the 
mathematical foundation and numerical implementation 
of a novel Markov Chain Monte Carlo (MCMC) algorithm 
(Differential evolution adaptive Metropolis, or DREAM) 
for computationally efficient posterior inference in a 
Bayesian framework. The algorithmic advances have 
been accepted / published in applied mathematical 
journals, and the usefulness and applicability of these 
methods has been demonstrated by application to vari-
ous sampling and inverse problems in different fields of 
studies. We are currently extending the mathematical 
and numerical advances developed within this project 
to particle filtering approaches for combined parameter 
and state estimation.

In the area of applications, the project’s advances in pa-
rameter estimation and uncertainty estimation have led 
to significant contributions in hydrologic modeling and 
hydrologic laboratory and field methods. For instance, 
in one study, we demonstrated that only a very limited 
number of discharge observations is needed to appropri-
ately calibrate streamflow forecasting models, that data 
of throughfall contain insufficient information to param-
eterize canopy interception models appropriately, that 
water uptake by plant roots is difficult to estimate in the 
presence of significant uncertainty associated with the 
hydraulic properties of the soil, and that most of the un-
certainty in streamflow forecasting is due to uncertainty 
with the observed rainfall data.  The project has also 
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placed LANL at the center of the current debate on the most 
appropriate methods for uncertainty estimation in hydrol-
ogy. Particularly, there is strong disagreement whether an 
uncertainty framework should have its roots within a proper 
statistical (Bayesian) context, or whether such a framework 
should be based on a different philosophy and implement 
informal measures and weaker inference to summarize pa-
rameter and predictive distributions.

On one study, we compared a formal Bayesian approach 
with a more common, but less formal approach for assess-
ing uncertainty in conceptual watershed modeling. Our 
results demonstrated that formal and informal Bayesian 
approaches have more common ground than the hydrologic 
literature and ongoing debate might suggest. The main ad-
vantage of formal approaches is, however, that they attempt 
to disentangle the effect of forcing, parameter and model 
structural error on total predictive uncertainty. This is key to 
improving hydrologic theory and to better understand and 
predict the flow of water through catchments.

Another study considered application of MCMC simulation 
to parameter inference in the Sacramento Soil Moisture 
Accounting (SAC-SMA) model, a lumped conceptual water-
shed model that describes the transformation from rainfall 
into basin runoff using six state variable reservoirs. This 
model is extensively used by the National Weather Service 
for flood forecasting throughout the United States. Inputs 
to the model include mean areal precipitation (MAP) and 
potential evapotranspiration (PET) while the outputs are 
estimated evapotranspiration and channel inflow. This real-
world study poses an interesting challenge for MCMC sam-
plers due to the complexity of the model’s response surface. 
Figure 1 illustrates the evolution of the sampled values of 
the UZTWM parameter, representing the upper zone ten-
sion water maximum storage, as function of the number of 
SAC-SMA model evolutions using the a) classical random 
walk Metropolis (RWM), b) delayed rejection adaptive Me-
tropolis (DRAM) [1] (c), differential evolution-Markov chain 
(DE-MC) [2], (d) DREAM, and (e) Shuffled Complex Evolution 
(SCE-UA) [3] global optimization algorithms. The bottom 
panel (Fig. 1f) depicts the evolution of the mean root mean 
square error (RMSE) value derived with the various meth-
ods. First, note that DREAM exhibits superior performance. 
The N = 13 chains have converged to a limiting distribution 
within 40,000 SAC-SMA model evaluations with a good mix-
ing of the individual trajectories. Second, DREAM achieves 
a significantly lower RMSE than its counterpart of approxi-
mately 13.70 (m3/s) separately derived with the state-of-
the-art SCE-UA algorithm. This analysis shows that SCE-UA 
has converged prematurely to a sub-optimal region in the 
parameter space, contradicting many published studies in 
the literature that have shown that SCE-UA is a reliable and 
efficient optimizer of nonlinear watershed models. These re-
sults suggest that DREAM enhances the efficiency of MCMC 
simulation, and simultaneously estimates values of the SAC-

SMA model parameters that improve the reliability of flood 
forecasts.

Finally, in the past year, the Postdoctoral PI has organized 7 
topical sessions at various (inter)national conferences, and 
has given 10 invited talks and seminars. In addition, 17 pa-
pers have been published or are in press, and four papers are 
currently in review. 

Figure 1. Our DREAM algorithm provides both rapid convergence 
of model parameters to stable values, and smaller errors with 
respect to the real world. Evolution of sampled values of the 
upper zone tension water maximum storage (UZTWM) param-
eter (in mm) with the (a) RWM, (b) DRAM, (c) DE-MC, (d) DREAM 
Markov chain Monte Carlo sampling schemes, and (e) SCE-UA 
global optimization algorithm. Each trajectory in panels (a)-(d) is 
coded with a different color and symbol. The lines in the bottom 
panel (f) depict the evolution of the mean Root Mean Square 
Error value derived with the RWM (purple), DRAM (cyan), DE-MC 
(blue), DREAM (red), and SCE-UA (green) algorithms.

Future Work

Numerical simulation models, along with theory and ex-
periments, have become fundamental tools for the under-
standing complex nonlinear systems and science based 
decision making. However, the usefulness and applicability 
of numerical system models is increasingly being held back 
by problems with parameter and state estimation.  A sound 
mathematical foundation, combined with testing on canoni-
cal search problems and real-world applications, is essential 
for advancing the field of optimization beyond its current 
state, and solve emerging mission-relevant problems. More 
detailed technical descriptions of the three tasks are as fol-
lows: 
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Extension of the work to very high dimensional 1. 
problems using dimensionality reduction: Despite the 
exceptional progress made, the very nature of high-
performance computing model applications are that 
they consist of an extraordinary number of degrees of 
freedom, or unknown parameters that can, in prin-
ciple, be adjusted to optimize the model. This situation 
calls for a new approach to systematically reduce the 
dimensionality of these large-scale simulation models. 
By merging dimensionality reduction methods with our 
new optimization algorithms, we anticipate being able 
to expand the applicability of our research to a much 
broader range of models.

Improving computational efficiency: Our MCMC method 2. 
can be improved by incorporating new ideas that enable 
us to reduce the number of Markov chains that are 
initiated, and by modifying the algorithm to enhance its 
performance in high-performance computing platforms. 

Applications: Work will continue to apply the methods 3. 
to environmental and other modeling problems of 
strategic importance to the Laboratory. Applications 
of interest to LANL and other scientists include those 
in the fields of ecology, hydrology (vadose zone and 
aquifer), hydrogeophysics, and soil physics.

This work is methodological in nature, designed to advance 
the field of optimization, and will allow us to solve currently 
intractable nonlinear parameter and state estimation prob-
lems. This research is enabled by the opportunity to col-
laborate with world-class theoretical and numerical analysts 
and physical scientists at LANL, a large selection of mission-
relevant models and emerging problems to choose from, 
and the excellent parallel computing facilities at LANL.

Conclusion

This work is answering general, methodological questions 
on the science of optimization and mathematical model 
development. The methods developed in this project are 
being applied to natural systems models to provide insights 
about scientific questions of environmental interest. In 
each of these applications, we are collaborating with LANL 
scientists acquiring large, spatially distributed data sets 
and developing complex computer models of these natural 
systems. Thus, by acting as a catalyst to push the frontiers 
of science in these ongoing projects, we are contributing 
to the Laboratory’s efforts in energy security and complex 
natural systems.
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Seasonal influenza kills 36,000 people each year in the 
United States. Pandemics, or global epidemics, can 
kill far more. The world currently faces the threat of a  
severe pandemic from a strain of influenza known as 
H5N1. This strain has infected more than 385 people to 
date, with a mortality rate of 60%.

Influenza interacts with many facets of the immune sys-
tem. In order to infect cells, it must escape destruction 
by small proteins that are secreted by cells in the nose, 
throat, and lung. Once inside cells, influenza makes a 
particular protein that inhibits the host immune re-
sponse and thereby can cause severe disease. H5N1, 
in addition, triggers an over-reaction by the immune 
system by setting off excessive activity of a different 
protein on the surface of cells that signals danger. H5N1 
also triggers increased production of other proteins 
that may amplify this excessive danger signal. This over-
reaction of the immune system is a common cause of 
death due to the H5N1 influenza virus.

Little is known about these interactions between influ-
enza and the immune system. We propose to redress 
these gaps in knowledge in a quantitative way, and then 
based on experimental findings to develop mathemati-
cal models to describe each system. The experiments 
for this study will be conducted using lung cells in cul-
ture infected with contemporary strains of human sea-
sonal influenza.

The ultimate goal of this work is to understand how 
influenza subverts the immune response in order to 
generate a successful infection. If these mechanisms 
can be quantitatively elucidated, then new treatments 
might be designed. Further, we may be able to better 
understand why strains such as 1918 flu and H5N1 are 
so deadly.

The Role of NS1 in Disrupting Immune Responses During Influenza Infection:        
A Modeling and Experimental Approach
Alan S Perelson

20070645PRD2

Benefit to National Security Missions

This project will support the DOE mission in reducing 
biological threats - influenza is on the list of identified 
threat agents. It will also support the missions of DHS 
and NIH in responding to biological threats.

Progress

This project involves both experimental and theoretical 
components. In order to carry out experiments a variety 
of training requirements have had to be met. All LANL-
wide required training, plus seven additional courses 
have been taken. Four more courses  still need to be 
completed.

Experiments will be conducted in the lab space of Ah-
met Zeytun, under an Institutional Biosafety Committee 
(IBC) protocol of Anu Chaudhary and Ahmet Zeytun. 
This required writing a new protocol, which will allow 
new BSL-2 work with influenza. This protocol has been 
approved, and subsequently, we have also achieved ap-
proval of the new BSL-2 room for influenza work and an 
IWD for the work as well. After some of the theoretical 
work described below is completed, experiments will 
begin.

On the theoretical side, we have been developing an 
epidemiological model of influenza infection, with 
which we can examine the effects of antiviral therapy 
for both prevention and treatment, using any combina-
tion of three drugs, such as oseltamivir and zanamivir, 
neuraminidase inhibitors, and amantadine, an M2 chan-
nel blocker. For both amantadine and, increasingly, osel-
tamivir, antiviral resistance has appeared; resistance to 
zanamivir, which is much less commonly used, has yet 
to develop on a significant scale. Thus, there is consider-
able interest in whether combination therapy consisting 
of both amantadine and oseltamivir could still be effec-
tive, and whether more widespread use of zanamivir 
could slow down the development of resistance to any 
or all of these drugs.  The model allows the emergence 
of flu strains resistant to any of the drugs alone or in 
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combination.  The model also follows the spread of resis-
tant virus through the population. The surprising result, 
thus far, is that combination therapy, while blunting an in-
fluenza epidemic, may also lead to the rapid emergence of 
strains resistant to any two drugs used for treatment. The 
model is currently being explored for predictions of which 
combinations of drugs used for prevention and treatment 
will minimize both the numbers of cases and the develop-
ment of drug resistance, over the short and long terms. 
This work should be completed and submitted for publica-
tion soon.

We have also been working on viral dynamic modeling in 
which basic ordinary differential equation models of viral 
growth within a single host are developed and the effects 
of antiviral treatment included in the model. Thus, while 
our epidemiological modeling considers populations of 
people and the spread of virus between them, this type of 
model examines only a single person with infection spread-
ing between cells in that person. Ultimately, multiscale 
models in which both single people and populations are 
modeled need to be developed. The equations in the viral 
dynamic model are nonlinear and we have been develping 
numerical methods of solution. The goal of this work is to 
develop realistic models that can then be used to interpret 
data and estimate model parameters. Preliminary work is 
ongoing and results are promising.

Future Work

Seasonal influenza kills 36,000 people each year in the 
United States. Pandemics can kill far more. The world cur-
rently faces the threat of a severe pandemic from a strain 
of influenza known as H5N1. This strain has infected more 
than 385 people to date, with a mortality rate of 60%.

In order to infect cells, influenza must escape destruction 
by antimicrobial peptides (AMPs), among other barriers. 
Inside cells, influenza makes a protein called NS1 that 
inhibits the host immune response and thereby causes 
severe disease. H5N1, in addition, can trigger an often fatal 
over-reaction of the immune system by signaling through 
a cell surface receptor called TLR4. H5N1 also causes in-
creased production of proteins called SAA, which may am-
plify TLR4 signaling.

Little is known about these interactions between influenza 
and the host. We propose to redress these gaps in experi-
mental knowledge in a quantitative way, and then based 
on experimental findings to develop mathematical models 
to describe the kinetics relevant to each system.

In the experimental component, lung cells in culture will be 
infected with a strain of seasonal influenza, and the kinet-
ics of the production and activities of these host and influ-
enza molecules will be measured, using techniques such 

as quantitative RT-PCR. Based on the data, mathematical 
models will be developed to describe the kinetics of AMP 
and viral production, NS1 production and its interaction 
with host proteins, and SAA production and TLR4 signaling. 
Fitting the models to data will allow estimation of model 
parameters.

The ultimate goal of this work is to understand how influ-
enza subverts the immune response in order to generate a 
successful infection. If these mechanisms can be quantita-
tively elucidated, then new treatments might be designed. 
Further, we may be able to better understand why strains 
such as 1918 flu and H5N1 are so deadly.

Conclusion

Influenza infection has caused tens of millions of deaths. 
There is a chance that bird flu (H5N1) may start a new 
global pandemic. This work will elucidate some of the basic 
mechanisms used by influenza to defeat the host immune 
defenses. If we can better understand how influenza pro-
teins, such as NS1, interact with host proteins to turn off 
host cell defenses we may be able to develop new drugs 
that will be able to better protect us against influenza in-
fection.
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Introduction

Recent research has revealed a new role for sunlight 
in the terrestrial carbon cycle: photodegradation in 
semi-arid environments may account for up to 60% of 
plant litter decomposition (Brandt et al., 2007). This 
process likely results in emission of carbon dioxide, 
a greenhouse gas, and volatile organic compounds 
(VOCs), which impact troposphere ozone concentra-
tions and contribute to secondary aerosol production. 
Furthermore, cloud cover and UV-B, both of which are 
predicted to change with shifts in climate, likely influ-
ence this process 

Photo-degradation of organic matter can occur by di-
rect or indirect processes.  Direct photo-degradation 
occurs when a molecule absorbs light and undergoes 
a reaction resulting in its chemical transformation.  
Indirect photo-degradation is the process whereby a 
photo-excited molecule will react with constituents of 
the system such as water or oxygen to produce reactive 
intermediates, such as the hydroxyl radical which can, 
in turn, react with and breakdown molecules unable to 
undergo direct hoto-degradation.  Resolving the domi-
nant mechanism will provide critical constraints on the 
process and is therefore a key step in placing plant pho-
to-degradation in the context of the global carbon cy-
cle.  For example, if photochemically produced reactive 
oxidants are important in plant photo-degradation, the 
pool of photo-labile carbon is significantly larger than if 
the process were limited to molecules that undergo di-
rect photo-degradation, due to the strong reactivity of 
oxidants such as the hydroxyl radical with a wide-range 
of organic molecules.  The objective of this study is to 
quantify the role of direct vs. indirect photo-degrada-
tion in the production of carbon dioxide and VOCs from 
plant litter found in water-limited ecosystems. 

Benefit to National Security Missions

This project will support LANL’s mission of energy se-
curity and DOE’s Office of Science mission in Biological 
and Environmental Research by advancing monitoring, 

Photodegradation of Leaf Litter in Water-Limited Ecosystems
Thomas A Rahn

20070688PRD3

mitigation, and verification technologies for Carbon 
Sequestration Science, in particular, terrestrial carbon 
sequestration.

Progress

This project called for exposing plant material to ultra-
violet (UV) radiation in a controlled environment over 
a range of temperatures and pressures with subse-
quent analysis of reaction products by various trace gas 
analyzers employed in our laboratory. In the first nine 
months of this project, we assembled the requisite ma-
terials required to perform the experiments including 
UV source, UVA and UVB filters and photometers and 
a specially made quartz reaction vessel with a water-
cooled jacket. The system has been tested without plant 
material to test air tightness; background signals result-
ing from the O-ring materials have been resolved.  We 
have quantified the photochemical release of CO2 from 
dried leaf litter of 10 tree and grass species prevalent in 
major biotic zones of New Mexico, including its isotopic 
signature.  Emitted CO2 and its isotopic signature were 
measured using a tunable diode laser (TDL) to assess 
the pool of photochemically-labile plant matter (δ13C-
CO2) in a given sample and to assess the source of the 
oxygen (δ18O-CO2).  The cumulative CO2 released upon 
exposure of 0.1-0.3 g of dried leaf litter to three hours 
of simulated sunlight ranged from 300-900 ng CO2 per 
g of carbon in the dried litter.  Generally, the isotope 
13C-CO2 was depleted (4-7 ± 2‰) with respect to the 
leaf litter sample.  The isotope 18O had a similar abun-
dance to atmospheric O2, suggesting that the oxygen in 
the emitted CO2 originated from the atmosphere. 

Examples of CO2 emitted and its isotopic content are 
shown in Figure 1 for an oak leaf. In this example, a 
sample of oak leaf was exposed to UV radiation for 
a period of 3 hours, after which the chamber air was 
purged and introduced to the TDL instrument. The 
pulse of CO2 is shown in Figure 1A . Integration of this 
peak yields the rate of photochemically induced carbon 
loss. The 13C and 18O content of the released CO2 are 
shown in panels B and C. The isotopic values are deter-
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mined from the average for the period over which the CO2 
concentration exceeds 200 ppm, the lower limit for which 
isotopic results are valid.
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Figure 1. CO2 and its isotopic content emitted from oak leaf 
material exposed to three hours of simulated sunlight. See text 
for more detail.

Future Work

Future work will continue to explore and quantify the 
amount of carbon released as CO2 during these processes. 
In addition, we will begin to quantify emission of other car-
bon containing species such as methane, carbon monoxide 
and VOCs. We also will introduce various oxygen bearing 
radical species to our simulator and begin to explore the 
relative influence of direct and indirect processes. 

Conclusion

This project will resolve whether photodegradation of 
plant material is a direct or an indirect process (or a combi-
nation of both) and investigate the processes which plant 
directly oxidizes material in the presence of sunlight. The 
results will provide much needed information on the role 
of abiotic plant decomposition in the carbon cycle of arid 
lands.
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Multiphase flow and reaction in charged porous media 
are ubiquitous in energy and environmental sciences 
research and pose a formidable challenge. In the pres-
ent scenario of a global concern over energy security 
and environmental issues, the physics of transport and 
reaction encompassing multiple length scales prevalent 
in natural and synthetic porous media is poised to play 
a key role. Two critical research needs of prominent 
national and global importance within the broad spec-
trum of energy and environmental issues include se-
questration of carbon dioxide (CO2), a greenhouse gas,  
and clean energy harvesting via a sustainable hydrogen 
energy economy. CO2 sequestration involves transport 
and reaction physics in geologic porous media, while 
hydrogen energy involves complex, electrochemical re-
action coupled multi-physical transport phenomena in 
fuel cells comprising of varied synthetic porous media. 
However, the inherently complex morphology of such 
porous media coupled with multi-physical (physico-
electro-chemical), reactive (chemical/electrochemical) 
transport and interfacial processes catering over multi-
ple length scales (nano/micro/meso/macro) makes this 
problem notoriously difficult and consequently poses 
several open questions of fundamental and scientific in-
terest. In this project, we intend to develop for the first 
time a comprehensive pore-scale modeling framework 
involving multiphase (air/water), reactive (chemical/
electrochemical) transport and interfacial processes in 
the presence of electrical charge in the sub-micron and 
micron length scales in porous media. The overriding 
objective of this project is to develop a science-based 
approach toward fundamental understanding of the un-
derlying transport and reaction in charged porous me-
dia and answer some of long-standing questions in the 
broad spectrum of energy and environmental research, 
including subsurface contaminant migration, geological 
CO2 sequestration, and fuel cell technology.

Pore-Scale Modeling of Multiphase Flow and Reaction in Charged Porous 
Media
Qinjun Kang

20070760PRD4

Benefit to National Security Missions

This project will support the DOE/NNSA missions in En-
ergy Security, Environmental Quality, and the missions 
of the Office of Science by enhancing our understanding 
of underlying multiphase flow and reaction in porous 
media at the pore scale in the presence of charged sur-
faces.

Progress

A key focus of this project since its inception in January, 
2008, has been on pore-scale, multiphase transport in 
micro-porous media with relevance in the energy and 
environmental research. A pore-scale formalism en-
compassing a microstructure reconstruction model and 
a two-phase lattice Boltzmann (LBM) model has been 
developed in order to study the profound structure-
wettability-transport interplay prevalent in the micro-
porous (porous composite and  fibrous) structures in 
the emerging field of electrochemical energy conver-
sion devices, specifically in the polymer electrolyte fuel 
cells for automotive power. This is the first attempt to 
understand the two-phase (air/water) behavior and 
interfacial dynamics including droplet formation, flood-
ing front formation and propagation and two-phase 
regime transition dynamics (capillary fingering to stable 
displacement) in the fuel cell micro-porous structures 
which exhibit strong capillary dominated transport.  The 
details of this study are furnished in a journal article [1], 
which is currently under review.

Another fundamental study has been conducted using 
the two-phase lattice Boltzmann model to study the 
droplet motion and dynamics on a wettability graded 
channel wall with different hydrophilic and hydrophobic 
surface patterning. This study is perceived as a pore-
scale prototype numerical experiment to understand 
the strong coupling between droplet motion and wet-
ting characteristics depending on the capillary number, 
a measure of the relative importance of the surface 
forces. A fundamental understanding of capillarity-
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wettability interplay is imperative to potential two-phase 
regime exploitation (e.g. capillary fingering, viscous finger-
ing, stable displacement) in the emergent engineering (e.g. 
energy, microfluidics) applications. A journal manuscript 
detailing the findings from this study is currently under 
preparation.

In order to study the electrochemistry-coupled transport 
mechanisms in porous structures, a direct numerical simu-
lation (DNS) model based on fine-scale computational fluid 
dynamics (CFD) formalism has been developed. The DNS 
model solves the species and charge transport along with 
interfacial electrochemical kinetics directly on top of the 
porous microstructure. Recent work is specifically directed 
toward the development of surface complexation reac-
tions between the aqueous and solid phases in a porous 
structure. Concurrently, work is underway to develop an 
integrated formalism encompassing the LBM for solving 
multiphase flow and the DNS model for solving transport 
which is envisioned to provide a coherent description of 
coupled mutiphysical transport in charged porous media. 
In this regard, an improved lattice Boltzmann formalism for 
studying two-phase transport is also currently under devel-
opment which would relax some of the present numerical 
restrictions (e.g. high density ratio). Recent efforts have 
been presented in the CMWR conference [2] and the CEKA 
annual meeting [3].

As a precursor to the pore-scale modeling of transport 
in charged porous media, a theoretical study has been 
performed to study the electrochemistry and electroki-
netic effects on transport in catalytic porous structures. 
A specific study in the context of fuel cell electrodics en-
compassing electrochemical reaction, electromigration, 
electrostatics and charge accumulation along with species 
transport has been conducted. This study presented in the 
ELKIN2008 conference on non-linear electrokinetics in the 
context of electrochemical energy systems research was 
a unique contribution. In particular, this work has direct 
implications in decontamination of porous structures. A 
manuscript on the theoretical study of electrochemistry 
and electrokinetics in catalytic porous structure is 
currently under preparation. This further emphasizes the 
multidisciplinary nature of the research scope addressed 
through this project. 

Future Work

We will continue the work to develop a comprehensive 
pore-scale modeling framework for investigating transport 
in the presence of charged mineral surface in porous me-
dia based on the Lattice Boltzmann (LB) method. Specifi-
cally, the future work will involve: 1) the development of 
an innovative model to account for electric double layer 
effects on transport in single aqueous phase, multicompo-
nent systems; and 2) the extension of the model to multi-

phase systems with high density and viscosity contrast. The 
proposed research will be based on our existing expertise 
in both electrochemistry and thermal-fluid sciences and 
experience with the LB method.

Conclusion

Accounting for electrochemical processes in multiphase 
flow and reaction is critical to understanding colloid facili-
tated transport of radionuclides. This project will enable a 
science-based approach toward fundamental understand-
ing of the underlying transport and reaction mechanisms 
for the migration of radionuclides involving heterogeneous 
surface reactions with minerals. A computer code on this 
subject will be developed to model these processes and 
research results will be published in leading journals. This 
project will have direct implications in a broad spectrum of 
environmental and energy research, including subsurface 
contaminant migration, CO2 sequestration in geologic for-
mations, and fuel cell technology.
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Introduction

Recent observations show that outlet glaciers and ice 
streams in Greenland and West Antarctica have acceler-
ated and thinned dramatically, with atmospheric and 
oceanic warming the likely cause.  Given the potential 
catastrophic impacts of rapid sea level rise, it is critical 
to predict how ice sheets will respond to future climate 
warming.  This is not yet possible because fundamen-
tal physical processes are not represented in ice-sheet 
models and are only beginning to be understood.  The 
goal of this project is to improve ice sheet models by 
including realistic treatments of 1) subglacial hydrology 
that can evolve in response to changes in the overlying 
ice sheet, and 2) basal sliding in regions underlain by 
deformable subglacial “till.”  These processes are crucial 
for predicting the evolution of ice streams and outlet 
glaciers, which can flow 10 to 100 times faster than ice 
that is frozen to the bed.  The new process models will 
be implemented in a state-of-the-art ice-sheet model 
(GLIMMER), the ice-sheet component of the Commu-
nity Climate System Model (CCSM).  This model will be 
used by glaciologists and climate modelers worldwide 
for regional studies and global climate projections.  In 
particular, model results from GLIMMER and CCSM will 
be incorporated in the reports of the Intergovernmental 
Panel for Climate Change (IPCC), which won the 2007 
Nobel Peace Prize for its role in educating the world 
about the risks of climate change.  The most recent IPCC 
assessment report specifically noted the need for better 
ice sheet models.

Benefit to National Security Missions

This project supports the DOE mission of the Office of 
Science by enhancing our understanding of physical pro-
cesses that control the response of ice sheets to climate 
change.

Progress

The postdoc Stephen Price has ported a state-of-the-art 
ice sheet modeling code from the University of Bristol 
to LANL and has 1) continued his work on general model 

Modeling Fast Basal Sliding of Ice Sheets for Climate and Sea Level Prediction
William Henry Lipscomb
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development, and 2) started model development spe-
cific to his LANL project.

General model development, which is necessary to ap-
ply the model towards the specific project goals but is 
also necessary to use the model for any large-scale pre-
dictive simulations, has included the following:

The addition of a stable ice-thickness evolution solv-• 
er for predicting changes in ice sheet geometry over 
time.  Additional work has been done with U.K. col-
leagues to include a more accurate, stable, and effi-
cient thickness evolution scheme.  The new scheme 
is currently being tested and will be applied toward 
model experiments to be presented at the 2008 Fall 
meeting of the American Geophysical Union (AGU; 
see below).

The addition of the ability to simulate regions of • 
floating ice (e.g. ice shelves or ice tongues), which 
are fully coupled to land-bound, grounded ice.  Pre-
viously, this improvement applied only to ice shelves 
with a simplified shelf-front geometry.  As of Octo-
ber 2008, this scheme has been generalized to apply 
to ice shelves with arbitrary horizontal dimensions.  

The addition of a freely moving grounding line (the • 
point of transition/coupling between grounded and 
floating ice).  Work is underway to verify that mod-
eled grounding line migration—which is known to 
be highly susceptible to numerical artifacts—is con-
sistent with benchmarking experiments.

Changes required so that the model will compile • 
and run on numerous platforms and give identical 
results. 

Modifications in the current “higher-order” momen-• 
tum balance solver so that it will compile and run 
within the GLIMMER ice sheet model, which cur-
rently uses an oversimplified momentum balance 
solver.  GLIMMER has been coupled to CCSM, and 
the addition of a higher-order solver will allow for 
much more realistic simulations of ice sheet flow 
and evolution.
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Model development specific to the goal of improving the 
simulation of regions of fast sliding in ice sheets includes 
the following:

The addition of a simple iteration to approximate gla-• 
cier sliding over a “plastic bed.”  That is, below some 
yield stress, no sliding occurs, and at the yield stress, 
sliding occurs such that basal shear stress remains at 
the yield stress.  Initial tests suggest that this iteration, 
which is straightforward to implement and computa-
tionally inexpensive, may be adequate for capturing 
the large-scale behavior of ice streams sliding over 
a plastic bed (which occurs in numerous locations in 
Antarctica).  Further testing is needed to determine 
whether this treatment will be adequate in the long 
term.

Work with colleagues at the University of Cambridge • 
on incorporating a basal-processes model into the 
code.  The basal processes model takes information 
on basal hydrology (e.g. how wet the bed is) and 
known subglacial-interface properties (e.g. whether 
the interface is bedrock or soft, weak, moldable till) 
and provides the larger model with an estimate for 
the required yield stress.  Initial experiments from the 
coupled ice sheet / basal-processes model will be pre-
sented at the 2008 Fall AGU meeting.

An initial tuning of basal sliding parameters for the • 
Greenland ice sheet. This is a necessary step in obtain-
ing a reasonable initial condition from which predic-
tive runs of Greenland’s future mass balance will start. 
Figure 1 compares the modeled ice sheet surface 
velocities (“model”) to the observation-based velocity 
field (“observations”) used to tune the model sliding 
parameters. Work is underway to use this model state 
as an initial condition from which to conduct a range 
of perturbation experiments, exploring the short-term 
response of the Greenland ice sheet to environmental 
forcing (i.e., sea level contribution during the next sev-
eral decades). 

Price has given presentations discussing the goals and prog-
ress of his work to the Climate, Ocean and Sea Ice Modeling 
(COSIM) group and the T-3 (Fluid Dynamics and Solid Me-
chanics) Group at LANL.  He presented his work to the larg-
er climate modeling community at the annual Community 
Climate System Model workshop in Breckenridge, Colorado, 
in June 2008.  He presented his research and led a break-
out session at the August 2008 LANL workshop, “Building 
a next-generation community ice sheet model.”  He is co-
author of the workshop report (a summary of which has 
been submitted to Eos, the journal of AGU transactions), 
and he is leading a focus group on ice sheet hydrology that 
emerged from the workshop.  In September he presented 
results from model experiments on grounding line migra-

tion at the international Forum for Research into Ice Shelf 
Processes (FRISP) meeting in Derbyshire, U.K.  In November 
he gave a summary of his earlier work at the National Acad-
emy of Sciences 2008 Kavli Frontiers of Science Symposium.  
In December, he will be co-author on two presentations at 
the annual AGU meeting in San Francisco.  One will summa-
rize model experiments exploring the evolution of an ideal-
ized 3D ice sheet/stream/shelf system coupled to the basal 
processes model discussed above. The second will present 
initial progress towards coupling the ice sheet/stream/shelf 
model to the LANL HYPOP ocean circulation model. He is a 
co-author of two papers published this year in the Journal 
of Glaciology [1, 2].

Figure 1. (a) Modeled surface velocities of the Greenland ice 
sheet, using a new model with a higher-order stress balance. (b) 
‘Balance’ velocities based on the observed surface mass balance.  
Velocities are plotted on a logarithmic scale; the numbers on the 
color scale correspond to the logarithm (base 10) of the velocity 
in m/s.

Future Work

Ice sheets will likely be primary contributors to 21st cen-
tury sea level rise, but estimates of these contributions are 
poorly constrained because essential physical processes 
that control ice sheet outflow on yearly to decadal time 
scales are missing from predictive ice sheet models.  The 
goal of this project is to develop improved models of sub-
glacial hydrology and basal sliding for ice sheet and climate 
studies.  During the coming year, generic sliding laws and 
a plastic-bed sliding law will be added to the GLIMMER ice 
sheet model, and the model will be tested using standard 
benchmarks.  Using modern-day maps of subglacial prop-
erties (e.g., basal traction and basal water-layer thickness), 
empirical relationships will be defined to link sliding pa-
rameters with the subglacial water system.  The improved 
basal boundary conditions will be used to perform simple 
applications.  A subglacial water model will then be added 
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to GLIMMER, and the evolution of subglacial water will 
be linked to the evolution of sliding parameters.  The im-
proved model will be applied to outlet glaciers in Green-
land and to ice streams in the Amundsen and Ross Sea em-
bayments of West Antarctica in order to better understand 
the cause and future course of changes in those regions.  
This research will result in an ice sheet model with more 
accurate and realistic basal boundary conditions, which 
are necessary for predicting the response of the Greenland 
and Antarctic ice sheets to climate changes.  The model 
will be incorporated in CCSM and will be used by glaciolo-
gists and climate modelers worldwide for regional studies 
and global climate projections.

Conclusion

The desired outcome of this effort is a next-generation ice 
sheet model that can be used to predict the rate of sea lev-
el rise associated with the potentially rapid retreat of the 
Greenland and West Antarctic ice sheets.  As underscored 
by the recent assessment report of the Intergovernmental 
Panel for Climate Change, current ice sheet models are too 
crude to simulate rapid dynamic changes in ice outflow.  
Since rapid sea level rise could have huge socioeconomic 
impacts, improved ice sheet models are essential for evalu-
ating risks associated with climate change.

References

Price, S. F., A. J. Payne, G. A. Catania, and T. A. 1. 
Neumann. Seasonal acceleration of inland ice via 
longitudinal coupling to marginal ice. 2008. Journal of 
Glaciology. 54 (185): 213.

Catania, G. A., T. A. Neumann, and S. F. Price. Charac-2. 
terizing englacial drainage in the ablation zone of the 
Greenland ice sheet. 2008. Journal of Glaciology. 54 
(187): 567.

Publications

Catania, G. A., T. A. Neumann, and S. F. Price. Character-
izing englacial drainage in the ablation zone of the Green-
land ice sheet. 2008. Journal of Glaciology. 54 (187): 567.



LDRD FY08 Annual Progress Report 501

postdoctoral research & development

Environmental & Biological Sciences
continuing project

Introduction

Combating infectious disease demands a comprehen-
sive approach, which requires understanding the mech-
anisms of pathogenesis and host-pathogen interactions 
on multiple scales – from pathogen cell invasion all the 
way to the host immune response. It also calls for fast 
and efficient methods of pathogen detection. Our re-
search has focused on two aspects of the problem.  The 
main research direction has dealt with the understand-
ing the kinetics of the immune response to pathogens. 
The second focused on the understanding of the mech-
anisms by which the cell regulates transport of matter 
into and out of the cell nucleus, which is pertinent to 
viral replication, and development of the methods for 
pathogen detection. 

Kinetics of immune response

The immune system protects higher organisms from 
infection by pathogenic microorganisms.  For intracel-
lular pathogens, such as viruses and certain types of 
bacteria, cytotoxic T lymphocytes (CTL), are the primary 
means of defense. After activation by encounter with 
an antigen,  T cells  proliferate at a rapid rate and dif-
ferentiate into CTLs, which then kill infected cells.  The 
magnitude, the duration and the rapidity of the T cell 
response dictate the clinical course and the eventual 
outcome of the infection.  The factors that determine 
the kinetics of T cell response are still poorly under-
stood. Discriminating between different mechanisms 
and models of the kinetics of the immune response 
requires development of a quantitative conceptual 
framework that, in particular, allows quantitative esti-
mation of the kinetic parameters pertinent to T cell ac-
tivation, such as birth and death rates during different 
phases of the response. Our goal is to develop models 
of the kinetics of the T cell response and validate them 
by comparing with the experimental data.

Mechanisms of selective transport through nano-
channels and of nucleocytoplasmic exchange

Functioning of living cells requires selective transport 
of molecules into and out of the cell nucleus. This 
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transport is also important for the replication of many 
viruses, such as influenza, that replicate in the nucleus.  
It occurs through Nuclear Pore Complexes (NPC) - chan-
nels that are able to selectively transport only certain 
molecular species into the nucleus, while effectively 
filtering out others, even very similar ones.  Moreover, 
NPCs can selectively transport their specific molecules 
in the presence of vast amounts of non-specific com-
petitors.  Strikingly, transport through the NPC occurs 
without direct input of metabolic energy and without 
transitions from an ‘open’ to a ‘closed’ state during the 
transport event. Other biological channels function in 
a similar way. In addition, mechanisms of selectivity 
operational in such channels hold a great potential for 
applications in nano-technology and nano-medicine, 
which recently has lead to design artificial selective 
nano-channels. In particular, such channels can (and 
have been) used for pathogen detection. Precise mech-
anisms and conditions of selective transport through 
such selective nano-channels are still unknown.  

Benefit to National Security Missions

This project will support the DOE mission in threat re-
duction by enhancing our understanding of the body’s 
ability to fight natural and engineered threat pathogens 
and will contribute to development of new methods of 
pathogen detection. 

Progress

Combining quantitative experiments and modeling to 
understand kinetics of immune response

Using the theory of branching processes, we have de-
signed theoretical tools that provide a general frame-
work for quantitative understanding of T cell kinetics 
(Figure 1). Together with experimental collaborators 
at the Sloan Kettering Memorial Cancer Center, New 
York, we performed quantitative experiments in order 
to quantify the in vivo kinetics of T cell activation, pro-
liferation and decline during the acute response to an 
intracellular bacterial infection. The experiments used T 
cells from a transgenic mouse model, developed by Dr. 
Alena Gallegos in the laboratory of Dr. Eric Pamer.  
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Figure 1. Schematic illustration of the process of lymphocyte 
expansion and contraction represented as a branching process.

In particular, in the first stage of the project, we have fo-
cused on the application of our theoretical tools to the 
analysis of the CFSE labeling experiments. CSFE is an intra-
cellular dye that dilutes approximately two-fold every time 
a cell divides, which experimentally allows to measure  the 
number of cells that have divided n times at a given time 
t. From comparison with the theoretical predictions of our 
model, we have extracted the kinetic parameters such as 
the birth and death rates of the lymphocytes (Figure 2).  

Figure 2. Estimated kinetic parameters of T cell expansion are 
obtained from the fit of the theoretical model to the experimen-
tal data.

Our theory has also helped to address experimental chal-
lenges. One current difficulty is obtaining well resolved 
labeling data in vivo, which is very noisy. Potentially, many 
factors can contribute to the noise in vivo experiments, 

including the small numbers of labeled cells. Building upon 
the analytical theory, we have developed an agent-based 
simulation of the process of activation, proliferation and 
death of lymphocyte populations.  Using simulations, 
we have established that the major factor determining 
the level of noise is the initially wide distribution of the 
amount of CFSE in labeled cells. This lead us to use an in-
strument called a fluorescently activated cell sorter (FACS), 
to pre-sort cells over their CFSE count, prior to the experi-
ment, in order limit the noise. Also, using available data on 
the estimated division rates, we ran simulations in order to 
determine the time points that provide most information 
for the estimation of the kinetic parameters. This resulted 
in well-resolved CFSE data that is amenable to quantitative 
analysis. 

Altogether, using insight obtained from the theory, to-
gether with Dr. Alena Gallegos in Pamer’s lab, we have col-
lected sufficiently well time resolved data on lymphocyte 
proliferation, suitable for quantitative analysis. The data is 
currently being analyzed in order to extract the birth and 
death rates of the lymphocytes in different division classes, 
as shown in Figure 2.  To the best of our knowledge, this 
is the first time a study of such magnitude and scope has 
been attempted.  

Nano-channels and nucleo-cytoplasmic exchange

We have developed a theoretical model to explain the 
mechanisms of selectivity of transport through biological 
and artificial nano-channels, which contains only two es-
sential ingredients: - i) transient trapping of the cargoes 
inside the channel (e.g. due to transient binding to moi-
eties inside the channel) ii) competition between the trans-
ported molecules for the limited space inside the channel 
(Figure 3).

 

Figure 3. Representation of the transport through a channel in 
terms of random hopping with exclusion.
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Parts of the work have been done in a close collaboration 
with the experimental colleagues at Rockefeller University 
who have been working on implementation of the con-
cepts in a real nano-molecular filter. 

The theory provides a mechanism for selectivity based on 
the differences in the kinetics of transport through the 
channel between different molecules, provides a basis for 
understanding the  mechanisms of nucleo-cytoplasmic 
exchange, and provides a blueprint for future creation of 
ever more selective artificial nano-channels. The theoreti-
cal predictions explain well previous experimental results 
and have been verified in ongoing experiments at the 
Rockefeller University [1-2]. 

Future Work

Kinetics of the immune response

 We propose to elucidate the mechanisms involved in the 
T cell response via a new generation of theoretical models 
and concepts informed by quantitative experiments.  As a 
part of this program we shall continue developing quanti-
tative methods (both experimental and computational) to 
measure the pertinent kinetic parameters.

 In parallel, we shall examine several models of the T cell 
activation. In particular, we will examine a model in which 
an initial brief encounter with the antigen starts an intrac-
ellular, genetic, or epigenetic differentiation process, which 
leads to rapid proliferation followed by equally rapid cell 
death (a ‘program’).  A second model will examine global 
feedback through where T cell death is regulated through 
a soluble molecule that is secreted by the expanding T cells 
themselves. Thus, as the T cell population gets large, the 
concentration of this molecule will increase and provide a 
feedback leading to the population contraction. These and 
other models will be formulated and tested against experi-
mental data. Understanding quantitatively the immune 
responses to intracellular pathogens could profoundly af-
fect disease treatments. 

Understanding the mechanisms of viral entry and design 
of efficient bio-sensors for pathogen detection.  

Due to the lack of space, we cannot elaborate on the fu-
ture research in this direction. In one sentence, we shall 
build upon the theory we have developed to further our 
understanding of mechanisms of viral entry to the nucleus, 
and to design efficient molecular nano-sorters and bio-
sensors. 

Conclusion

This research will enhance our knowledge of how the im-
mune system fights intracellular pathogens, such as viruses 

and certain bacteria, and will enhance our abilities in 
pathogen detection.  We expect to learn in detail how the 
immune response develops in the presence of a pathogen 
and how it is ultimately shut off as the pathogen is elimi-
nated.  If the immune response is not properly shut off 
then autoimmune disease could result.  We also expect to 
learn about the details of mechanisms of viral entry to the 
nucleus and use the learned mechanisms for the design of 
efficient bio-sensors for pathogen detection.
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Introduction

Nanocrystal quantum dots (NQDs) are nanosized semi-
conductor crystals that show high photoluminescence 
quantum yields. The color that they emit can be tuned 
by adjusting the size of the dot, because of an effect 
called quantum confinement. Based of these proper-
ties, nanocrystals are attractive materials for applica-
tions in areas such as optical amplification and lasing 
[1]. However, the practical utilization of nanocrystals in 
lasing is complicated by their low stability at the high 
excitation intensities required to obtain optical gain and 
fast carrier nonradiative losses resulting from multiexci-
ton Auger recombination.

Recently, we have developed a new type of composite 
core-shell NQDs that comprise a small quantum-con-
fined core of CdSe overcoated with a very thick shell 
(up to 20 monolayers) of a wider gap material such as 
CdS [2]. The overall size of these composite particles 
is quite large (10 – 20 nm), therefore, they have been 
dubbed “giant” quantum dots (g-NQDs). Compare to 
traditional dots, g-NQDs show greatly increased absorp-
tion cross-sections, enhanced emission efficiencies, and 
improved photostability. Our initial studies also indicate 
that they exhibit reduced rates of Auger recombina-
tion, in which energy flows through other paths and 
is unavailable for lasing. All of these properties are 
beneficial for photonic applications, especially, in lasing 
technologies. The goal of this project is to evaluate the 
potential of g-NQDs in optical amplification and lasing 
through comprehensive studies of their electronic and 
optical properties conducted in conjunction with micro-
structural characterization and theoretical modeling of 
electronic states and carrier relaxation dynamics.

Benefit to National Security Missions

This work can potentially enable novel types of com-
pact, tunable lasers, providing thus a contribution to 
several technologically important areas such as optical 
amplification, fiber optics, telecommunication, and re-
mote sensing. All of these areas are of significant inter-
est to the DOE Office of Basic Energy Sciences.

Spectroscopic Studies and Photonic Applications of “Giant” Nanocrystal 
Quantum Dots
Victor Ivanovich Klimov
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Progress

During the past year, we have studied single- and multi-
exciton recombination dynamics in g-NQDs comprising 
a 5-nm CdSe core overcoated with 11 or 19 monolayers 
of CdS (Figure 1a). These studies indicate an increased 
radiative decay time compared to traditional nanocrys-
tals (up from ~20 ns to ~60 ns). Further, we observe an 
approximately three-fold lengthening of Auger lifetimes 
compared to standard NQDs emitting at the same 
wavelength. The latter is a quite promising result from 
the perspective of lasing applications, because Auger 
decay represents a major factor that limits optical gain 
lifetimes in these structures.

We have also tested te optical-gain performance of g-
NQDs by analyzing pump intensity onsets for amplified 
spontaneous emission (ASE) and ASE spectral proper-
ties. We observe that the ASE threshold drops down to 
just a few tens of microjoules per centimeter squared, 
which is one to two orders of magnitude lower than for 
standard, core-only nanocrystals (Figure 1b). We also 
observe other unusual optical-gain behaviors for these 
structures such as multi-band ASE spectra, in which the 
band-edge emission co-exist with higher-energy stimu-
lated emission features due to transitions involving 
excited electronic states (Figure 1c). The overall spectral 
range of optical amplification in g-NQD samples extends 
over more than 500 meV. ASE with such a large spectral 
width has never been previously observed for any other 
types of optical gain media. The large spectral width of 
the optical gain can be used to produce lasing materials 
with a continuously tunable emission color. 

To elucidate unusual optical-gain properties of g-NQDs, 
we have conducted effective-mass modeling of their 
electronic structures. The results of these calculations 
indicate that these nanocrystals belong to quasi-type-II 
structures, in which spatial distributions of electron and 
hole wave functions differ significantly from each other. 
The reduced spatial electron-hole overlap may explain 
the reduction in the rates of both single-exciton radia-
tive decay and Auger recombination. These properties 
coupled with enhanced absorption cross-sections likely 
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result in the observed reduction in the ASE threshold and 
extension of the optical-gain spectral range.  

            
Figure 1. (a) A transmission micrograph of g-NQDs comprising a 
5 nm CdSe core overcoated with 19 monolayers of CdS. (b) The 
development of amplified spontaneous emission  (ASE) in a 
g-NQD sample within three different spectral bands (labeled in 
panel c) as a function of pump fluence, in comparison to data for 
a regular core-only NQD sample. (c) The ASE spectra of g-NQD as 
a function of pump fluence.  

Future Work

In our future work, we will conduct detailed studies of 
single and multiexciton dynamics in g-NQD as a func-
tion of “geometrical” (e.g., core size and shell width) and 
“electronic” (e.g., band offsets at the core/shell interface) 
parameters. This experimental work will be performed in 
conjunction with theoretical studies of electronic struc-
tures and carrier relaxation behaviors, conducted using ef-
fective mass approximation and perturbation approaches. 
In addition to ensemble spectroscopic methods, we will 
also utilize single-nanocrystal spectroscopies involving mi-
cro-photoluminescence and photon-correlation measure-

ments. These studies will help us to distinguish between 
spectroscopic signatures of single- and multiexciton states 
and clarify the role of Coulomb effects in multiexciton dy-
namics. We will also study lasing performance of g-NQDs 
by combining them with various optical microcavities in-
cluding photonic structures. As a result of these efforts, we 
will attain a better understanding of factors that control 
optical-gain spectral characteristics and relaxation dynam-
ics, which will help in practical utilization of g-NQDs in las-
ing technologies. 

Conclusion

Our research is expected to lead to understanding of 
electronic structures and carrier relaxation behaviors in a 
recently developed, new type of nanocrystalline materi-
als - giant NQDs. One anticipated result of our work is the 
understanding the role of Auger processes in recombina-
tion of multiexciton states. Since stimulated emission from 
multiexcitons dominates the optical-gain properties of 
nanocrystals, this work will help us to evaluate the poten-
tial of g-NQDs in lasing technologies. An expected practical 
outcome of this project is the demonstration of highly ef-
ficient, color-tunable lasing structures based on chemically 
synthesized nanoparticles. 
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Introduction

Humans during their lifetime encounter many patho-
gens. The immune system is responsible for clearance 
of these pathogens from the host. Clearance of intrac-
ellular pathogens, such as viruses, is mainly achieved by 
a special population of immune cells, CD8 T-cells that 
can kill pathogen-infected cells. Although for several 
viruses the importance of CD8 T cells in pathogen clear-
ance has been established, many quantitative proper-
ties of the infection, such as the growth dynamics of 
the pathogen, and the dynamics of pathogen clearance 
by the CD8 T-cell response, are unknown in detail. This 
project aims to provide basic information about these 
dynamic processes.

Benefit to National Security Missions

This project will support the DOE mission in threat 
reduction / WMD nonproliferation by enhancing our 
understanding of virus infections and the immune re-
sponse to them. It is important to support other mis-
sions of the laboratory as well (e.g., Homeland Secu-
rity), but not to the exclusion of the DOE mission.

Progress

Postdoc appointment did not begin until September 
2008.  Thus, little progress so far. Nonetheless, one 
part of the proposal was on estimating the killing 
efficacy of CD8 T cells - T cells that control growth of 
viral infections in mice and humans. We have started 
a collaboration with the lab of Prof. Aron Lukacher 
(Emory University, Atlanta, GA) to measure the killing 
efficacy of CD8 T cells following a polyoma virus (PyV) 
infection of mice. Polyoma virus establishes a chronic 
infection in mice and our study will be the first one 
to quantify the killing efficacy of CD8 T cells during a 
chronic viral infection. 

Preliminary results suggest that the killing efficacy of 
CD8 T cells specific to one epitope of PyV during the 
acute phase of the infection is very similar to previous 
estimates of the killing efficacy of CD8 T cells specific 
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to a different virus, lymphocytic choriomeningitis virus. 
Also, during the chronic phase of the infection, CD8 T 
cells appear to maintain their killing efficacy, which is 
surprising given that it is believed that T cells generally 
loose their effector functions during chronic viral 
infections. We are currently discussing the possibility 
of additional experiments to test specific predictions of 
our model.

Future Work

The proposed research is aimed at developing novel 
mathematical models describing the dynamics of vi-
ruses and CD8 T cell responses that can control viral 
growth. The developed models will be tested against 
data on the dynamics of viral infections and the host’s 
CD8 T cell responses. The models will improve our 
fundamental understanding of how viral infections are 
fought. Specifically, we will investigate the growth ki-
netics of simian immunodeficiency virus (SIV) in sooty 
mangabeys (SM) the natural hosts of the virus and 
rhesus macaques (RM). Data for this project are avail-
able through a collaboration with Dr. G. Silvestri (Univ. 
Penn.). Many vaccines against HIV that stimulate CD8 
T cells are currently being tested in RM. Many studies 
have shown, such vaccines fail to provide sterilizing im-
munity (i.e., cannot prevent viral growth in vaccinated 
hosts). Via a collaboration with D. Barouch (Harvard), 
we will investigate using mathematical models potential 
reasons for the failure of such vaccines by analyzing 
data on the dynamics of SIV and CD8 T cell responses 
in RM from vaccine trials. This analysis will allow us to 
estimate the in vivo efficacy of CD8 T cells in controlling 
viral growth in nonhuman primates. Furthermore, using 
available data on in vivo killing of virus-infected cells by 
CD8 T cells in mice during an acute viral infection (i.e., 
an infection that is cleared from mice within ten days or 
so), we will develop a quantitative framework to esti-
mate the per capita killing efficacy of CD8 T cells in vivo. 
The developed models will be also applied to estimate 
the killing efficacy of CD8 T cells during a chronic viral 
infection of mice (i.e., an infection that is not cleared); 
the data for the analysis will be supplied by J. Wherry 
(Wistar Institute).
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Conclusion

Viruses infect us from time to time and cause disease and 
possibly death. Viruses, such as HIV and influenza, are 
of great concern.  This project is aimed at developing a 
quantitative understanding of how the cell-mediated im-
mune response fights such viruses.  Currently, no approved 
vaccine is based on stimulating a cell-mediated immune 
response, although such responses in many infections are 
the body’s main mechanism of clearing a viral infection. By 
improving our understanding of such responses this proj-
ects aims to bring us closer to being able to develop vac-
cines that stimulate cell-mediated immune responses.
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Introduction

Electrokinetic phenomena, such as electrophoresis and 
electroosmosis, were discovered nearly 200 years ago, 
and have had a wide range of applications in many fields 
ever since. However, simulation and analysis of these 
phenomena is a great challenge because of the multi-
scale and multi-physics nature of the problem. None of 
the existing (macroscopic, mesoscopic, or microscopic) 
methods can individually solve this multi-scale multi-
physical transport problem accurately with present-day 
computers. This problem will be further complicated if 
chemical reactions occur in the bulk fluid or at the fluid-
solid interface. In this project, we will develop a compre-
hensive numerical framework to investigate electrokinet-
ic flow coupled with reactive transport in porous media. 
We approach this problem in three stages by: 1) develop-
ing an innovative model for coupled electrokinetic flow 
and reactive transport in porous media, accounting for 
multi-physical transport processes, including fluid flow, 
electric potential distribution, ion convection and diffu-
sion, as well as chemical reaction; 2) performing nano to 
micro upscaling analysis of these multi-physical transport 
processes; and 3) validating the numerical model through 
theoretical analysis and available experimental data.

The successful accomplishment of the proposed re-
search will provide 1) an improved understanding of 
the multi-physical electrokinetic transport phenomena 
coupled with chemical reaction in micro/nanofluidic 
devices, 2) innovative techniques to bridge atomistic 
modeling based on first principals with mesoscale mod-
eling based on statistical-analysis, and 3) a better un-
derstanding of the effect of nanoscale structures on the 
microscale devices.

This research will have direct implications in a broad 
spectrum of research relevant to LANL missions, includ-
ing new energy exploitation (fuel cells and biofuels), 
fossil energy prospecting (oil and gas), environmental 
protection (decontamination of radionuclides in solids),  
biological applications (enzymatic analysis, DNA analy-
sis, and proteomics), and biomedical applications (clini-
cal pathology and bio-smoke alarm).

Multi-scale Analysis of Multi-physical Transport Processes of Electroosmosis in 
Porous Media
Qinjun Kang

20080727PRD2

Benefit to National Security Missions

This project will support the DOE/NNSA missions in En-
ergy Security, Environmental Quality, and the missions 
of the Office of Science by enhancing our understand-
ing of multi-physical (hydro-, thermo-, and electro-dy-
namic) transport processes of electroosmosis in natural 
porous media.

Progress

Significant progress has been made in the past six 
months. Particularly, 1) we developed a multi-lattice 
Boltzmann method (LBM) framework to solve the 
strongly coupled nonlinear governing equations, 2) 
implemented a comprehensive boundary condition for 
electrokinetic nanoflows in silicon or glass channel, and, 
for the first time 3) investigated the problem of electro-
kinetic transport in microchannel with random rough-
ness has been investigated.

At the pore scale (from microns to centimeters), the 
Poisson-Boltzmann (PB) model is available to describe 
electrokinetic transports within the electric double 
layer (EDL) for slowly-moving flows; however, when 
the scale goes down to submicrons or nanometers, the 
Boltzmann distribution assumption may break down 
due to the overlap of EDLs. Another factor that may 
invalidate the PB model is the heterogenous charge 
of surfaces. These factors can not be accounted for 
in the popular Poisson-Boltzmann model. The appli-
ability of the Poisson-Boltzmann model is not only a 
fundamental problem in physics but also of significant 
importance for engineering applications. To investi-
gate this problem, we introduced a more fundamental 
model, the Poisson-Nernst-Planck (PNP) model, without 
any ion distribution hypothesis. In this model, the fluid 
flow, electric transport, ion diffusion and convection, 
chemical regulation and energy transport are strongly 
coupled together. This model poses great challenges 
to numerical solutions, especially at micro- and nano-
scales and for complex geometries. 

Over the past few months, we developed a coupled 
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Lattice Boltzmann model framework to solve the coupled 
governing equations. The governing equation for each 
transport process is solved by a lattice Boltzmann model, 
and the entire process simulated through an iteration 
procedure. After validation, this method is used to study 
the applicability of the Poisson-Boltzmann model for elec-
trokinetic flows in microchannels. The results show that 
for homogeneously charged long channels, the Poisson-
Boltzmann model is applicable for a wide range of electric 
double layer thickness. For the electric potential distri-
bution, the Poisson-Boltzmann model can provide good 
predictions until the electric double layers fully overlap, 
meaning that the thickness of the double layer equals 
the channel width. For the electroosmotic velocity, the 
Poisson-Boltzmann model is valid even when the thick-
ness of the double layer is ten times the channel width. 
For heterogeneously charged microchannels, a higher 
zeta potential and an enhanced velocity field may cause 
the Poisson-Boltzmann model to fail to provide accurate 
predictions. The ionic diffusion coefficients have little ef-
fect on the steady flows for either homogeneously or 
heterogeneously charged channels. However the ionic va-
lence of the solvent has remarkable influence on both the 
electric potential distribution and the flow velocity, even in 
homogeneously charged microchannels. Both theoretical 
analyses and numerical results indicate that the valence 
and the concentration of the counter-ions have a stronger 
influence than more obvious factors like the Debye length, 
the electrical potential distribution, and the ions transport. 
Our results may significantly improve the understanding of 
the electrokinetic transport characteristics in microchan-
nels.

The surface charge may lead to chemical reaction and col-
loidal characteristics on the solid surfaces, depending on 
the pH value of the solution, the surface charge density, 
and temperature et al. This phenomenon is more impor-
tant for nanoscale electrokinetic flows, especially in silicon 
and glass channels. The boundary condition caused by 
such reactive surfaces is also nonlinearly coupled among 
several equations. We have developed an efficient iteration 
algorithm and code to solve the boundary condition.

Due to its complexity, electrokinetic transport in micro-
channels with random roughness has never been inves-
tigated before. We have developed a numerical tool to 
model the electrokinetic transport in microchannels with 
random roughness. The three-dimensional microstructure 
of the rough channel is generated by a random generation-
growth method with three statistical parameters to control 
the number density, the total volume fraction and anisot-
ropy characteristics of roughness elements. The governing 
equations for the electrokinetic transport are then solved 
by a high-efficiency lattice Poisson-Boltzmann method in 
complex geometries. The effects from the geometric char-
acteristics of roughness on the electrokinetic transport in 

microchannels are thereby modeled and analyzed. For a 
given total roughness volume fraction, a higher number 
density leads to a lower fluctuation due to the random 
factors. The electroosmotic permeability increases with 
the roughness number density, nearly as a logarithmic law 
for a given volume fraction of roughness, but decreases 
with the volume fraction of roughness for a given rough-
ness number density. When both the volume fraction and 
the number density of roughness are given, the electroos-
motic permeability is enhanced by increase of the char-
acteristic length along the external electric field direction 
or decrease of the length of the direction of across the 
channel. For a given microstructure of rough microchan-
nel, the electroosmotic permeability decreases with the 
Debye length. Compared with the corresponding flows in a 
smooth channel, the rough surface may enhance the elec-
trokinetic transport when the Debye length is smaller than 
the roughness characteristic height under the assumption 
of constant zeta potential for all surfaces. The present re-
sults may improve the understanding of the electrokinetic 
transport characteristics in microchannels. 

We are confident that our methods are the most advanced 
numerical techniques to investigate electrokinetic flows 
at the micro and nano scales. We expect that these new 
developments will lead to a series of high impact papers in 
peer reviewed journals. In fact, within our first six months, 
we have finished two manuscripts for high-impact journals.

Future Work

The immediate next step is to integrate the comprehen-
sive boundary conditions we proposed into the multi-LBM 
frame work to investigate the electrokinetic nanoflows. 
Future work will involve 1) developing innovative models 
for reproducing the multi-scale random microstructures 
of porous media through new numerical models to reflect 
the macroscale statistical information obtained from mea-
surements; 2) performing micro->meso->macro upscaling 
analysis of multi-physical transport processes of electroos-
mosis in the porous structures, including fluid flow, electric 
potential distribution, ion convection and diffusion; and 3) 
developing a novel hybrid model to integrate the models 
for different scales so that the important information at 
the small scale can be captured without resolving the small 
scale in the entire computational domain.

Conclusion

This project will enable a science-based understanding 
of electroosmosis, a phenomenon discovered nearly 200 
years ago, and having had a wide range of applications 
in many fields since then. Particularly, the successful ac-
complishment of the proposed research will provide 1) an 
improved understanding of multi-physical transport phe-
nomena of electroosmosis through multi-scale structures 
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of porous media, and 2) innovative techniques to bridge 
atomistic modeling with mesoscale modeling based on 
statistical-analysis and continuum modeling. This project 
will have direct implications in a broad spectrum of energy 
and environmental research, including new energy exploi-
tation (fuel cells and biofuels), fossil energy prospecting 
(oil and gas), environmental protection (decontamination 
of radionuclides in solids), biomedical engineering applica-
tions, and novel materials design.

Publications

Mukherjee, Partha P., M. Wang, Q. Kang, and P. C. Lichtner. 
Pore-Scale modeling of transport in charged porous media. 
Presented at Computational Methods in Water Resources 
XVII International Conference. (San Francisco, CA, 6-10, July 
2008). 

Wang, M., Q. Kang, and N. Pan. Thermal conductivity 
enhancement of carbon fiber composites. 2009. Applied 
Thermal Engineering. 29: 418.

Wang, M., and Q. Kang. Modeling electrokinetic flows in 
microchannels using coupled lattice Boltzmann methods. 
Journal of Computational Physics. 
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Permafrost covers 24 percent of the exposed land mass 
in the Northern Hemisphere. The presence of perma-
frost serves to impede the flow of water from the sur-
face to the subsurface controlling the balance between 
surface water runoff, lake volumes and groundwater 
flow into rivers. Studies of arctic lake distributions and 
base flows in arctic rivers indicate that global warm-
ing and permafrost degradation may already be having 
detectable impacts on the both surface and subsurface 
hydrology in arctic watersheds. Largely unstudied to 
date, however, is the feedback between permafrost 
distribution and the morphology and mobility of arctic 
river systems. Understanding the behavior of these 
river systems is critical to understanding the linkages 
and feedbacks between oceanic, atmospheric and ter-
restrial systems to global climate change. 

Rivers are the key arteries that link terrestrial source 
areas (floodplains and hillslopes) to ocean sinks. Rivers 
also control both the sequestration and remobilization 
of carbon, nutrients and sediments within the large 
percentage of the arctic located in terrestrial lowlands. 
Estimates suggest that up to 1,200 Gt of carbon are 
presently trapped in permafrost with a large percentage 
of that fraction located in lowland areas. If permafrost 
degradation and/or warming of surface waters results 
in an increase in arctic river mobility, through increase 
bank erosion, much of the carbon presently frozen in 
floodplains may be mobilized. This carbon may rapidly 
oxidize or methylate and be released to the atmo-
sphere. Alternatively, it may be flushed to the oceans 
where it could dramatically alter ocean geochemistry or 
be sequestered by deposition. 

Changes in river mobility may also provide an addi-
tional feedback in the thawing of lowland permafrost. 
At present, most models of permafrost melting focus 
on the effects of increased air temperatures on the 
permafrost in near surface layers. It is well docu-

Fluvial Geomorphic Response to Permafrost Thawing: Implications for the 
Global Carbon Budget and Arctic Hydrology
Cathy Jean Wilson

20080788PRD3

mented, however, that permafrost is substantially more 
degraded or entirely absent directly beneath rivers. An 
increase in the rate that rivers traverse their floodplains 
could greatly increase the degradation of permafrost 
to depths greater than currently anticipated. The role 
of groundwater flow through partially frozen soils is 
another critical aspect of permafrost dynamics largely 
overlooked in present warming models.

Benefit to National Security Missions

This work allows us to begin to quantify global atmo-
spheric loadings of Carbon in the form of  methane or 
CO2 for input into Global Climate Change models.  Re-
ducing uncertainty in climate predictions through better 
data and models is a central goal of the DOE Office of 
Science BER climate change mission. 

Progress

Our project commenced at the beginning of August 
2008. In that time we have had two main focuses: 1) 
the development of remote sensing methodologies and 
data sets for the quantification of arctic river mobility, 
and 2) the development and application of coupled 
heat and fluid flow models to explore the processes 
governing thermal erosion of river banks and the cou-
pling of surface and groundwater systems in permafrost 
dominated arctic watersheds. In both initiatives, we are 
leveraging existing LANL technologies and expertise to 
explore a critical and new component in the coupling of 
atmospheric and oceanic models of climate change to 
terrestrial processes. 

Our preliminary GIS analysis of maps of existing global 
permafrost distributions and digital elevation models 
(used to identify rivers and floodplains) indicates that 
approximately 50% of North American and 40% of Asian 
permafrost lies in lowland areas bounding arctic rivers. 
Our initial remote sensing analysis has focused on a 
subset of North American floodplains located in Alaska 
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for which there is publically available aerial photographs 
and satellite imagery from the late 1970s to the present 
day. 

Using the LANL’s GeniePro, an adaptive, automated extrac-
tion technology for the analysis of remote sensing data, 
we have begun to analyze the Yukon Flats region of Alaska. 
Preliminary results indicate that GeniePro is a very effec-
tive tool for identifying and quantifying the boundaries 
of both river channels and lakes. Through ongoing col-
laborations with members of the International, Space, & 
Response (ISR) Division we are working on refining tech-
niques for feature extraction with GeniePro, developing 
new strategies for precise image registration, and imple-
menting algorithms for the discretization and quantifica-
tion of spatial and temporal changes in river channels and 
lakes.

Future Work

Through an additional collaboration within the Earth & En-
vironmental Science (EES) Division we will use the “Magh-
num” numerical model developed by Bryan Travis to model 
thermodynamic and groundwater interactions between 
arctic rivers and permafrost-rich floodplains. Maghnum is 
a coupled heat, fluid and vapor flow model with the capa-
bility of modeling the dynamics of freezing and melting of 
water ice. Maghnum was originally developed to examine 
Martian dynamics and our project represents a new appli-
cation of this technology. Initial efforts with Maghnum sug-
gest that it is extremely well suited to studying permafrost 
dynamics. Additional modifications to the existing code, to 
be implemented in the coming year, will involve developing 
numerical approaches for adjusting model boundary condi-
tions to incorporate river bank erosion in order to quantify 
dynamic feedbacks between rivers and floodplains.

In addition our collaborations across LANL, we are actively 
engaged in developing collaborations with researchers 
at the University of Alaska, Fairbanks (UAF), Idaho State 
University (ISU) and the University of Pennsylvania. UAF 
researchers have extensive expertise and data resources 
(both in field studies and remote sensing) regarding per-
mafrost dynamics and observations on changes in per-
mafrost distribution in response to global climate change. 
Researchers at UPenn and ISU have funded field programs 
to examine river dynamics in response to changes in arctic 
river flow and sediment loading. 

Conclusion

Through these collaborations we will be able to leverage 
LANL’s remote sensing and modeling expertise to gain data 
to test our analysis and calibrate our models. It is anticipat-
ed that these initial collaborations will serve as the founda-

tion for future proposals to expand our research both geo-
graphically and in overall focus. We believe our initial focus 
on floodplain dynamics and development of the Maghnum 
code will allow for the expansion of our project to examine 
watershed scale processes. This work will be an important 
advancement in the coupling of terrestrial hydrological 
processes to both atmospheric and oceanic models look-
ing in order to predict the fate of carbon under a changing 
global climate.
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Understanding the structure of proteins and how they 
work is central to drug design.  Most modern-day medi-
cines are small organic molecules that block the activity 
of a specific enzyme that is essential for the infectious 
agent’s proliferation. These medicines bind to a site in 
the enzyme that blocks the molecule involved in the 
infectious process from binding, or that prevents the 
reaction from proceeding. X-ray crystallography pro-
vides information on structure for drug design but less 
on the reaction mechanism. Most mechanisms involve 
the transfer of hydrogen (H), but mobile H atoms are 
invisible to X-rays. Neutrons can be used to determine 
the location and movement of H during a reaction.  We 
propose to develop neutron crystallography techniques 
to derive the mechanisms of the enzyme D-xylose 
isomerase (XI) and apply those techniques to determine 
the mechanism and design more effective drugs for 
HIV-1 protease PR. We expect to established strategies 
for using this information in drug design. Modern-day 
drug design relies on a collection of different tools and 
the impact of generating a new tool and new ideas for 
structure-assisted drug design efforts would undoubt-
edly by great.

Benefit to National Security Missions

The enzymes involved in this project are important for 
bioenergy and energy security. Rational drug design is 
important for biothreat reduction. Understanding en-
zyme mechanism is an important fundamental science 
mission.

Progress

Although this project has just started (August 4th 2008) 
the postdoc, Andrey Kovalevsky, has already made sig-
nificant contributions towards both of the main aims. 
In particular, he has grown a number of large crystal of 
XI with various ligands bound and data collection has 
already begun.

Determinaing the Mechanisms of Enzymes Xylose Isomerase and HIV Protease 
Using Neutron Crystallography 
Paul Alfred Langan

20080789PRD3

Future Work

XI catalyzes the inter-conversion of aldo-sugars D-xylose 
or D-glucose to the keto-sugars D-xylulose and D-fruc-
tose, respectively, by using a divalent catalytic metal 
such as Mg2+. The reaction proceeds through several 
H transfer stages. We plan to obtain structures of XI in 
complex with substrates, substrate intermediates and 
substrate products so that I can map out the movement 
of H during the reaction and determine the detailed 
mechanism. A key strategy is inhibiting the protein (so 
that the substrates are unchanged) with nickel and 
cadmium metals (in place of Mg) and we have already 
shown that this works in preliminary X-rays studies at 
LANL on XI with a glucose substrate. We plan to use a 
crystallization robot in B division, the deuteration labo-
ratory and PCS at LANSCE to grow large deuterated crys-
tals of complexes and to collect neutron crystallography 
data. A crystallization robot has not been used before 
to optimize crystal size for neutron crystallography and 
new strategies will be developed. The presence of met-
als will allow structures to be determined in a new way 
using anomalous scattering methods.

The positions of H atoms in the active site of PR are 
believed to be crucial for its mechanism.  Our goal is 
to exploit the strategies developed above to deuterate 
PR, obtain crystals and determine neutron structures 
for a) ligand-free (native) PR; b) PR complexed with an 
engineered substrate that could be trapped as a reac-
tion intermediate; c) PR complexed with clinical drugs.  
We already have considerable experience with PR and 
drug design. We will express, purify and crystallize wild-
type and mutant enzyme in the native and substrate- or 
inhibitor-complexed forms, collect neutron diffraction 
data at PCS, refine and analyze structures. We will then 
develop a strategy for exploiting this new information 
on mechanism and H location in rational drug design.
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Conclusion

We expect to obtain detailed information on the mecha-
nisms of XI and PR within a two-year framework, a leap 
forward in our understanding of how enzymes work on the 
molecular level.  We also expect to established strategies 
for using this information in drug design. Modern-day drug 
design relies on a collection of different tools and the im-
pact of generating a new tool and new ideas for structure-
assisted drug design efforts would undoubtedly be great.

Publications

Kovalevsky, A., A. Katz, H. Carrell, L. Hanson, M. Mustya-
kimov, S. Fisher, L. Coates, B. Schoenborn, G. Bunick, J. 
Glusker, and P. Langan. Hydrogen location in stages of an 
enzyme-catalyzed reaction: time-of-flight neutron struc-
ture of D-xylose isomerase with bound D-xylulose.. 2008. 
Biochemistry. 47: 7595.
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Abstract

The membrane is also the gateway to the cell. 
It governs what passes in and out of the cell by 
controlling its composition of lipids and membrane 
proteins. There is no doubt that further advancements 
in membrane science will be essential to the medical 
fields. Our work focuses on providing new insights into 
membrane structure (including lateral structure, ie. 
lipid rafts or domains) by spotlighting membrane-toxin 
interactions and development of higher resolution 
structure determination techniques.

Background and Research Objectives

Cells are highly organized with many functional units 
or organelles defined by one or more membranes. 
Inter-cellular interactions are very important com-
munication systems for organisms. They are respon-
sible for hormone secretion, immune response, and 
many other key aspects of an organism’s survival. 
The membrane is the medium for which all of these 
inter-cellular interactions take place. At least 30% of 
the genome encodes for membrane proteins and at 
least 50% of all drugs target membrane proteins. The 
membrane is also the gateway to the cell. It governs 
what passes in and out of the cell by controlling its 
composition of lipids and membrane proteins. There 
is no doubt that further advancements in membrane 
science will be essential to the medical fields. Our work 
focuses on providing new insights into membrane 
structure (including lateral structure, ie. lipid rafts or 
domains) by spotlighting membrane-toxin interac-
tions and development of higher resolution structure 
determination techniques. Likewise, the engineering 
of bio-membrane-based sensors requires that their 
properties on a solid support be known. Specifically, we 
have explored the membrane penetration mechanism 
of cholera toxin and botulinum neurotoxin (the most 
potent toxin known). Through these investigations we 
anticipate to find evidence supporting the significant 
role of lipid rafts during toxin-membrane interactions 
that are essential for membrane penetration. Once the 

membrane penetration mechanisms of these toxins are 
well understood, a mimetic mechanism may be utilized 
to bioengineer drug delivery methods to transfect cells 
with a desired drug or genetic therapy. Following the 
mission of national security, it is imperative that we 
establish rapid and accurate toxin-detection schemes to 
protect the public. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

The research area of low dimensional advanced 
material structures (soft condensed matter) is of 
extreme current interest in the fields of physics, chem-
istry, medicine, and biology (including threat reduction 
problems). Specifically, this project focuses on the 
structure of bio-membranes and their interactions with 
proteins (toxins). Improving the knowledge of bio-
membranes fits within DOE’s Mission because under-
standing their behavior elucidates details in membrane 
interactions within an organism, aiding basic science 
which directly translates to technological developments 
which use membranes as platforms sensors that take 
advantage of nanotechnology.

Scientific Approach and Accomplishments

Toxin-Membrane Interactions

The main focus of this research project has been to 
study the binding and membrane penetration mecha-
nisms of cholera toxin and botulinum neurotoxin using 
scattering techniques, fluorescence microscopy, and 
a Langmuir trough. We have been able to establish, 
through scattering measurements, that these toxins are 
able to induce phase transitions in the lipid membranes 
that can initiate the intoxification process. Recently, we 
have been able to clarify the role of pH dependence on 
toxin structure and membrane penetration.

X-ray Studies at the Solid-Liquid Interface 

This project has heavily concentrated on technique de-
velopment to use x-ray reflectivity and grazing incidence 
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diffraction techniques to study single bilayer membranes, 
with full hydration, on a solid support. Previously, measure-
ment of these samples was confined to neutron reflectivity. 
The role of interactions with the substrate with the biomem-
brane was elucidated and quantified. We have been able to 
characterize a single bilayer of DPPC, the hydrogen atom of 
phospholipids.

The Role of Cholesterol in Membrane Defects

The Smith-Lemli-Opitz syndrome (SLOS) is an often lethal 
birth defect resulting from mutations in the gene respon-
sible for the synthesis of 3-hydroxy-steroid7-reductase 
(DHCR7), the enzyme that catalyzes the reduction of the 
double bond at carbon-7 on 7-dehydrocholesterol (7-DHC) 
to form unesterified cholesterol. The incidence of SLOS is 
on the order of 1:20,000–1:70,000 and is more common 
in individuals of European heritage. For comparison, the 
three most common autosomal recessive genetic condi-
tions in childhood are commonly listed as cystic fibrosis 
(1:2,500), phenylketonuria (1:14,000), and galactosemia 
(1:40,000). Newborns with SLOS have specific facial 
abnormalities and often suffer cleft palate, congenital 
heart disease, genitourinary abnormalities, and syndactyly. 
In addition, they typically demonstrate mental retarda-
tion and brain abnormalities and are characterized further 
by an almost uniform failure to thrive. It is hypothesized 
that the deficiency in cholesterol biosynthesis and subse-
quent accumulation of 7-DHC in the cell membrane leads 
to defective composition, organization, dynamics, and 
function of the cell membrane. Tulenko et al have demon-
strated, using x-ray diffraction and other techniques, that 
increased 7-DHC and reduced cholesterol content leads 
to abnormal membrane fluidity and atypical membrane 
organization.

Preliminary studies using x-ray reflectivity and grazing inci-
dence diffraction of model monolayers containing 7-DHC, 
prepared to mimic SLOS membranes, revealed atypical 
membrane organization when compared to equivalent 
membranes containing cholesterol instead of 7-DHC. In 
addition, monolayers composed of real cell membrane 
extracts from SLOS children have been measured. GIXD 
reveals a significant decrease in lateral order when 7-DHC 
is present in the membrane relative to when cholesterol 
is present. This trend is observed in both the model 
membranes and membranes from real cell extracts. From 
reflectivity, membranes containing 7-DHC also are thinner 
by approximately ~4Å.

Scattering Studies of Cell Extracts

Using Surface Science to Construct a Better Model Mem-
brane: Membrane fusion is a critical and recurring cellular 
event.  Although ubiquitous, the fusion process is com-
plex, varies with cell or membrane type and thus presents 
challenges to isolating the fusion machinery in vivo.  Cell 
membranes are multi-component structures but typically 
studied model membranes consist of only one or two lipid 
classes.  Intracellular vesicle interactions, in particular 
phagosome-lysosome interactions, offer the opportunity 
to study membrane fusion in vivo and in vitro thereby mak-
ing development of an accurate membrane model feasible.  
To construct a model of the phagosome-lysosome system, 
we have been studying phagosomal extracts derived from 
beads phagocytosed by J774 cells.  We have completed 
preliminary work investigating the behavior of monolay-
ers and bilayers derived from the cell extracts utilizing the 
Langmuir-Blodgett trough, fluorescence microscopy and 
AFM.  To our knowledge, the use of GIXD to study the in-
plane and out-of-plane structure of cell extracts has not 
been reported in the literature.  Therefore, it is extremely 
advantageous to perform an in-depth structural study of 
cell membrane extracts via GIXD.

Exploring the Structure of Cushioned Lipid Bilayers

Solid supported lipid bilayers have been heavily studied 
for the past three decades.  There are two main methods 
used to form the supported bilayer – vesicle self-assembly 
and LB and LS deposition.  Vesicle self-assembly takes 
advantage of the instability of small uni-lamellar vesicles 
with substrate contact to form a supported membrane.  
LB and LS methods are more cumbersome, but have the 
advantage of being able to control the composition of the 
inner and outer leaflet independently and, if deposited at 
high surface pressures, typically yield more tightly packed 
bilayers.  Although useful for many biophysical studies, the 
close proximity of the solid support hinders the investiga-
tion of integral membrane proteins (IMPs) as interactions 
with the substrate can greatly alter the IMPs’ conforma-
tion and render it un-functional.  The primary strategy for 
increasing the spacing between the substrate and bilayer 
is creation of a water rich polymer spacer or tether region 
to cushion the bilayer. These ultrathin polymer layers are 
intended to mimic the generic role of the extracellular 
matrix or the cytoskeleton. 

The structure of the cushioned bilayer system is frequently 
characterized using fluorescence microscopy (FM) and 
fluorescence recovery after photobleaching (FRAP), surface 
plasmon resonance (SPR), and ellipsometry to demon-
strate that the substrate is well covered by the bilayer and 
that the lipid bilayer retains fluidity. A major hurdle is that 
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FM and FRAP are relatively poor structural characteriza-
tion tools due to limited resolution. We would like to take 
advantage of using neutron reflectivity (NR) measurements 
which have the ability to characterize a complete range 
of structures, from patching to complete based on the 
density of the bilayer as well as the spacing between the 
substrate and the lipid bilayer. The use of NR in tandem 
with x-ray reflectivity (XR) and grazing incidence x-ray dif-
fraction (GIXD) will be used to characterize the structure of 
the lipid bilayer and cushion will enable a greatly improved 
understanding of these hybrid systems.  

The majority of cushioned bilayer systems that have been 
described in the literature utilize adsorbed polymer layers, 
grafted polymers, or lipopolymer tethers.  In all cases, 
the polymer layer acts as a hydrophilic, deformable and 
mobile substrate upon which the bilayer membrane rests.  
Each method has been demonstrated to yield reasonably 
complete bilayers, as established primarily by FM and 
FRAP.  Grafted polymers typically take advantage of thiol 
or silane coupling depending on the substrate chemis-
try.  All previous NR measurements of cushioned bilayers 
involve thiols, which couple to metal surfaces such as gold 
or silver.  The scattering from relatively thick metal layers 
unfortunately swamps the signal from the subsequent 
organic layers deposited on top of the metal film.  As a 
result, our studies of grafted systems will be limited to 
silanes which are effective couplers to oxide surfaces such 
as glass, silicon with its native oxide layer, and quartz.  A 
number of silanes have been used to anchor polymer 
cushions or tethers to substrates to cushion lipid bilayers.  
In general, the thickness of the cushion can be tailored 
by the molecular weight of the PEG polymer chain as well 
as its grafting density.  A number of other grafting motifs 
have been used including the addition of lipid or lipid-like 
anchors at the distal end of the polymer chain to enhance 
coupling between the polymer cushion and supported lipid 
bilayer.  For example, a number of groups have created 
cushioned bilayers by simple incorporation of PEG lipid 
conjugates.  Cremer and co-workers have demonstrated 
that cushioned membranes can be formed by mixing in 
a small fraction of PEG-lipid (e.g. 2000 MW PEG – DSPE) 
and vesicle incubation or Langmuir-Blodgett deposition.  
On the other hand, Hristova and coworkers have found 
that the bilayer deposition method is critical and that 
the length or grafting density of PEG-lipids used does not 
directly impact the diffusion of small proteins incorporated 
into the membrane.  A missing piece of information in both 
of the above studies is the actual structure of the cush-
ioned membrane complex that is formed.  In both cases, 
no structural characterization was conducted; only FM 
and FRAP measurements were used.  Part of the challenge 
is the difficulty in obtaining reliable and high resolution 

measurements of the structure of bilayer cushioned mem-
branes in water with techniques such as SPR and ellipsom-
etry.  We further suggest that FM and FRAP are relatively 
poor characterization tools due to limited resolution.

We plan to measure silane-based polymer cushioned 
lipid bilayers as a function of the PEG length, PEG-lipid 
cushioned complexes, and bilayers formed on deposited 
polymer layers at the quarz/water and silicon/water inter-
face. For example, cellulose polymer cushions deposited by 
Langmuir-Blodgett deposition have been used to reconsti-
tute integrins into lipid bilayers.  The unique aspect of this 
project will be some of the first structural characterization 
afforded by NR measurements.  Once well-characterized 
samples are available that consistently yield cushioned 
bilayers, their application in biosensor technologies will be 
greatly increased. 
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Abstract

Since the 1970s the concept of mantle plumes has 
been used to explain hot spot volcanism located 
within the tectonic plates (such as the Hawaii-Emperor 
island chain) and more recently to explain anomalous 
magmatic activity (for example in continental rift zones) 
that has major climatic and biotic implications. Because 
there is growing evidence to suggest that the mantle 
plume idea does not explain magmatic and volcanic 
(and related seismic) activity in most continental rift 
zones, we test other possible causes. In this project, 
we investigate the origin of volcanism in continental 
rift zones by using and developing numerical modeling 
techniques. 

Background and Research Objectives

The outermost part of the Earth from the surface to 
about 200 km depth is called the lithosphere. This is 
the solid outer layer of the Earth, consisting of the crust 
and the rigid uppermost part of the mantle. It is broken 
up into tectonic plates or lithospheric plates (Figure 1 
inset). These tectonic plates move with respect to one 
another; they either collide at convergent boundar-
ies, or spread apart at divergent boundaries, or move 
parallel to each other at transform boundaries. The 
lithospheric plates are not totally rigid; they deform 
internally, for example to form rift zones where the 
lithosphere is extended. Such continental rift zones 
will eventually result in the formation of divergent 
plate boundaries and passive margins. The lithospheric 
plates move on top of a lower viscosity layer, the 
asthenosphere. The asthenosphere flows like a liquid 
on geological time scales. Below the asthenosphere the 
mantle material is more rigid again.

The inner part of the Earth, below the mantle, is the 
core. Many scientists believe that mantle plumes are 
formed at the core-mantle boundary. These mantle 
plumes would be an effective manner to transport heat 

toward the surface of the Earth (the Earth is cooling). 
Upon arrival at the surface of the Earth, the mantle 
plume high temperatures would result in massive 
melting of rocks, resulting in volcanism and the forma-
tion of large igneous provinces on Earth- the mantle 
plume theory. Whether mantle plumes exist or not is 
however a topic of debate [2]. There are many indica-
tions that mantle plumes exist, coming for example 
from seismic tomography [3]. Seismic tomography 
reveals seismic wave velocity anomalies there where 
mantle plumes are expected, indicating that warm 
mantle material is transported toward the surface of 
the Earth, in agreement with the mantle plume theory. 
There are however just as many indications that mantle 
plumes might not exist, or at least not exist in the form 
that the mantle plume theory predicts. For example, 
the mantle plume theory predicts that the surface of 
the Earth would be elevated above a mantle plume, but 
this has not been observed.

Another point of discussion is what, if any, influence 
mantle plumes would have on plate tectonics and the 
lithosphere. When mantle plumes are formed deep in 
the Earth they are expected to move upwards toward 
the base of the lithosphere. Arrived at the surface (or 
at the base of the lithosphere), their high temperatures 
would result in melting of rocks, and scientists have 
suggested that their arrival might result in the forma-
tion of continental rifts, and eventually passive margins 
and divergent plate boundaries. If this is the case, 
then there should be a relation between divergent 
plate boundaries, passive margins, huge amounts of 
magmatism (i.e., large igneous provinces), and mantle 
plumes. Figure 1 shows a map of the Earth with the 
large igneous provinces on Earth, the mantle plumes, 
and some of the volcanic divergent plate boundaries. 
In some places such a relation seems to be present 
(such as the northern North Atlantic), in other places 
the relation does not exist; divergent plate boundar-
ies have been formed without magmatism (southern 
north Atlantic), or volcanic provinces are not related to 
mantle plumes or divergent plate boundaries (Siberia).

Numerical Techniques of Rifting and Passive Margin Formation: The Role of 
Mantle Plumes
David Coblentz

20061388PRD1
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The focus of this research is the relation between conti-
nental rifts and the formation of divergent plate bound-
aries, magmatism, surface uplift, and mantle plumes. 
Divergent plate boundaries form after a period of rifting, or 
extension and thinning of the lithosphere. We develop and 
use numerical models to study rifting of the lithosphere, 
and the relation with the underlying asthenosphere. 
Model predictions of temperature are translated into 
synthetic seismic wave velocity structures that are then 
compared with seismic tomography. After developing the 
models, we have applied them to continental rift zones 
such as the Rio Grande rift, the East African Rift, the West 
Antarctic rift zone and the northern North Atlantic volcanic 
province. We have also applied the models to interconti-
nental magmatism that is not related to rifted lithosphere: 
the Colorado Plateau region in the southwestern US.  

Observations

West Antarctic Rift system 

The Transantarctic Mountains are a major mountain belt 
bisecting the Antarctic continent (Figure 2A) [4].  The 

mountain range is located on the tectonic boundary 
between non-cratonic West Antarctica and cratonic 
East Antarctica. Cratonic lithosphere is very old, strong, 
cold and thick lithosphere, and it has therefore other 
deformation characteristics than normal lithosphere. 
The Transantarctic Mountains belong to the longest 
mountain ranges on Earth; the range has a length of 
3500 km and mountain peaks over 4 km high. The range 
follows the West Antarctic rift system along its entire 
length, but a possible relation between the formation of 
the mountain range and the rift system is unclear. Recent 
seismic tomography studies in Antarctica give constraints 
on the mantle structure beneath the area.  Using 
numerical models, we find an explanation for uplift of the 
Transantarctic Mountains that are supported by the recent 
seismic tomography.

The Rio Grande Rift zone

Recent seismic imaging across the Rio Grande Rift in 
the southwestern US revealed unexpected structures in 
the underlying mantle [6]. A low seismic wave velocity 
anomaly is present below the rift, while high velocity 

Figure 1: Map of the world, showing the relation between excess volcanism (large volcanic provinces) and 
mantle plumes. Large volcanic provinces (magenta), mantle plumes as proposed by [1] (red), volcanic rifted 
margins (encircled blue). The blue shading on the map is the sediment thickness. Map modi�ed from 
L. Gernigon (Norwegian Geological Survey).  Inset: major tectonic or lithospheric plates, shown in di�erent colors.

Figure 1. World map, showing the relation between excess volcanism (large volcanic provinces) and mantle plumes. Large volcanic 
provinces (magenta), mantle plumes as proposed by [1] (red), volcanic rifted margins (encircled blue). The blue shading on the map is 
the sediment thickness. Map modified from L. Gernigon (Norwegian Geological Survey).  Inset: major tectonic or lithospheric plates, 
shown in different colors.
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structures are found beneath the rift flanks [7]. Such a low 
seismic wave velocity anomaly beneath the rift indicates 
higher than normal temperatures, and is often interpreted 
to result of a (small) mantle plume. However, there is only 
moderate magmatic activity in the Rio Grande rift (Figure 
2C and D), which is not in agreement with a mantle plume. 
We have modeled the formation of the Rio Grande rift, and 
calculated from the model predicted temperature struc-
ture the corresponding synthetic seismic wave velocity 
anomaly. As a first, this synthetic seismic wave velocity 
structure was compared to tomographic data to explain 
the structures in the seismic tomography. 

Colorado Plateau 

The Colorado Plateau is a major tectonic and physiographic 
province centered on the Four Corners region of the 
southwestern United States noted for its tectonic stabil-
ity relative to its neighboring provinces (Figure 2C). The 
Plateau has behaved as a coherent block across much of 
Phanerozoic time, during which it has been seemingly 
impervious to the Mesozoic compression and Cenozoic 
extension and magmatism that sculpted the adjacent Basin 
and Range province and Rio Grande rift zone (Figure 2C, 
D). A recent pulse of magmatism is observed around the 
edges of the Colorado Plateau. This is intraplate volcanism, 

Figure 2: A) West Antarctic Rift study area, showing the main geological structures and topography. 
The West Antarctic Rift is �anked by an elongated mountain range, the Transantarctic Mountains. 
We show in our numerical models that these geological structures are related to each other. 
B) The North Atlantic Igneous Province, with volcanic passive margins, Iceland, intrusive and 
extrusive magmatic complexes, and the divergent plate boundary (Mid-Atlantic spreading ridge). 
Here, the Iceland mantle plume is thought to be responsible for formation of this volcanic province
 and breakup of the continents and formation of the divergent plate boundary. C) Southwestern 
US study area with the Colorado Plateau and the Rio Grande rift indicated. D) Same study area as 
shown in C), the colored dots show the location and timing of magmatism. Yellow and red colors 
show recent magmatism, blue colors are older magmatic centers. Note the limited amount of 
magmatism inside the Colorado Plateau.

Figure 2.  A) West Antarctic Rift study area, showing the main geological structures and topography. The West Antarctic Rift is flanked 
by an elongated mountain range, the Transantarctic Mountains. We show in our numerical models that these geological structures 
are related to each other. B) The North Atlantic Igneous Province, with volcanic passive margins, Iceland, intrusive and extrusive 
magmatic complexes, and the divergent plate boundary (Mid-Atlantic spreading ridge). Here, the Iceland mantle plume is thought to 
be responsible for formation of this volcanic province and breakup of the continents and formation of the divergent plate boundary. 
C) Southwestern US study area with the Colorado Plateau and the Rio Grande rift indicated. D) Same study area as shown in C), 
the colored dots show the location and timing of magmatism. Yellow and red colors show recent magmatism, blue colors are older 
magmatic centers. Note the limited amount of magmatism inside the Colorado Plateau.
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not related to plate boundaries or continental rift zones. 
We show with numerical models that this magmatism can 
be explained by upwelling mantle material at the edges of 
the Plateau [9].

Volcanic rifts and mantle plumes 

Figure 1 shows that many volcanic rifted margins or con-
tinental rift zones are related to mantle plumes. Based on 
this observation, it has been suggested that mantle plumes 
might be responsible for continental breakup. Two areas 
on Earth where this hypothesis can be tested are the East 
African Rift system, and the northern part of the North 
Atlantic (Figure 1). In a review manuscript we have tested 
the mantle plume hypothesis for formation of the volcanic 
North Atlantic. We have used numerical models to study 
the problem in the East African Rift system.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

This project supports the DOE by providing world-class 
scientific research needed to ensure the success of DOE 
missions in national and energy security and advance 
the frontiers of knowledge in physical and computational 
sciences.

Scientific Approach and Accomplishment

Newly developed numerical models of mantle flow 
beneath continental rifts

We have modified a finite element code for upper mantle 
flow to include a high-viscosity lithosphere and visco-plas-
tic rheology. A visco-plastic rheology realistically describes 
deformation of the lithosphere. With this model, we are 
able to study both flow in the mantle and asthenosphere, 
and deformation of the lithosphere. A detailed model 
description can be found in [7].

Updating the technique for synthetic seismic velocity 
structures

The method we use to convert a given thermal structure 
as a function of pressure/depth and composition into 
seismic velocity and density consists of three components: 
(1) calculation of the phase diagram which provides the 
mineral proportions and mineral composition, (2) calcula-
tion of the mineral elastic parameters and density at the 
desired pressure-temperature conditions, and averaging of 
the mineral properties according to their proportions from 
step 1, (3) addition of the dispersive effects on velocity of 
anelasticity. 

We updated our previous approach [8], see for a detailed 
description [7]. 

Results

The West Antarctic Rift and Transantarctic Mountains

We used numerical models [4] to study the formation 
of the West Antarctic rift zone. The numerical models 
included the strong cratonic lithosphere of East Antarctica. 
The models suggest that uplift of the Transantarctic Moun-
tains is related to formation of a small crustal root beneath 
the range (visible in Figure 3A) and the formation of the 
adjacent West Antarctic Rift system. Upon extension of the 
lithosphere, the rift is formed at the boundary between 
cratonic East Antarctica and non-cratonic West Antarctica. 
Figure 3A shows an excellent agreement between our 
numerical models and tomographic data.

The Rio Grande Rift zone

Recent seismic imaging across the Rio Grande rift revealed 
a low seismic wave velocity anomaly below the rift and 
high velocity structures below the western Great Plains. 
They have previously been interpreted to result from 
compositional, temperature or melt contributions. We 
performed a dynamic test of these interpretations using a 
lithosphere-upper mantle model (Figure 3B). The models 
show that the formation of the Rio Grande rift zone could 
not have started as long as the lithosphere of the western 
US was under compression from the Late Cretaceous-Early 
Tertiary low-angle subduction of the Farallon plate. When 
the state of stress changed to wide-spread extension in 
the Basin and Range area in the Oligocene, formation 
of the Rio Grande rift was facilitated west of the edge of 
the Great Plains craton where the lithosphere became 
weakened by thermal erosion. The low seismic wave 
velocity that is present beneath the Rio Grande rift can to 
a large extent be explained by passive upwelling normal 
temperature asthenosphere, allowing the presence of 
small amounts of melt only. The fast anomaly beneath 
the western Great Plains can be explained thermally as 
cold downwelling lithosphere, destabilized by small-scale 
convection.

Magmatism and the Colorado Plateau

We propose small-scale edge-driven convection, induced 
by variations in lithosphere thickness imposed by Cenozoic 
extension on both sides of the Plateau, as the source of 
magmatism. The cold temperature regions in the numeri-
cal models correspond well with the imaged seismic tomo-
graphic structures by the RISTRA seismic experiment[10].  
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Figure 3. Results. A) Model predicted lithosphere structure and 
lithosphere-asthenosphere boundary, compared to seismic 
tomography data (area in white dashed box) from [5]. B) Numeri-
cal model of the Rio Grande Rift, shown are temperatures in 
the upper 4 panels. Upper panel: model setup, followed by the 
thermal evolution and formation of the rift. Lower 4 panels: 
synthetic seismic velocity variations, compared to tomography, 
and synthetic seismic velocities (absolute) compared to seismic 
tomography. The tomographic structures can be explained ther-
mally, with compositional variations explaining some detailed 
structures. C) The lithosphere below the Colorado Plateau is thick 
compared to surrounding regions (upper panel). Such a step in 
lithosphere thickness is included in our numerical models (middle 
panel). It causes convection whereby the upwelling mantle 

Figure 3: Results. A) Model predicted lithosphere 
structure and lithosphere-asthenosphere boundary, 
compared to seismic tomography data (area in white 
dashed box) from [5]. B) Numerical model of the Rio 
Grande Rift, shown are temperatures in the upper 
4 panels. Upper panel: model setup, followed by the 
thermal evolution and formation of the rift. Lower
 4 panels: synthetic seismic velocity variations, 
compared to tomography, and synthetic seismic 
velocities (absolute) compared to seismic tomography.
 The tomographic structures can be explained thermally, 
with compositional variations explaining some detailed structures. 
C) The lithosphere below the Colorado Plateau is thick compared to 
surrounding regions (upper panel). Such a step in lithosphere thickness
 is included in our numerical models (middle panel). It causes convection 
whereby the upwelling mantle material results in magmatism along the 
edges of the Colorado Plateau. D) Tectonic history of the North Atlantic 
volcanic province, including uplift of the surface, magmatism, and the
 timing of continental breakup. Such a detailed reconstruction [2] clari�es 
the relation between mantle plumes, volcanism and the formation of 
divergent plate boundaries.

Figure 3: Results. A) Model predicted lithosphere 
structure and lithosphere-asthenosphere boundary, 
compared to seismic tomography data (area in white 
dashed box) from [5]. B) Numerical model of the Rio 
Grande Rift, shown are temperatures in the upper 
4 panels. Upper panel: model setup, followed by the 
thermal evolution and formation of the rift. Lower
 4 panels: synthetic seismic velocity variations, 
compared to tomography, and synthetic seismic 
velocities (absolute) compared to seismic tomography.
 The tomographic structures can be explained thermally, 
with compositional variations explaining some detailed structures. 
C) The lithosphere below the Colorado Plateau is thick compared to 
surrounding regions (upper panel). Such a step in lithosphere thickness
 is included in our numerical models (middle panel). It causes convection 
whereby the upwelling mantle material results in magmatism along the 
edges of the Colorado Plateau. D) Tectonic history of the North Atlantic 
volcanic province, including uplift of the surface, magmatism, and the
 timing of continental breakup. Such a detailed reconstruction [2] clari�es 
the relation between mantle plumes, volcanism and the formation of 
divergent plate boundaries.
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material results in magmatism along the edges of the Colorado 
Plateau. D) Tectonic history of the North Atlantic volcanic 
province, including uplift of the surface, magmatism, and the 
timing of continental breakup. Such a detailed reconstruction [2] 
clarifies the relation between mantle plumes, volcanism and the 
formation of divergent plate boundaries.

Numerical geodynamic modeling corroborates this hypoth-
esis and offers an explanation for the differential uplift 
along the Plateau margins that is consistent with the geo-
chronologically constrained inward CP edge migration of 
volcanic centers and asthenospheric finite strain inferred 
from seismic anisotropy. 

These modeling results and seismic observations suggest 
that Colorado Plateau lithosphere is being destroyed by 
entrainment in small-scale edge-driven convection at 
both edges imaged by RISTRA (Figure 3B).  We suggest 
that rapid Miocene extension and asthenospheric upwell-
ing beneath the Basin and Range province (Figure 2C) 
emplaced a temperature jump at the Basin and Range-
Colorado Plateau boundary that initiated the current 
convective system. The convection is removing parts of 
the Colorado Plateau lithosphere along its western edge, 
and is responsible for a magmatic/volcanic front migrating 
towards its interior. 

Volcanic rifts and mantle plumes

The mantle plume concept is currently being challenged as 
an explanation for North Atlantic Igneous Province forma-
tion. Alternative models have been suggested, including 
delamination, meteorite impact, small-scale rift-related 
convection, and chemical mantle heterogeneities. We 
review available datasets on uplift, strain localization, age 
and chemistry of igneous material, and tomography for 
the North Atlantic Igneous Province, and compare them 
with predictions from the mantle plume and alternative 
models [2]. The mantle plume concept is quite success-
ful in explaining formation of the North Atlantic Volcanic 
Province, but unexplained aspects remain. Delamination 
and impact models are currently not supported. Rift-
related small-scale convection models appear to be able 
to explain volcanic rifted margin volcanism well. However, 
the most important problem that non-plume models need 
to overcome is the continuing, long-lived melt anomaly 
extending via the Greenland-Faeroe Ridges to Iceland. 

In the East African Rift system, we find that the magma 
resulting from the Afar mantle plume has intruded the 
lithosphere and caused rift segmentation [10]. This 
explains the architecture of the rift. 
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Abstract

Humankind’s fossil energy emissions have increased 
greenhouse gases and air-pollution that have together 
warmed our global climate by 0.6 C over the anthropo-
cene (preindustrial to present). The additional +2.6 W/
m2 heat trapped (positive radiative forcing) by anthro-
pogenic greenhouse gases is well quantified.  The net 
cooling (negative radiative forcing) by air-pollution, 
principally small particles called aerosols that scatter 
away sunlight is substantial but ill quantified with a 
range of -2.4 to  -0.6 W/m2. Therefore the net societal 
radiative forcing of 0.6 to 2.4 W/m2 while positive is 
uncertain by a factor of 4, limiting our ability to predict 
climate change. The problem arises due to the complex 
nature of aerosols, for example sulfate aerosols scatter 
sunlight to cool climate while black carbon (soot) 
aerosols absorb sunlight to warm climate. In reality 
light and dark aerosols transform and mix in the atmo-
sphere, and the optical properties of this mixed aerosol 
determines their net radiative forcing. A key obser-
vational gap has been our limited ability to measure 
light absorption by aerosol. Current methods collect 
particles on substrates and monitor light attenuation. 
We have developed and applied a new photo-acoustic 
method to measure light absorption by aerosols directly 
without any substrate. Our photo-acoustic field data 
show that the substrate-based methods suffer from 
severe artifacts and can overestimate light absorption 
under polluted conditions.

Background and Research Objectives

The cooling by aerosols by pollution has offset about 
half the warming by greenhouse gases over the indus-
trial era. However, this masking effect of aerosols 
is uncertain by a factor of 4 and limits our ability to 
simulate the past warming and predict future climate 
change. This uncertainty arises due to the complex and 
dynamic chemical, physical and optical properties, and 
often competing of aerosols on our radiation budget 
and climate.  For example, sulfate aerosols scatter 

Measurements of Absorption and Scattering by Aerosols: How do they Offset 
Global Warming?
Manvendra Krishna Dubey

20061397PRD1

sunlight cooling the air while black carbon particles 
absorb sunlight to warm the air. Real atmospheric 
aerosols are mixtures of these aerosol types with a 
varied degree of mixing with a range of optical proper-
ties, which can cause cooling or warming. Therefore, 
reliable measurements of optical measurements over 
a range of aerosol conditions are essential to quantify 
the aerosol climate forcing. Unfortunately, the com-
munity has been confined to the use of filter-based 
instruments that are known to have large artifacts that 
have to be carefully corrected for and have associated 
uncertainties. Our project has made a quantum leap in 
measurement technologies to measure aerosol optical 
properties and applied them to quantify the aerosol 
radiative forcing in a variety of regimes; urban, remote, 
cloudy and Arctic to fill this gap. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Achieving energy security and ensuring the sustainabil-
ity of the earth system is an emerging mission at LANL. 
Our project better defines the past and current climate 
forcing by aerosol pollution from societal fossil energy 
use activities. Specifically it enables the diagnosis of 
past observed warming and retrieves more accurate 
estimates of climate responses to past forcings. This is 
critical to forecast future warming by greenhouse gases.

Scientific Approach and Accomplishments

Climate sensitivity, the ratio of warming to radiative 
forcing, which determines the vulnerability of our 
Earth system to human activity and natural variability, 
remains ill constrained and uncertain by a factor of 
2 to 4. Accurate determination of this parameter is 
essential to inform energy policy for effective transition 
to a carbon neutral economy. The forcing by anthro-
pogenic greenhouse gases is well quantified. The large 
uncertainty in climate sensitivity arises from incomplete 
knowledge of forcing by aerosols. Quantifying the role 
of aerosols poses a challenge because of their complex 
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composition, short lifetime, heterogeneous distributions, 
ability to absorb and scatter solar and terrestrial radia-
tion, and their effects on clouds. Furthermore, aerosol 
induced weakening of the hydrological cycle is a key water 
sustainability issue for the 21st century. Our project made 
quantum leaps in optical instrumentation to measure in 
situ the absorption and scattering.

We helped develop and deploy a new photoacoustic 
instrument, which measures both absorption and scat-
tering in situ without using the substrate collection that 
is employed in conventional methods (e.g. Particle Soot 
Absorption Photometer or PSAP). We deployed our instru-
ment for numerous DOE, NOAA and NSF campaigns. The 
regions sampled ranged from remote to urban and include 
Mexico City, Alaska, California, Houston, Oklahoma, 
Colorado and Korea. Our field data clearly showed that 
conventional filter based (e. g. PSAP) methods can system-
atically overestimate aerosol absorption by a factor of 2 to 
3 particularly in polluted urban environments (Figure 1). 
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Figure 1. Ratio of conventional filter based (PSAP) absorption and 
our photoacoustic absorption made above Houston as a function 
of organic aerosols. Numbers greater than 1 clearly show that  
traditional filter methods have a systematic high bias of PSAP 
under polluted conditions and should be treated with caution. 
Our does not use any substrate and is reliable.

Based on this finding DOE’s ARM project has funded us to 
deploy a new 3-laser photoacoustic instruments at their 
Southern Great Plains site to correct their conventional 
PSAP data set. Our advances included the deployment 
of the world’s first 3 laser photoacoustic instrument to 
measure aerosol absorption and scattering at 405 (blue), 
532 (green) and 781 (red) nanometers, spanning the solar 
spectrum. We have demonstrated that this instrument can 
discriminate dust from soot – both are absorbing aerosols. 
Furthermore our field campaigns were successfully 
integrated to glean process-level information on aerosol 
physical-chemical transformations in the atmosphere as 

they age and effect clouds. We highlight the following 
results from field campaigns:

We observed a 1. dark aerosol plume within a marine 
stratus cloud in California during a field campaign in 
2005. Our analysis shows that soot, when mixed with 
sulfate, is effectively scavenged by cloud drops. This 
alters cloud reflectivity, and needs to be considered in 
climate models. We also demonstrated that in aged 
plumes soot, sulfate and salt are internally mixed and 
result in high single scatter albedo, which is indepen-
dent of the cloud water (Figure 2).SSA vs LWC at constant Altitude
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Figure 2. Single scatter albedo (SSA), a measure of the aerosol 
darkness ( 1 is light sulfate, 0.3 is dark soot)  versus the cloud 
water in a polluted cloud off the coast of California indicating 
that soot, sulfate and salt are internally mixed so that their SSA is 
independent of cloud water.

We measured diurnal profiles of aerosol absorption 2. 
and scattering in Mexico City. We discovered a large 
photochemical production of organic aerosols in the 
afternoon, which is missing in current models. We also 
measured changes in absorption by soot and linked it 
to boundary layer dynamics and changes in the shape 
of soot aggregates (fractal morphology) (Figure 3). We 
integrated a wealth of data to estimate the net radia-
tive forcing by pollutants and greenhouse gases for a 
megacity, a new metric to guide policy.
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Figure 3. Diurnal profiles of optical properties and soot morphol-
ogy measured at Picos Tres Padres about 1 km above Mexico City 
in 2006. The secondary organic aerosol scattering peak in the 
afternoon and the late morning absorption peak, are new pro-
cesses that are not resolved in current climate models.

We discovered that 3. cloud processed aerosols are 
darker above Houston and Oklahoma (Figure 4). This 
could result from selective scavenging of sulfate and/
or reducing the size of the aerosols. These new mecha-
nisms are now being incorporated in global models to 
better quantify the role of aerosol pollution in climate 
change.

y = 3E-16x5 - 2E-12x4 + 5E-09x3 - 7E-06x2 + 0.005x - 

y = -2E-05x + 0.4765

y = -0.0001x + 0.6461

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0 500 1000 1500 2000 2500

CPC

S
S
A

free air

in cloud

near cloud

Poly. (free air)

Linear (in cloud)

Linear (near cloud)

Figure 4. Observed single scatter albedo (a measure of the 
aerosol darkness) versus condensation particle counts over 
Houston for cloud free, near cloud and in cloud air showing the 
darkening (lower SSA) of aerosols by cloud processes. These 
details are not resolved in current climate models and can be 
very important.

Our new aerosol process level findings are now being 
incorporated in next generation climate models to better 
predict the future impacts of energy policies on our earth 
system.
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Abstract

We have constructed and tested an improved phase-
sensitive flow cytometer (PSFC) system for measuring 
a variety of fluorescence kinetic parameters.  This 
improved system includes use of a LANL-developed 
digital data acquisition system to record and process 
data from the analog detectors.  The PSFC has been 
applied to measurements of autofluorescence lifetimes 
of cells, measurement of fluorescence lifetimes of novel 
fluorescence proteins and separation of spectrally-over-
lapping fluorophores.  We have also developed a novel, 
completely digital approach to acquiring phase-sensitive 
data that should allow relatively simple addition of this 
technology to any commercial flow cytometer, consider-
ably extending the impact of this work.

Background and Research Objectives

Fluorophores are excitable molecular species that emit 
light after they absorb light, which is useful for several 
analytical biology applications. The basis of phase-
sensitive flow cytometry is the use of a modulated laser 
beam: essentially the laser is turned off and on very 
rapidly so that the sample is exposed to a time varying 
optical excitation.  This means that the fluorescence 
emitted by the sample is also modulated, varying from 
a maximum at the peak excitation to zero when the 
beam is off.  However, emission of a fluorescence signal 
is time-delayed relative to the excitation, since it takes a 
finite time (referred to as the fluorescence lifetime) for 
the excited state of the fluorophore to decay and emit 
the fluorescence photon.  Typically, the laser modulation 
is a sine wave with a frequency in the range of 10-50 
MHz.  The fluorescence emission will also be a sine 
wave, but the emitted light is phase-shifted due to the 
delay induced by the fluorescence lifetime.  Measure-
ment of this phase shift provides a means of directly 
measuring the fluorescence lifetime of the fluorophore 
being excited.  A robust phase-sensitive flow cytom-
etry - fluorescence activated cell sorting (PSFC-FACS) 
system may have several positive, and perhaps global, 
outcomes for analytical biology and every-day engi-

Fluorescence Lifetime Spectroscopy by Flow Cytometry
James Paul Freyer
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neering applications.  Currently FACS is a commercially 
available technology that is used world-wide on the 
benches of thousands of biochemistry labs.  Our current 
PSFC system, which analyzes biological materials as they 
flow past a sensor, can be improved in several aspects.  
To-date, PSFC measurements 1) have only been dem-
onstrated over a narrow range of fluorophore lifetimes, 
2) are restricted to single-exponential fluorescent decay 
measurements and to a limited extent, bi-exponential 
decay, and 3) lack translation to a FACS system.

The primary objective of this research was to improve 
the techniques used to measure phase-sensitive fluores-
cence parameters by flow cytometry, with the end goal 
of constructing a new PSFC that is simpler to operate 
and has better phase discrimination.  A second goal was 
to demonstrate the application of this technology to 
several relevant biological problems, including the reduc-
tion of autofluorescence background, the separation of 
spectrally-overlapping fluorophores and the measure-
ment of fluorescence lifetimes of engineered fluorescent 
proteins.  A final goal was to implement a completely 
digital approach to measuring phase information in flow 
cytometry.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project supports the National Flow Cytometry 
Resource, an NIH-funded national biomedical technol-
ogy resource dedicated to the development, application 
and dissemination of new flow cytometry instrumenta-
tion and techniques.  The instrumentation developed 
out of this work is important to the national biomedical 
community due to its wide applicability in a variety 
of fluorescence measurement problems, including: 
separation of overlapping fluorophores; reduction of 
autofluorescence background; and direct quantification 
of fluorescence lifetime.  Potential research and clinical 
applications include: improved measurement of dim 
fluorescence signals (important in many immunostaining 
techniques); improved separation of overlapping fluo-
rophores (important in immunostaining and multiplex-
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ing methods); improved engineering of novel fluorescent 
proteins (important as ligands for labeling a variety of 
cells and cellular constituents); and improved detection of 
cellular processes (important in ligand binding and measure-
ment of molecular environments).  The successful develop-
ment of a digital system for measuring phase parameters in 
flow cytometry also has considerable importance in tech-
nology transfer, as this would allow simple addition of this 
parameter to existing commercial instruments.

Scientific Approach and Accomplishments

Our initial approach involved making hardware improve-
ments to the existing phase-sensitive cytometer, which had 
originally been developed by Steinkamp and colleagues.  
As described below, one of the improvements was to use 
the Open Reconfigurable Cytometry Acquisition System 
(ORCAS), a digital data acquisition system developed by the 
flow cytometry team at LANL, to collect the signals from the 
analog phase processing electronics on the original instru-
ment.  About halfway through this project, we hit upon the 
idea of using the signal processing capabilities of ORCAS to 
directly extract the phase information from the digitized 
output of the photomultiplier tubes used to detect the fluo-
rescence signals.  This improvement bypasses the analog 
processing components, resulting in a simpler, cheaper and 
more precise collection of phase information.  Concurrent 
with these technical developments, we have demonstrated 
the application of the PSFC to several different types of 
fluorescence measurements.

Original PSFC Improvements

The original PSFC instrument used analog radio-frequency 
(RF) components to both modulate the laser and to collect 
and process the fluorescence signals, as illustrated in Figure 
1.  A continuous-wave laser was modulated by inserting an 
electro-optical modulator (EOM) in the light path prior to 
sample excitation.  We have made several improvements 
to this system that have markedly improved its perfor-
mance.  The first improvement was the use of the ORCAS 
digital data system to digitize the outputs from the analog 
RF components.  This allowed for improved signal collec-
tion and decreased noise.  The ORCAS system was also 
used to do some of the calculations required for extracting 
fluorescence lifetimes (e.g. ratios of the sine and cosine of 
the modulated signals) in digital space instead of by using 
separate analog components.  The second major improve-
ment was the installation of a newer solid state laser diode 
that could be directly modulated.  Not only did this result 
in an improved depth of modulation compared to the EOM 
(i.e. “off” was truly off), but also any of several different 
diodes could be placed in the same housing to obtain a 

wide variety of excitation wavelengths.  We also made 
other improvements in the flow cell, photo-multiplier tubes 
(PMTs) and light scatter detector (used as a trigger for the 
fluorescence signal as well as a non-phase shifter refer-
ence signal).  Over the first year of the project all of these 
upgrades were installed and tested, and several different 
types of phase-sensitive fluorescence measurements were 
made (described in section 3.3 below).

Figure 1. Schematic diagram of the redesigned PSFC instrument, 
illustrating the optical and electronic components.  Note the 
original signal path through the analog components and the new 
path directly into ORCAS.

Digital Phase Measurement

We have recently demonstrated the ability to acquire fluo-
rescence lifetime without analog hardware.  As illustrated in 
Figure 1, the outputs of the PMTs and the reference signal 
are run directly into ORCAS.  The methods to bypass the 
analog mixing, delaying, and filtering steps include directly 
capturing the correlated modulated fluorescence signals 
and reference sinusoidal signals directly by the ORCAS 
system.  The signals are then sorted and post-processed to 
determine the average lifetime shifts.  Fitting routines such 
as fast Fourier Transform filtering are used to acquire the 
phase shift and amplitude of the correlated waveforms.  The 
phase shift between the reference sine wave and modulated 
pulse is directly proportional to the fluorescence lifetime 
of the sample.  Figure 2 provides the results from prelimi-
nary measurements using scattering beads, Flow-Check 
microspheres and CHO cells stained with ethidium bromide 
for total DNA content.  Waveforms were collected directly 
into ORCAS, and subsequently with the traditional analog 
phase system at the same frequency.  Our data suggest that 
one can easily acquire digital lifetime values similar to the 
analog system, but without any of the RF analog hardware.  
Combined with the use of a directly modulated solid-state 
laser, this new development will allow the addition of fluo-
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rescence lifetime capabilities to an existing flow cytometer 
with very little modification or expense.  Optimization is still 
ongoing to decrease variation in waveform fitting and in the 
frequency response of the ORCAS system.

Figure 2. Comparison of fluorescence lifetimes measured with the 
analog components (top) and the new digital processing method 
(bottom).

PSFC Applications

We have used the improved PSFC instrument to make 
several types of fluorescence measurements that demon-
strate the power of this technology for a variety of biomed-
ically-relevant applications.  We will discuss three of these 
briefly below: 1) measurement of the endogenous fluores-
cence lifetimes of cells; 2) measurement of the fluorescence 
lifetimes of engineered fluorescent proteins; and 3) use of 
a fluorescence lifetime signal to separate multiple fluoro-
phores with overlapping emission spectra.

Endogenous fluorescence lifetimes

In a first application for developing phase-sensitive tech-
nology, we have acquired the average lifetime of intrinsic 
fluorophores from viable cell samples: these data have been 
published recently in a Proceedings paper.  This project is 
motivated by the need to acquire statistically significant 
values of bulk autofluorescence lifetimes at wavelengths 
used in typical cytometry applications.  The identification 
of the average lifetime from endogenous species, which 
are ubiquitous to cells, is the first step towards assays 
and applications that easily separate autofluorescence 
noise from dim fluorescence tags.   In addition to reducing 
the autofluorescence noise floor in cytometry, lifetime 
measurement may also provide information about how 
the endogenous species emission may or may not impact 
emission from extrinsic tags.  Finally, combined spectral and 
autofluorescence information on unstained cells can provide 
information about the endogenous molecular species that 
fluoresce in cells, and may allow the label-free separation 
of different cell types or physiological alterations.  Two cell 
types, one non-tumorigenic and one tumorigenic, were 
measured over a wide range of excitation wavelengths.  
A lifetime ‘spectrum’ was ultimately acquired from the 
average lifetime results, as shown in Figure 3.  It is clear 
from these data that the average autofluorescence lifetimes 
of cells vary across the excitation spectrum, over a range 
from 2-10 ns.  An interesting finding of this work was that 
the autofluorescence lifetimes of proliferating and quies-
cent cells differed significantly at 488 nm excitation: we are 
following up this observation with measurements on other 
cells types.

Lifetimes of fluorescent proteins

Intrinsically fluorescent proteins have become invaluable 
tools for the labeling of cells and cellular constituents.  
There is considerable effort both within LANL and exter-
nally to develop novel fluorescent protein reagents.  We 
have demonstrated the ability to measure the fluorescence 
lifetime of cells expressing fluorescent proteins, as illus-
trated in Figure 4.  It is clear from these data that we can 
easily resolve even relatively small differences in fluores-
cence lifetime (<1 ns).  One important application of this 
technology that we are working towards is the ability to 
sort cells based on lifetime measurements: this would allow 
the screening of different fluorescent proteins to select for 
those with long lifetimes (which translates into increased 
fluorescence intensity).  A second application is the ability to 
separate bound from unbound fluorescent proteins, based 
on a change in lifetime upon binding: this would allow the 
detection of specific binding of a protein ligand in a high 
background of unbound ligand (which would eliminate the 
need for washing steps to remove unbound protein).
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Figure 4. Fluorescence lifetime histograms for control micro-
spheres (left panels) and cells expressing two different fluores-
cent proteins (right panels).  Numbers in red are lifetime values 
obtained with the PSFC instrument, while numbers in black repre-
sent measurements on a fluorescence lifetime spectrometer.

Separation of fluorophores

In order for lifetime measurements to contend with 
intensity-based multiplexing and provide solutions for 
the complex cytometry assays, we have proposed several 
applications that involve multiplexing based on lifetime.  
Recently, using combinations of fluorescence microspheres, 
we demonstrated that we could separate populations based 
on nanosecond lifetime changes or less.   Figure 5 is the first 
example in which a mixture of four bead populations with 
similar intensities were separated in spite of having highly 

overlapping spectral emissions.  All populations were sepa-
rable without gating, compensation, or other methods, even 
though all data were collected in the same fluorescence 
emission channel.  The average lifetime of each microsphere 
type was exploited to collect the 2-D histograms, showing 
clearly defined populations.  We have also demonstrated 
the ability to separate overlapping fluorescence emissions 
using a technique referred to as “phase-filtering”: the fluo-
rescence of one fluorophore in a mixed sample is basically 
removed by filtering out phase shifts of a certain magnitude. 
Applications of this technique include reducing nonspecific 
dye binding fluorescence and autofluorescence background 
interferences for Raman scattering applications.

Figure 5. 2-D scatter plots of fluorescence intensity versus 
fluorescence lifetime for four different types of microspheres 
(indicated by the different colored labels) measured together in 
a single sample.  Note the ability to separate different micro-
spheres with the same fluorescence intensity (and emission 
wavelength) using the fluorescence lifetime parameter.

Figure 3. Fluorescence lifetime values for two different cell lines (Rat1 and Rat1-T1) in two different growth stages (Ex: exponentially 
growing; P: plateau non-growing) at eight different excitation/emission wavelengths.  Values are means and standard deviations for 
3-5 different experiments.
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Introduction

Many problems in information processing that are im-
portant at Los Alamos are computationally complex at 
a fundamental level: algorithms guaranteed to find the 
best solution require an exponentially large amount of 
time, making them completely impractical.

This project was proposed not to solve a specific prob-
lem in a long-standing and established field, but rather 
to develop a new interdisciplinary field that has been 
coming into existence over the past five years in the in-
ternational science arena. The main objective has been 
to apply methods from statistical physics to develop 
heuristic algorithms that rapidly find good solutions. By 
providing a solid theoretical basis for these heuristics, 
statistical physics methods enable one to mathemati-
cally quantify their performance in high-reliability ap-
plications, and to systematically design improvements. 
Specific goals have included testing and verifying these 
general purpose algorithms on a wide range of applica-
tions, such as communication and routing on networks, 
developing multi-objective optimization schemes to 
minimize path length and energy consumed, extending 
coding theory to deal with a network of communicating 
agents, etc.

There are three key steps in the research approach: 
(a) State the problem in terms of optimization and/or 
inference and/or learning,   (b) Develop and extend a 
heuristic algorithm, and (c) Analyze the algorithm.

The project proposed using a unified set of approaches, 
including belief propagation, finite size scaling, and 
series expansions,  to develop general algorithms that 
benefit a wide range of LANL applications, such as 
network monitoring, data reconstruction, and logisti-
cal problems. Furthermore, the algorithmic problems 
envisioned, such as community detection, are essential 
to a wide array of challenges in network science, includ-
ing biological networks and adversary social networks. 
The proposal aimed at complementing recent network 
research, with the larger goal of developing a capability 
at LANL in the physics of algorithms broadly applicable 
to modern challenges in information technology.

The Physics of Algorithms
Michael Chertkov

20070063DR

Benefit to National Security Missions

This project supports the DOE mission in Treat Reduc-
tion and Nuclear Weapons by enhancing our under-
standing, developing and constructing new algorithms 
for wireless sensor networks, community detection in 
adversary social networks, resource allocation in paral-
lel computing architectures and contributing to verifica-
tion and validation of LANL critical software.

Progress

In the course of our research, we have developed the 
following algorithms and mathematical results:

A general framework, called Loop Calculus, for ex-• 
pressing exact statistical inference in terms of the 
result of a computationally feasible Belief Propa-
gation algorithm in the general case of a q-ary 
alphabet. A further result is the discovery of a new 
class of graphical models that, in spite of containing 
many loops, are solved exactly by an algorithm of 
the Belief Propagation type. 

A novel algorithmic approach, Quantum Belief • 
Propagation, for performing calculations in quan-
tum systems and in classical systems in continuous 
time.  In particular, this leads to a new numerical 
technique for implementing belief propagation with 
high accuracy in systems with time dependence

A study of the phase structure of Graph Bisection • 
over randomgraphs, suggesting the unusual sce-
nario that the problem’s solution space undergoes 
a clustering phase transition (``replica symmetry 
breaking’’) within its over constrained region.  Fur-
ther work has applied this study to graphs more 
closely reflecting real network data, namely Geo-
graphical Threshold Graphs that capture key fea-
tures of wireless networks while allowing a tunable 
topology.  

A novel algorithm for community detection and • 
clustering based on belief propagation.  This algo-
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rithm appears to run in nearly linear time on graphs 
with the small-world structure characteristic of social 
and technological networks

A ranking algorithm that allows inference based on • 
data that may contain systematic errors, such as upsets 
that occur in competitions. Statistical physics methods 
including scaling techniques, random-walk analysis, 
and Monte Carlo simulations were used to establish 
the algorithm and test its performance.  

Structural properties of networks with addition and • 
deletion of nodes using kinetic theory. This models 
information networks such as the internet and com-
munication networks such as cell phones and sensor 
networks.  Analytical solutions have been obtained for 
network properties including the number of dangling 
nodes and the diameter

Study of the growth in the number of pareto-optimal • 
paths in the problem of multi-objective optimization 
for different classes of graphs with randomly assigned 
edge weights. The distribution of the number of paths 
is found to be independent of the distribution of 
weights under certain conditions, and satisfies some 
interesting scaling properties.

A formalism for implementing belief propagation on • 
discrete optimization problems with global constraints.  

A graph reduction approach that takes network data • 
and generates an ensemble of smaller graphs that are 
statistically similar. Applied to a real internet graph, 
this approach produces networks with features closely 
resembling snapshots of the (smaller) internet from 
several years earlier.  

A study of how synchronization of a network of identi-• 
cal oscillators is affected when adding, removing, and 
moving single edges in the network.  This suggests 
specific strategic rewiring schemes: a greedy approach 
based on the Laplacian eigenvectors of the network, 
for instance, can be better than methods targeting the 
nodes of largest and smallest degree.  

Routing algorithms for effective information diffusion • 
in ad hoc networks and sensor networks was devel-
oped. 

A study of the  nonmetric traveling salesman problem, • 
relating the ``cavity method’’ from statistical physics 
to a specific implementation of the belief propagation 
algorithm was conducted.  This provided one of the 
most competitive algorithms for the nonmetric prob-
lem. 

A Locally Minimum Cost Forwarding game was studied.  • 
Results included a heuristic game theoretic routing 
protocol that finds Nash equilibria whose efficiency ap-
pears to be within a constant factor of optimal.

• 

A packet routing approach based on ETOP has been • 
implemented and evaluated, and an in-depth analysis 
shows why paths selected by ETOP improve TCP per-
formance.

A multi-radio network model was developed.  Such • 
networks promise to offer super-linear throughput 
improvements through the use of multiple-path com-
binations.  

A study of the problem of placing additional nodes • 
owned by a single profit-maximizing entity into an 
existing network is shown to be NP-hard.  A number 
of polynomial-time heuristics are proposed for finding 
non-optimal but satisfactory solutions.

A non-equilibrium spin-flip process underlying perfor-• 
mance of the random edge simplex algorithms was 
analyzed. We showed that this process exhibits aging, 
rejuvenation,  spatial and temporal correlations. We 
characterized algorithmic  performance to high accu-
racy using monte carlo simulations, approximate theo-
retical techniques, and series extrapolation.

Future Work

In addition to continued progress on areas discussed 
above, expected new research include:

A host of novel inference algorithms based on Belief • 
Propagation and Loop Calculus that achieve efficient 
and asymptotically optimal tracking of small identical 
objects immersed in a stochastic environment, e.g. 
turbulent flows. 

The application of recently developed approximate • 
inference algorithms to multi-target tracking in a 
smoothing framework. The smoothing approach is 
expected to yield results superior to (popular) forward 
filtering alone.

A new approach to reconstructing phylogenetic trees, • 
given characters of a set of related organisms. This is a 
classic problem of great importance in biology, which 
has not yet been explored using physics-based tech-
niques.  

A new class of approximate inference methods, blend-• 
ing recently developed variational combinatorial ap-
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proaches from the graphical model literature with 
multi-scale approaches in statistical physics. These 
methods will be applied to structured problems, such 
as inference, optimization and learning for computer 
graphics as well as two- and three-dimensional image 
recognition.

Application of results in clustering and community • 
detection to other systems, further addressing foun-
dational questions of what makes specific classes of 
problems computationally hard.

New methods coupling theory and simulation for the • 
analysis and optimization of routing protocols within 
realistic ad-hoc networks, such as Wireless Sensor Net-
works.

Development and application of Belief Propagation • 
related algorithms to solving network min-max inter-
diction models.

New non-equilibrium approaches to sampling from a • 
given multivariate distributions via Markov Chain Mon-
te Carlo methods that preserve locality but explicitly 
break the common assumption of detailed balance.  

Algorithms for studying jamming in materials, such as • 
how to pack a disordered arrangements of spheres 
in 2D.  The goal is to develop effective algorithms for 
packing beyond the cover density of 0.95 that recent 
work in this project has achieved.

Studies of communication and simulation of networks, • 
specifically focused on designing more efficient and 
scalable peer-to-peer and sensor networks.

Conclusion

This project was proposed not to solve a specific problem 
in a long-standing and established field, but rather to de-
velop a new interdisciplinary field that has been coming 
into existence over the past 5 years in the international sci-
ence arena. The main objective has been to apply methods 
from statistical physics to develop heuristic algorithms that 
rapidly find good solutions. By providing a solid theoreti-
cal basis for these heuristics, statistical physics methods 
enable one to mathematically quantify their performance 
in high-reliability applications, and to systematically de-
sign improvements. Specific goals have included testing 
and verifying these general purpose algorithms on a wide 
range of applications, such as communication and rout-
ing on networks, developing multi-objective optimization 
schemes to minimize path length and energy consumed, 
extending coding theory to deal with a network of commu-
nicating agents, etc.

The project proposed using a unified set of approaches, 
including belief propagation, finite size scaling, and series 
expansions, to develop general algorithms that benefit a 
wide range of LANL applications, such as network moni-
toring, data reconstruction, and logistical problems. Fur-
thermore, the algorithmic problems envisioned, such as 
community detection, are essential to a wide array of chal-
lenges in network science, including biological networks 
and adversary social networks. The proposal aimed at 
complementing recent network research, with the larger 
goal of developing a capability at LANL in the physics of 
algorithms broadly applicable to modern challenges in in-
formation technology.
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Introduction

Our aim is to identify meaningful changes that have 
occurred in scenes that have been imaged multiple 
images. The repeated images are typically taken at dif-
ferent times, possibly with different instruments, and 
inevitably under different conditions. Real changes in 
the scene from one image to the next are hidden by a 
profusion of incidental differences, caused by variations 
in illumination, calibration, or atmospheric distortion. 
The central effort in this project is the development of 
a statistical methodology to distinguish these pervasive 
but incidental differences from the less common but 
more interesting actual changes that have occurred 
in the scene. This effort builds on a machine learning 
framework that was developed at Los Alamos and else-
where, and that provides a formal mathematical basis 
for identifying what is anomalous in a dataset.

The motivation for this project is the burgeoning accu-
mulation of image data and the limited resources avail-
able to examine it. These data potentially contain impor-
tant nuggets of useful information, but those nuggets are 
hidden among the raw terabytes of background clutter. 
What automated change detection can provide is a way 
to cull through the massive quantity of imagery that may 
be coming into a facility, and chip out a small number of 
the most anomalous changes. At this point, a profession-
al analyst can decide which changes provide actionable 
information and/or merit further investigation.

Benefit to National Security Missions

This project will support the DOE missions in nonprolifer-
ation and national security by developing the technology 
to enhance an analyst’s ability to identify new and/or 
changed sites from broad area search imagery.  Our tools 
also provide benefit to a range of DoD and other national 
security stakeholders,  many of whom are dependent 
on remote imagery to carry out missions ranging from 
counterterrorism to urban warfare. Furthermore, our 
techniques rely on innovative statistical estimation tools, 
and this supports DOE’s broader scientific mission.

Automated Change Detection in Remote Sensing Imagery
James Patrick Theiler

20080040DR

Progress

Software development

A revision-controlled software repository has been set 
up; the software consists of a coherent set of matlab 
routines that implement a suite of existing and newly 
developed change detection algorithms, along with sup-
port tools that enable comparisons of the different algo-
rithms under different conditions.

Simulation framework

The ultimate test of a change detection algorithm is per-
formance in the field: how well does it find real changes 
in real images? While this project continues to employ 
real data collections, it is important to recognize the 
difficulties in using this data for extensive quantitative 
comparisons.  We have developed (and implemented 
as part of our software repository) a simulation frame-
work that provides unlimited test imagery with perfect 
ground truth for a broad but controlled range of normal 
and anomalous changes.  This allows us not only to 
employ statistically meaningful quantities of data, but 
to tease apart the various aspects of the data for which 
one or another algorithm might exhibit particular sen-
sitivity.  While the results of these simulations are not a 
good way to judge the expected false alarm and detec-
tion rates that might be expected in real field situations, 
they do provide a consistent, objective, and statistically 
powerful way to compare the relative performance of 
different algorithms. The framework has two compo-
nents: one for producing “pervasive differences” over 
the whole image, and one for producing the “anoma-
lous changes.” A variety of options exist for either 
component which provides flexibility for the simula-
tion. This framework was applied to an extensive set of 
comparisons of a quadratic family of change detection 
algorithms [1].

New algorithms

The first major result of this project was the develop-
ment of a new algorithm which explicitly optimizes 
the change detection performance under some broad 
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assumptions about the nature of anomalous change [2] 
and the more restrictive assumption that the data distribu-
tion is Gaussian.  In a survey article [1], we showed that 
a number of standard algorithms [3,4,5] that have been 
used for hyperspectral change detection can be expressed 
as special cases in a family of quadratic covariance-based 
algorithms.  The new algorithm that we developed, called 
“Hyper”, belongs to this class as well, but unlike the stan-
dard algorithms, its quadratic coefficient matrix has nega-
tive as well as positive eigenvalues -- this leads to hyper-
bolic (rather than ellipsoidal or cylindrical) boundaries.  As 
well as comparing algorithms in this class analytically, the 
survey paper also performed a series of empirical compari-
sons with real data (but simulated anomalies) comparing 
the performance of the various algorithms.  Figure 1 [1]
shows ROC curves for seven different detectors. ROC (Re-
ceiver Operating Characteristic) quantifies the tradeoff 
between sensitivity and false alarms; our algorithms far 
outperform the standard algorithms.

10−5 10−4 10−3 10−2 10−1 1000

0.2

0.4

0.6

0.8

1

false alarm rate

pr
ob

ab
ilit

y 
of

 d
et

ec
tio

n

 

 

SD
CC
CE−I
CE−R
RX
Hyper
Subpix

Figure 1. ROC curves for seven different anomalous change 
detectors: simple difference (SD), chronochrome (CC), standard 
covariance equalization (CE-I), optimized covariance equalization 
(CE-R), Mahalanobis distance (RX), our new algorithm (Hyper, 
based on hyperbolic boundaries), and a subpixel variant of Hyper 
(Subpix).  Both the pervasive difference (in this case, multiplica-
tive noise) and the anomalous changes (full pixels) were simu-
lated, but the original data was from a real hyperspectral image.  
Our Hyper and Subpix far outperform the five more conventional 
approaches [1].

Using the same real data and simulated anomalies, we 
investigated dimension reduction schemes for anomalous 
change detection and we discovered that usual standby 
-- principal components analysis – is substantially outper-
formed by canonical components analysis (CCA) [1]. 

We developed a variant of Hyper that is optimized for find-
ing subpixel anomalous changes. The smaller the anoma-

lous change, the harder it will be to detect, and this applies 
for any algorithm, but the subpixel anomalous change 
detection algorithm was found to perform better than the 
competitors when the change was smaller than a pixel [6].  
Figure 2 shows the subpixel-optimized algorithm outper-
forming all of the other quadratic algorithms, including 
Hyper, when the simulated anomaly was much smaller 
than a pixel.
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Figure 2. Same as Figure 1, except the simulated anomalous 
changes are at the subpixel level and are therefore more subtle. 
Again, our algorithms substantially outperform prior approaches.

Spatial aspects

Much of the direct change detection effort in the first year 
emphasized pixel-wise change detection in hyperspectral 
imagery.  However, spatial correlations and spatial struc-
ture are important aspects of imagery, and are particularly 
important in panchromatic imagery since there is so little 
spectral information in the individual pixels.  We have in-
vestigated image interpretation at larger scales than a pixel 
using hierarchical segmentation approaches [7,8,9,10].

Although the newly developed framework for anomalous 
change detection promises a greater robustness to mis-
registration errors (because those errors are pervasive and 
so their effects can, in principle, be learned) [11], we also 
want to achieve better image-to-image registration in the 
first place.  One approach for doing that is by rapidly find-
ing uniquely identifiable “interest points” in images [12]; 
by finding and correlating these points in pairs of raster 
images, we will be able to accurately and rapidly align the 
two images with each other.

High-cadence wide-angle imagery (eg, video) provides 
a new set of change detection challenges.  Here, there 
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are many images, and the aim is either to find a single 
“ephemeral” image [work in progress], or to find and track 
moving objects [13].

Data acquisition

In addition to existing datasets that were available in-
house, and that we have used for developing software and 
theory, we also acquired some new datasets to assist in 
further development and validation.

From an external collaborator (Steven Adler-Golden), we 
acquired some time sequence datasets that have previ-
ously been used for detecting anomalous time sequences 
in the imagery. From other colleagues (Joseph Meola, Mi-
chael Eismann), we obtained a dozen hyperspectral (visible 
to near infrared) image cubes taken of the same outdoor 
scene, at various times of the day, and at various times of 
the year [14]. In some of the images, a small number of 
actual changes were introduced (some folded tarps placed 
on a grassy hillside).

Our main data collect, however, was in-house. We have 
acquired two sets of data (hyperspectral in the long-wave 
infrared) from the ORCAS sensor. The first set was very 
noisy, but with bad pixel mitigation developed for the AVEX 
project, they were good enough for “viewgraph quality” 
results. A second set has been collected which is much less 
noisy, and we will be using that as part of our studies.

Future Work

Because any algorithm, ours included, benefits when the 
two images are more nearly identical, we will develop a 
scheme for generating an image processing pipeline that 
more nearly equalizes the two images. The early efforts in 
this area will be based on manual preprocessing, but over 
the course of the project, we will automate the pipeline 
selection process.

We are also starting to investigate a new class of algo-
rithms which are optimized for a broader family of distri-
butions than the Gaussian. These “elliptically contoured” 
distributions have the same second moments as cor-
responding multivariate Gaussians, but have fatter tails 
that more accurately reflect the statistics of real data. The 
mathematics is a little more complicated, but we have 
identified specific cases with closed form solutions.  We 
have already shown how to do this for target detection 
[15]; and preliminary experiments with anomalous change 
detection also suggest better performance on more real-
istic backgrounds than the corresponding Gaussian-based 
algorithms.

A further extension, which makes no assumptions at all 
about the background distribution, employs a support 
vector machine to “learn” to find anomalous changes. 

Preliminary experiments have been performed which indi-
cate that (at least for the case in which the data were ap-
propriately dimension reduced) the SVM provided better 
performance than any of the competing algorithms. The 
SVM is also the most computationally expensive algorithm, 
and further efforts are being made to streamline the algo-
rithm as it is applied in the anomalous change detection 
scenario.

Conclusion

This project has begun to develop a practical set of tools 
that implement some innovative algorithms for detecting 
small but real changes in a scene, based on two (or 
more) remote sensing images taken of the scene. These 
algorithms have been designed to be insensitive to the 
kinds of pervasive differences -- such as scene illumination 
or sensor calibration (brightness, focus, contrast) -- that 
tend to occur over large parts of the iamge, and that do 
not correspond to actual or interesting changes in the 
scene. This will ultimately enable the development of 
systems that cue professional image analysts to likely 
change sites.

References

Theiler, J.. Quantitative comparison of quadratic 1. 
covariance-based anomalous change detectors. 2008. 
Applied Optics. 47: F12.

Theiler, J., and S. Perkins. Proposed framework for 2. 
anomalous change detection. 2006. In ICML Workshop 
on Machine Learning Algorithms for Surveillance and 
Event Detection. (Pittsburgh, PA, 29 June 2006). , p. 7. 
Pittsburgh, PA: ICML.

Schaum, A., and A. Stocker. Long-interval chrono-3. 
chrome target detection. 1998. Proc. ISSSR (Interna-
tional Symposium on Spectral Sensing Research). : 0.

Schaum, A., and A. Stocker. Hyperspectral change 4. 
detection and supervised matched filtering based on 
covariance equalization. 2004. Proc. SPIE. 5425: 77.

Nielsen, A. A., K. Conradsen, and J. J. Simpson. Multi-5. 
variate alteration detection (MAD) and MAF post-pro-
cessing in multispectral bi-temporal image data: new 
approaches to change detection studies. 1998. Remote 
Sensing of the Environment. 64: 1.



546 Los Alamos National Laboratory

Directed Research

Theiler, J.. Subpixel anomalous change detection in 6. 
remote sensing imagery. 2008. In IEEE Southwest 
Sympsoium on Image Analysis and Interpretation. 
(Santa Fe, 24-26 March 2008). , p. 165. New York: IEEE.

Loss, L. A., G. Bebis, M. Micolescu, and A. Skurikhin. 7. 
Investigating how and when perceptual organization 
cues improve boundary detection in natural images. 
To appear in IEEE Computer Society Conference on 
Computer Vision and Pattern Recognition (CVPR). 
(Anchorage, AK, 23-28 June 2008). 

Prasad, L., and S. Swaminarayan. Hierarchical image 8. 
segmentation by polygon grouping. To appear in IEEE 
Computer Society Conference on Computer Vision and 
Pattern Recognition (CVPR). (Anchorage, AK, 23-28 
June 2008). 

Skurikhin, A. N.. Proximity graphs based multi-scale 9. 
image segmentation. To appear in International 
Symposium on Visual Computing. (Las Vegas, NV, 1-3 
December 2008). 

Skurikhin, A. N., and P. L. Volegov.  Object-oriented 10. 
hierarchical image vectorization. To appear in Interna-
tional Conference on Geographic Object Based Image 
Analysis (GEOBIA). (Calgary, Canada, 6-7 August 2008). 

Theiler, J.. Sensitivity of anomalous change-detection 11. 
to small misregistration errors. 2008. Proc. SPIE. 6966: 
69660X.

Rosten, E., R. Porter, and T. Drummond. Faster and 12. 
better: a machine learning approach to corner detec-
tion. IEEE Transactions on Pattern Analysis and 
Machine Intelligence (PAMI). 

Porter, R., A. Fraser, R. Loveland, and E. Rosten. A 13. 
recurrent velocity filter for detecting large numbers of 
moving objects. 2008. Proc. SPIE. 6969: 69690C.

Eismann, M. T., J. Meola, and R. C. Hardie. Hyperspec-14. 
tral change detection in the presence of diurnal and 
seasonal variations. 2008. IEEE Transactions on Geosci-
ence and Remote Sensing. 46: 237.

Theiler, J., and B. R. Foy. EC-GLRT: Detecting weak 15. 
plumes in non-Gaussian hyperspectral clutter using an 
elliptically-contoured generalized likelihood ratio test. 
To appear in International Geoscience and Remote 

Sensing Symposium (IGARSS). (Boston, MA, 6-11 July 
2008). 

Publications

Foy, B. R., J. Theiler, and A. M. Fraser. Hyperspectral target 
detection using machine learning in a reduced dimensional 
space. 2008. LA-CP-08-0026. 

Loss, L. A., G. Bebis, M. Nicolescu, and A. Skurikhin. 
Investigating how and when perceptual organization cues 
improve boundary detection in natural images. 2008. In 
2008 IEEE Computer Society Conference on Computer 
Vision and Pattern Recognition Workshops (CVPR Work-
shops) ; 23-28 June 2008 ; Anchorage, AK, USA. 

Porter, R., A. Fraser, R. Loveland, and E. Rosten. A recur-
rent velocity filter for detecting large numbers of moving 
objects. 2008. Proc. SPIE. 6969: 69690C.

Prasad, L., and S. Swaminarayan. Hierarchical image 
segmentation by polygon grouping. 2008. In 2008 IEEE 
Computer Society Conference on Computer Vision and 
Pattern Recognition Workshops (CVPR Workshops) ; 23-28 
June 2008 ; Anchorage, AK, USA. 

Rosten, E., R. Porter, and T. Drummond. Faster and Better: 
a machine learning approach to corner detection. IEEE 
Transactions on Pattern Analysis and Machine Intelligence 
(PAMI). 

Rosten, E., and R. Loveland. Camera distortion self-calibra-
tion using the plumb-line constraint and minimal Hough 
entropy. Machine Vision and Applications. 

Skurikhin, A. N.. Proximity graphs based multi-scale image 
segmentation. Presented at International Symposium on 
Visual Computing. (Las Vegas, NV, 1-3 December 2008). 

Skurikhin, A. N., and P. L. Volegov. Object-oriented hier-
archical image vectorization. To appear in International 
Conference on Geographic Object Based Image Analysis 
(GEOBIA). (Calgary, Canada, 6-7 August 2008). 

Theiler, J.. Quantitative comparison of quadratic covari-
ance-based anomalous change detectors. 2008. Applied 
Optics. 47: F12.

Theiler, J.. Sensitivity of anomalous change-detection 
to small misregistration errors . 2008. Proc. SPIE. 6966: 
69660X.



LDRD FY08 Annual Progress Report 547

Information Science & Technology

Theiler, J.. Subpixel anomalous change detection in remote 
sensing imagery. 2008. In IEEE Southwest Sympsoium on 
Image Analysis and Interpretation. (Santa Fe, 24-26 March 
2008). , p. 165. New York: IEEE.

Theiler, J., and B. R. Foy. EC-GLRT: Detecting weak plumes 
in non-Gaussian hyperspectral clutter using an elliptically-
contoured generalized likelihood ratio test. To appear in 
International Geoscience and Remote Sensing Symposium 
(IGARSS). (Boston, MA, 6-11 July 2008). 



548 Los Alamos National Laboratory

directed research

Information Science & Technology
co

nti
nu

in
g 

pr
oj

ec
t

Introduction

Metagenomics is the science of analyzing microbial 
DNA fragments from environmental samples with aim 
of determining which organisms compose the commu-
nity, the relative and absolute abundance of each spe-
cies, and ultimately, what the community is doing.  Se-
quencing environmental samples enables the discovery 
of new species of bacteria and possibly new enzymes 
because most bacteria (99%) do not grow in the labo-
ratory and cannot be sequenced using the traditional 
shotgun method.

New ideas are needed to analyze shotgun DNA se-
quencing of environmental samples because the tra-
ditional methods for assembly and annotation fail for 
the following reasons: 1) the coverage of any species 
other than the most common is likely to be significantly 
less than one, and 2) classification of individual reads 
to phylogeny (binning) is error prone in the presence 
of yet unknown species.   As a consequence, the DNA 
reads (which are limited to a few dozen base pairs) are 
likely impossible to assemble into a full sequence, mak-
ing gene identification and determining what the com-
munity does, nearly impossible.

This project develops novel information science to 
analyze metagenomic data by assigning phylogeny 
and function to individual reads.  The enabling idea is 
that pressures from natural selection forces essential 
peptide substrings to remain conserved over very large 
evolutionary distances.  By discovering such conserved 
regions, we have the possibility of developing local sig-
natures for particular functions.  That such an approach 
is plausible can be guessed by looking at multiple se-
quence alignments for the rna-polymerase.   

We proposed to develop information science and tech-
nology tools based on these shared sequences.  This 
involves (1) developing fast algorithms to identify all 
such sequences using the 690+ fully sequenced bac-
terial and archeal genomes, (2) develop algorithms 
to organized the found shared sequences into parag-
enomic sequences (that characterize phylogeny) and 
orthogenomic sequences (that characterize function) 

Information Science and Technology: Metagenomics
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and search metagenomic reads for these signatures, (3) 
develop statistical analyses to ascertain the uncertainty 
of the attribution, and (4) develop statistical analysis 
tools of the signatures to perform comparative metag-
enomic analysis.

Benefit to National Security Missions

This project will support the DOE and NNSA missions in 
Energy Security by enhancing our understanding of the 
response of the environmental microbial community 
(microbiome) to changing climate, and to understand 
the flow of energy and matter between the microbiome 
and the environment.

Progress

We developed tools to investigate the prevalence of 
shared kmers (amino acid sequences of length k) be-
tween two genomes.  We found that about a third of 
the genes from distantly related species had shared 
10-mers of amino acid, in which 10 amino acids in a 
row were identical.  The number of shared k-mers in-
creased with decreasing genetic distances between the 
species.   But even in the limit of closely related species, 
there are genes that did not have shared 10-mers.  This 
analysis provides evidence that the analysis of shared 
kmers can tell us about gene function.

After one year, we have nearly completed the index-
ing tool that is at the hart of our ability to index all 
the known genomes and metagenomic samples, and 
produces lists of shared k-mers at a number of organi-
zational levels: genes, chromosomes, species, samples.   
Figure 1 shows the match between k-mers in selected 
proteobacteria, compared to the genome of Burkhold-
eria.  The challenge was to make this computationally 
tractable.  The latest benchmarks indicate that we will 
be able to index all 690+ completed bacterial genomes, 
and identify all the shared pairwise k-mers in about one 
week on a two-processor desktop.   With the ability of 
identifying all the shared kmers between any two spe-
cies, we are now ready to investigate genomic organi-
zations of the shared kmers, attributing each shared 
k-mer to either function or phylogeny.  This information 
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will feed into the modeling and analysis we are developing 
in the subsequent phases of the project.

Figure 1. Position of along the genome of  10-mers that are 
shared between the genome of Burkholderia (position on the x 
axis) and selected proteobacteria (on the y axis).  

We developed visualization of shared k-mers that relate 
them to their position in the genome.   Our aim is to use 
the relationship of multiple shared k-mers to positions 
within their respective genomes to help develop automatic 
identification of operons.  Figure 2 shows how the length 
distribution between runs of shared sequences inform us 
about both phylogeny and function. 

Figure 2. Length distribution of shared maximal runs of shared 
sequences on a log-log scale. Note the powerlaw decay for small 
degree (exponent between 3 and 5) and the geometric decay for 
large runs.  The ratio of these distributions is a good measure for 
the phylogenetic distance between two bacteria.

Parallel to this effort, we have developed a fragment re-
cruitment tool that, based on early successes, is being con-
sidered for integration into the JGI metagenomics toolbox.   
We are proceeding with enhancing the tool and developing 
a webserver that will allow internal (and hopefully exter-
nal) users to access the tool.  Figure 3 shows the result of 
fragment recruitment from nearby species to the genome 
of Candidatus Pelagibacter ubique HTCC1062.  The qual-
ity of the recruitment decreases rapidly for more distant 
phyla.   We have a draft paper describing our tool and an-
other second draft paper that applies the tool to do visual 
exploratory data analysis of metagenomics data.

Figure 3. Example of fragment recruitment tool for a near 
neighbor of Candidatus Pelagibacter ubique.  The x-axis denotes 
position within the genome and the y-axis indicates the level of 
similarity between the read and the genome.

Future Work

In metagenomics, DNA is sequenced from environmental 
samples containing communities of interdependent organ-
isms.  The fundamental question is to identify what signal 
the sequencing data contains, and how to extract it.  The 
information science challenge is on how to organize and 
structure the metagenomics data to enable us to leverage 
past knowledge on sequenced genomes and other metag-
enomics data.  The information technology challenge is to 
make our endeavor computationally efficient, so that anal-
ysis can be run on a desktop instead of a supercomputer. 
To that end, we are carrying out the following tasks:

Task 1:  Develop a data management and organization tool 
for generating shared k-mers from all the fully sequenced 
genomes that is computationally tractable.

Task 2: Validate information content of shared k-mers by 
comparing classification of genes/organisms based on 
shared k-mers with classical bio-informatics methods such 
as Blast and COG.  Use results to quantify uncertainty.

Task 3:  Develop analysis tools for understanding genome 
organization and evolution based on shared k-mers using 
notions of paragenomic and orthogenomic sequence tags 
and position of joint occurrences of tags within multiple 
genomes.

Task 4: Develop statistical methods and visualization tool 
to support scientific discoveries.
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Task 5: Develop binning tools that can be integrated with 
the JGI genomics toolbox.

Conclusion

We will develop methods for extracting information and 
knowledge from massive amounts of data from  sources 
that directly impact the mission of the DOE.  We aim to 
develop a new paradigm for the analysis of metagenomic 
data that focus information extraction of unassembled 
DNA reads.  To do so, we will develop data management 
and organization tools based on short DNA sequence in-
dexing, develop statistical methods for information extrac-
tion, and thereby support scientific discoveries and infer-
encing.
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Introduction

In this project we explore mathematical methods and 
concepts of statistical physics that are finding abun-
dant applications across the scientific and technologi-
cal spectrum from soft condensed matter systems and 
bio-informatics to economic and social systems. Our 
approach exploits the considerable similarity of con-
cepts between statistical physics and computer science, 
allowing for a powerful multi-disciplinary approach that 
draws its strength from cross-fertilization and multiple 
interactions of postdocs with different backgrounds.  
The work on this project takes advantage of the newly 
appreciated connection between computer science and 
statistics and addresses important problems in data 
storage, decoding, optimization, the information pro-
cessing properties of the brain, the interface between 
quantum and classical information science, the verifica-
tion of large software programs, modeling of complex 
systems including disease epidemiology, resource dis-
tribution issues, and the nature of highly fluctuating 
complex systems.  Common themes that the project 
has been emphasizing are (i) neural computation, (ii) 
network theory and its applications, and (iii) a statistical 
physics approach to information theory.  The project’s 
efforts focus on the general problem of optimization 
and variational techniques, algorithm development 
and information theoretic approaches to quantum sys-
tems.  These efforts are responsible for fruitful collabo-
rations and the nucleation of science efforts that span 
multiple divisions such as EES, CCS, D, T, ISR and P.

Benefit to National Security Missions

This project supports the DOE mission in Energy Secu-
rity and Nuclear Non-Proliferation by developing novel 
information science tools to understand communica-
tion, sensing, and interactions in complex networks 
such as the internet or energy distribution system.  It 
will also support programs in Threat Reduction and 
Homeland Security, for example by understand social 
networks.

Statistical Physics of Networks, Information and Complex Systems
Robert Everett Ecke
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Progress

Evidence of the progress of this project can be found in 
the ample science publications that have resulted di-
rectly or indirectly from work on this project.  Network 
theory, graph theory and the statistical physics descrip-
tion of classical information science have introduced 
new paradigms and have opened up novel strategies to 
tackle problems that were previously beyond the scope 
of a scientific description.  The applications of the new 
mathematical network and graph theory descriptions 
reach beyond the field of information theory and have 
contributed to a wide variety of fields that deal with 
complexity, coherent behavior, networks and informa-
tion flow such as bio-informatics, epidemiology, quan-
tum information science and many-body physics.  This 
project has successfully exploited the multi-disciplinary 
make up of the center for nonlinear studies (CNLS) to 
combine expertise in statistical physics, network theory, 
graph theory, computer science, disordered systems 
and library sciences to give fundamental and broad 
contributions to information science, broadly defined.  
Below, we highlight a select number of contributions 
that have been made by CNLS postdocs working on this 
project.

A crucial challenge in estimating and measuring quanti-
ties pertains to answering two questions: how accurate 
we can expect the estimate to be and with how much 
confidence we can trust the obtained values.  The 
framework of Bayesian inference provides a systematic 
approach to this class of problems.  This technique was 
discovered to be closely related to network theory and 
the calculation of weighted counting is related to the 
calculation of a partition function.  Participants in this 
project have developed a novel loop-calculus method to 
approximate the partition function in a controllable and 
systematic manner.

Much of scientific computing and analysis relies on op-
timization techniques.  Rigorous mathematical studies 
have revealed the speed and efficiency of specific opti-
mization methods and criteria exist to determine which 
method works best depending on the circumstances 
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and boundary conditions.  Motivated by the abundance 
of optimization methods, this project has explored a new 
strategy for optimization -- one that combines multiple 
methods.  The potential for speed-up and the advantages 
of combining multiple optimization techniques is remark-
able, and the study of speed up and optimal strategies for 
how to combine the methods has been studied in the con-
text of earth sciences and geophysics.

The use of the world-wide web, the increased memory of 
computers and the increased efficiency of inter-computer 
communications is suggesting new paradigms for comput-
er usage and scientific computing.  One computing strategy 
alternative to the usual architecture of scientific computing 
that has been considered in this project, is to ‘farm out’ 
calculations to different web-users and have the calcula-
tions performed by the structure that stores data.  In addi-
tion to increasing the effective memory and data-storage, 
this scheme would allow calculations to be performed by 
data-storage hardware.  Does the advantage of limitless 
computing space make up for the reduction in speed?  This 
question, the schemes for realizing this new computing 
strategy, the mathematical description of its operation and 
the new prospects they bring with them are being consid-
ered in this project, using the expertise and background of 
library sciences.

The theorems of network theory and the insights from 
graph theory are finding a fertile ground in a host of fields 
that deal with complex behavior and effects of disorder.  In 
the areas of biology and epidemiology, it has opened up 
opportunities to describe phenomena and general behav-
ior that could not be described previously.  In the project, 
participants have applied the concepts and descriptions of 
networks to bring new insights into the general trends in 
the problems of describing the spread of disease.

An important area of information theory seeks to optimize 
ways of searching for information. CNLS researchers have 
investigated the gain of exchanging information between 
more than one searcher. Suppose two autonomous agents 
(say, mobile robots) are searching for a source of radia-
tion.  A recent paper in Nature showed that searching 
based on maximizing information (“infotaxis”) can be more 
effective than a standard gradient search.    Preliminary 
results (see attached figure)  show that, using this formal-
ism, it is possible to have synergetic coordination between 
multiple searchers and that deliberately synergetic motion 
may lead to more efficient searches.  In Figure 1, the color 
map shows the redundancy (blue) or synergy (red) of an 
arrangement of searcher locations.  The source (black dot) 
emits particles that have an angular correlation (2 particles 
are always emitted in opposite but random directions) and 
the location of one searcher (green dot) is fixed.  The grid 
shows the synergy or redundancy of the arrangement as 

a function of positions for a second searcher.  When the 
searchers are close together they are competing for the 
same particle (redundancy), but if they are on opposite 
sides of the source they increase the chances of each get-
ting a particle (synergy). This thinking might be used to 
optimize searches for nuclear materials.

Figure 1. Multiple, coordinated searchers can have synergetic 
coordination that may lead to more efficient searches. The 
colormap shows the redundancy (blue) or synergy (red) of an 
arrangement of searcher locations.  The source (black dot) emits 
particles that have an angular correlation (2 particles are always 
emitted in opposite but random directions) and the location of 
one searcher (green dot) is fixed.   

Future Work

Mathematical methods from graph theory and network 
theory and concepts of statistical physics are enriching 
the breath and impact of information theory.  Conversely, 
information theoretic approaches are impacting the fields 
of neural computation, epidemiology, data processing, sta-
tistical non-equilibrium, and quantum physics.  This project 
takes advantage of the newly appreciated connections and 
the intriguing prospects offered by the multi-disciplinary 
symbiosis to address important problems in data transmis-
sion and storage, decoding, optimization, the information-
processing properties of the brain, the interface between 
quantum and classical information, verification of large 
software programs, modeling of complex systems including 
disease epidemiology, resource distribution issues, and the 
nature of highly fluctuating complex systems.

We will continue with the development and application of 
a set of theoretical and computational methods to address 
important problems of national interest:
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Develop systematic approaches to finding computa-• 
tionally efficient methods that optimize the perfor-
mance of classes of problems such as data transmis-
sion. We will find the most efficient way to transmit 
data reliably with minimum energy cost for a network 
of generalized transmitter/receiver units with informa-
tion processing at each node.

Explore concepts of classical information theory ap-• 
plied to the coupling of quantum information systems 
in which quantum entanglement is limited by the spa-
tial separation of nearby quantum states.

Investigate the optimal method for relating two images • 
with common features, e.g., groups of particles such 
as in fluid tracking methods or in feature recognition 
systems.

Develop functional physiologically-inspired models of • 
neural computing that account for essential details in 
performing realistic computational functions and that 
are missing from artificial-neural-network approaches 
to machine-learning.

Investigate connections between data acquisition, • 
processing, analysis and prediction applied to complex 
systems.

Investigate network concepts applied to problems in • 
infectious disease, social behavior and population dy-
namics.

Conclusion

The ability to organize, manipulate and optimize the trans-
mission, reception and processing of information under-
pins much of the national infrastructure, the information 
based economy and many features of national security.  
Our research efforts address problems in the organization 
and processing of information applied to efficient commu-
nication under constraints of error tolerance, bandwidth, 
or power consumption (as in distributed sensor systems). 
Another important application is understanding how dis-
eases spread and, thus, how strategies for containing them 
can be developed.  A third research goal seeks to further 
our understanding of how the brain converts visual stimuli 
to achieve a successful, efficient and sophisticated system 
of image processing and recognition. 
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Introduction

Information Science and Technology is an emerging do-
main in which LANL has many strategic interests such as 
metagenomics, bioinformatics, cyber security, and more 
broadly the visualization and analysis of massive real-
time streaming data.  Recent years have seen an explo-
sion in the size of datasets.  As we have become adept 
at capturing and archiving massive amounts of data, we 
have outpaced our ability to effectively analyze it.  This 
DR is developing new capabilities to analyze and visual-
ize enormous data streams in near real-time.  Through 
the use of specialized computer hardware as well as 
advanced statistical and visualization algorithms, we 
are developing the capabilities needed to regain control 
over previously overwhelming amounts of information.  
This capability is especially important due to the LANL’s 
roles in threat reduction.  Cyber-security, bioinformat-
ics, and near-space astronomy are all sources of mas-
sive streams of data which must be analyzed in real 
time to detect any and all threats.

Benefit to National Security Missions

We must analyze the people, materials, and vehicles 
that pose a threat, in environments ranging from urban 
warfare to near-Earth space. This requires real-time 
processing and fusion of multiple data streams as en-
abled by methods such as those being developed under 
this proposal. Applications will speak to Threat Reduc-
tion and Global Security missions.

Progress

Our research focuses on the challenging streaming data 
problem of real-time, full-sky transient detection using 
measurements from radio telescopes. This work is moti-
vated by the Long Wavelength Array (LWA), which is be-
ing built in southern New Mexico.  The LWA will enable 
scientists to investigate the lowest frequencies (10-88 
MHz), which have not yet been fully explored. Our work 
is not part of the mainstream of the LWA project, but 
the LWA and other radio telescopes offer an ideal data 
stream to test novel information science approaches.

Information Science and Technology: Streaming Data
Sarah Ellen Michalak

20080729DR

Via our research, we have developed key pieces of a 
system that would enable real-time detection of radio 
transients, specifically:

Processing (correlation) of incoming measurements• 

Analysis of correlated data to identify transient • 
events of interest

Storage of data identified to be of interest• 

Images of the sky• 

The first step in transient detection is to process the raw 
data.  This processing is referred to as “correlation.” Our 
correlation research has investigated full-sky aperture 
synthesis using FX correlation.  At a high level, an FX cor-
relator first applies a Fourier transform to the data (“F”) 
followed by a multiply-accumulate (“X”) to extract the 
signal from the antenna measurements.  

For this work, we have focused on the measurements 
received by a single station of the LWA, which contains 
256 dual-polarized antennas.  With this data, the cor-
relation problem has a complexity of order N2 [O(N^2)], 
where N equals the number of antennas (256).  Spe-
cifically, there are 32,640 pairs of antennas whose 
measurements must be correlated in real time for each 
frequency channel of interest.  For this work, we are 
considering 65,536 frequency channels, resulting in 
over 8.5 billion (=4x32,640x65,536; the factor of “4” ac-
counts for the dual-polarization) pairs of measurements 
that must be simultaneously processed in real time.  
With these specifications, the calculation requires 61.3 
Tflops and 256 GB/s bandwidth for incoming antenna 
data and 64 GB/s bandwidth for outgoing visibility prod-
uct data.  To our knowledge, an FX correlator at this 
scale has not been previously attempted, nor has an FX 
correlator using 256 antennas and any number of fre-
quency channels.

Detailed designs and implementations have been com-
pleted to help determine the base performance of 
the F and X parts of the FX correlator algorithm using 
standard processors. We implemented several versions 



556 Los Alamos National Laboratory

Directed Research

of the X part of the algorithm starting with a basic serial 
implementation followed by a threaded version and finally 
an MPI version.  An optimized FFT algorithm (FFTW) for the 
F part of the FX correlator algorithm was also implemented 
on a standard architecture.  We investigated a matrix 
transpose that needs to occur between the F part and the 
X part of the algorithm in order to obtain greatly improved 
performance.  This effort was undertaken to investigate 
computation and communication scaling issues.  Analysis 
of this work generated performance metrics that were 
used to compare the results of cutting-edge hybrid com-
puting approaches to more conventional approaches.

We produced a hybrid implementation of the X part of the 
FX algorithm that uses cell processors and Opteron proces-
sors in combination and is approximately 30x faster than 
a conventional approach. The “F” portion (polyphase filter 
banks and FFT) was implemented on cell processors, with 
a resulting 18x speed-up over a conventional approach.  
In addition to the performance (speed of computation) 
gains, the hybrid approach is cheaper, uses less energy, 
and requires less space compared to a conventional ap-
proach. These are key features given the limited space and 
power at the LWA site.  Because of these power and space 
constraints, the FX correlator for the LWA will likely oper-
ate on 128 frequency channels.  A joint NSF proposal with 
UNM has been submitted that would provide funding for 
implementing an all-sky correlator for the LWA based on 
the advances that we have made.

Once the data have been correlated, they next need to be 
mined for transient events. We wrote software that reads 
quadrature-sampled antenna data, converts each antenna 
signal to a complex Fourier spectra, applies phase shifts 
that are a function of frequency and the desired viewing 
direction, and combines the spectra using a correlator ar-
ray.  The result of the processing is a time-varying spectra 
showing deviations from background energy from a speci-
fied direction in space. This allows visual search of the data 
for interesting signals. In the coming two years, this work 
will be extended to include the development of algorithms 
for automated transient detection and then the porting of 
these algorithms to the real-time setting.

Technology for storing the data temporarily while it is 
mined for transient events is required.  We have developed 
a flexible ring buffer architecture that provides time to de-
cide whether data is important before it is either written 
out for analysis or discarded.  This ring buffer architecture 
is novel, since it uses disk rather than memory, and incor-
porates reliability mechanisms to guard against disk fail-
ures.  A prototype ring buffer system has been developed 
for proof of principle, with testing and related improve-
ments the current focus of this work. Because we use disk 
rather than memory, we can store orders of magnitude 
more data than conventional ring buffers.

Visualization of the data requires converting a noisy raw 
image to something useful and clean.  We have investi-
gated how the performance of one of the canonical algo-
rithms for this procedure, the CLEAN algorithm, could be 
enhanced via use of GPUs and other emerging architec-
tures.  An end-to-end implementation of CLEAN has been 
developed so that appropriate architectural choices can be 
made. 

Future Work

FY09 efforts will focus on the development of automated 
transient-detection algorithms and related visualization 
and enhancements to the ring buffer architecture that 
will permit storage of data identified to be of interest.  In 
FY10, the transient detection algorithms and visualization 
methods will be ported to the real-time setting via use of 
emerging hardware. 

As this project develops key pieces of a real-time transient 
detection system, we are exploring how this technology 
might be brought to fruition so that it can enable astro-
nomical research.  As mentioned above, an NSF grant pro-
posal was submitted that would provide student funding 
to implement a real-time all-sky correlator at the LWA site.  
Collaborations with individuals at UC-Berkeley, the Allen 
Telescope Array and the National Radio Astronomy Obser-
vatory are also being investigated.

Conclusion

We will develop methods for extracting information and 
knowledge from massive amounts of data from sources 
that directly impact the mission of the DOE by developing 
new methods designed for real-time streaming visualiza-
tion and data analysis.  The capabilities developed here 
will have applications across LANL’s Threat Reduction and 
global security mission.  Many important threat detection 
problems, from those in cyber security domains to near-
space object tracking, can be greatly augmented by the 
technology we are developing.  With our new methods the 
amount of time required to identify threats within massive 
streams of data may be drastically reduced, ultimately en-
abling real-time detection.
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Introduction

Complex systems are naturally described in terms of re-
lated subsystems and components.  In many examples, 
information and data is acquired at the component 
level, and one wished to make inference about the 
whole system and relevant sub-systems.  A mathemati-
cal method called “Bayes nets” provides a mathemati-
cal framework for rolling-up component level data to 
make system level inferences.   This approach requires 
the modeler to specify the relationships between com-
ponents, subsystems and full system using conditional 
distributions.  In practice, these relationships may be 
only partially known.  The first objective of this research 
is to investigate how second order probabilities are use-
ful for vague specifications of these relationships and to 
develop numerically efficient algorithms for propagat-
ing the associated uncertainties.

Computational efficiency is a prerequisite for the sec-
ond phase of this project, which is to develop a prin-
cipled framework for data marshaling.  Simply stated, 
we want to use our knowledge of the uncertainty to 
help identify the value of future measurements.  If 
successful, this research will provide the means to op-
timize how one can most efficiently collect data with 
the aim of answering questions of interest.  This work 
will impact a broad range of work that requires careful 
and efficient design of measurement systems to answer 
specific questions or to measure specific quantities 
from an experiment or system.  

Benefit to National Security Missions

This work makes fundamental contributions to the 
science underlying ubiquitous sensor networks.  The 
research is directly relevant to the treat reduction and 
nuclear weapons missions by enhancing our ability to 
extract information from noisy or corrupted data and is 
applicable to intelligence gathering, nuclear event attri-
bution, and weapons reliability analysis.

New Approach to Bayesian Inference Under Modeling Uncertainty
Nicolas W Hengartner

20070172ER

Progress

It is common for experts to summarize their knowledge 
of uncertainty about a particular phenomena by speci-
fying means and variances of observable and unobserv-
able variables.  Thus it is essential to be able to develop 
flexible models for second order probabilities that can 
be specified by means and variances.  In the first year 
of this project, we have developed and implemented 
a methodology for specifying joint the distribution of 
multinomial probabilities using mixtures of Dirichlet 
distributions.  This results of this research have recently 
been published in a refereed journal.

The second year was devoted to developing the frame-
work and computationally tractable models for uncer-
tainty quantification in the presence of second order 
probability.   Our research has uncovered an attractive 
second order probability model for which system infer-
ence is amendable to an analytical solution in special 
cases, and simple yet surprisingly good approximations 
in general.  We also have extended the work from the 
first year and now have uncovered a model that fits 
arbitrary mean and variance specification (subject only 
to the natural constraint) for multinomial probabilities.  
Two papers exposing the results of our second year are 
in draft form.

One of our investigators, Andrew Fraser, published a 
book Hidden Markov Models and Dynamical Systems, 
that describes many of the mathematical tools that are 
required in the current line of investigation.  Figure 1 
shows the cover page of that book.

This project also enabled an international collaboration 
with Prof. Eric Matzner-Lober, with whom we have de-
veloped novel nonparametric bias reduction techniques 
that we expect will be useful in exploring high dimen-
sional data.
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Figure 1. Cover of “Hidden Markov models and dynamical 
systems” by A. Fraser.

Finally, we have started work on maximum entropy sam-
pling, a general paradigm that will serve as our foundation 
for planned work on data marshaling scheduled in the 
third year.   The preliminary results of that research have 
been presented at an invited talk at the Joint Statistical 
Meeting this summer.   

Future Work

The Bayes network methodology is a powerful approach to 
modeling relationships between experimental variables by 
using probabilistic relationships to relate observable and 
inferred variables.

The goal of this research is the development of Bayes-
ian statistical models that contain, embedded within the 
model itself, information about the accuracy of modeling 
parameters, and permit propagation of this uncertainty 
to the inferences generated. Currently, such a confidence 
analysis is performed numerically, which can be computa-
tionally prohibitive as the number of parameters increases, 
or when the computation of a single model instance is ex-
pensive.

A preferable approach is to propagate the modeling con-
fidence assessment as an integral aspect of the Bayesian 
probability propagation itself. This demands attention to 
the representation of the modeling uncertainty. In this 
project we will investigate new approaches for modeling 
probability uncertainties based on polynomial models.

Task 1: Extensions to multi-valued Bayes nets: In previous 
work we restricted our attention to the binary variable 
problem. We will investigate the extension of this ap-
proach to the more general case when multi-level random 
variables are involved.

Task 2: Prototype implementation: To compare our ap-
proach with others numerically, we will build a prototype 
software system that will implement the algorithms devel-
oped under this project.

Task 3: Comparison to classical approaches, computational 
complexity, and validation: We will examine the compu-
tational complexity of our approach as a function of the 
fidelity with which the distributions are modeled. Finally, 
stochastic simulations can be used to validate our imple-
mentation.

Task 4: Develop a framework for data marshaling that uses 
the derived uncertainty quantification at the system level 
to help identify the value of specific future observations.

Conclusion

Most scientific and engineering applications depend on 
inferring relationships from data. This inference is often 
based on models that may or may not be accurate. The ef-
fect of these modeling uncertainties is currently addressed 
by using many different models and comparing the results 
across models to see where the inference uncertainties oc-
cur. This is slow and inaccurate. We are developing math-
ematical tools that allow a user of these models to under-
stand and quantify the effect of modeling uncertainties on 
inferences in an efficient and accurate fashion.
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continuing projectIntroduction

The need to understand image and video data for a 
range of applications has mushroomed in the last few 
years. Imaging data in the medical, security, strategic, 
intelligence, industrial, and scientific communities have 
grown out of the ubiquity of exponentially increasing 
streams of image and video data. By some estimates, 
as much as 70-80% of such data goes un-analyzed. Our 
work creates new abilities to understand precisely how 
important new image processing methods work and 
what we can know from the output of those methods. 
Are the observed features, extracted from the raw im-
ages reliable? Can we make careful scientific inferences 
reliably? We are also generating new algorithms that 
expand the information we extract from the images. 
While this work demands deep insights from intricate 
mathematical areas, it has already begun delivering 
concrete, practical results that improve our ability to 
analyze images and extract information in the presence 
of noise. 

Benefit to National Security Missions

Analysis of image and video data for “value” is a critical 
component to rapid data assessment and analysis. Nu-
merous missions related to threat reduction, weapons 
data analysis, nonproliferation, and basic science is di-
rectly impacted by this work. Missions relevant to DOE, 
DHS, and other government agencies will be enhanced.

Progress

In 1992, Rudin, Osher, and Fatemi suggested using the 
total variation (TV) seminorm for regularization when 
denoising images. This approach revolutionized the 
field of image denoising, infusing the field with many 
new ideas from variational analysis and nonlinear 
analysis as well as new algorithms.  The resulting Rudin-
Osher-Fatemi TV regularized denoising algorithm is the 
classic approach for achieving this. Compared to other 
methods, this approach to denoising by finding a mini-
mizer to a variational problem is powerful, but not well-

Sharp characterization of minimizers (typically) involving interfaces in images
Pieter Johan Swart

20070187ER

understood by the image processing community (given 
that it relies on rather deep results from the theory of 
Geometric Measure Theory) and rather expensive to 
compute in practice. The precise nature of the minimiz-
ers is an intricate mathematical problem that we have 
solved by finding a new mathematical description. The 
goal of this LDRD-ER is the generation of new insights 
into the Total Variation (TV) regularized functionals and 
especially the development of new fast new algorithms 
used to compute their minimizers. 

In the first  year of the project, we have made an ex-
citing new discovery connecting the “flat norm” from 
geometric measure theory to the L1TV functional form 
used in image analysis. This discovery is now being 
rapidly leveraged to provide us with new methods to 
describe and understand shape and image data, explore 
the statistics of shapes, and greatly generalize the L1TV 
functional to data previously beyond its domain. By the 
second year of this project we have gained significant 
understanding into this new approach and has devel-
oped numerical implementations to test this. The un-
derlying mathematics of our approach is rather novel, 
and therefore does not have a long history of algorithm 
development. In the third year of this project we will 
continue with the underlying mathematical analysis, 
but much of the emphasis will shift to speeding up the 
numerical methods, with careful testing and compari-
son with other methods, and with comparisons on 
more challenging data sets than classic benchmarks.

One goal of this project has been to use these insights 
to generate whole families of exact solutions to these 
variationals.  Furthermore, we have been developing 
hybrid methods to generate numerical solutions for any 
input data while maintaining very careful control on 
errors. 

Over the past year we have used insights from geomet-
ric analysis to a) generate a precise characterizations of 
such minimizers, b) careful estimates of the accuracy of 
algorithms designed to compute minimizers, c) hybrid 
algorithms based on a) and b), and d) generalizations of 
the existing L1TV and L2TV functionals useful for data 
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driven-analysis of scientific images. We are now working 
on the application of the newest insights to real data and 
shape challenges, and developing faster algorithms for the 
practical implementation of these ideas. In addition to the 
publications lead by Vixie, Allard, and Esedoglu, we have 
several papers in preparation describing the above results. 
For example, the review paper by Bill Allard in the SIAM 
Journal Of Mathematical Analysis, as well as the follow-up 
versions II and III, clearly lays out the mathematical foun-
dation of this approach.  We are working, in collaboration 
with Vixie, Allard, Esedoglu and postdoc Simon Morgan, 
on followup papers to the original Vixie and Morgan paper 
that appeared in the journal Abstract and Applied Analysis. 

This year has also seen the change in PI from Kevin Vixie to 
Pieter Swart, when Vixie left LANL to join Washington State 
University. We have worked very hard to build a working 
collaboration between Vixie, Esedoglu and Allard, so as to 
assure that this change will not seriously affect the suc-
cessful completion of the initial goals of this project.

Future Work

This approach is not limited to 2D images, but can be ex-
tended to regularize higher dimensional data sets, such 
as 3D geometric shapes or structures in hyperspectral 
datasets. This analysis is being explored in recent work by 
Eseduglo and Elsey.

We plan a workshop and more applied review papers 
to disseminate these results, as well as continuing care-
ful numerical testing of these methods in the application 
domain. The deeper mathematical work will continue as 
well. The multiscale signature that immediately resulted 
from the discovery by Vixie and Morgan is being applied to 
shape recognition and other related shape tasks.

On another related front, we are extending the theoretical 
results and the flat norm to the case in which the surface 
energy term is anisotropic. This is useful both because one 
of the fastest methods for L1TV is a graph cut method, and 
this algorithm uses an anisotropic approximation of the TV 
term. Moreover, there are also many important physical 
applications in which the surface energies are anisotropic. 
For example, in the solution of micromechanical continu-
um models in metallic alloys, this is usually the case. This 
work has both a computational thread and a theoretical, 
geometric measure theory thread. An example of work 
here is the realization that we can compute the anisotro-
pic weights in a simple, semi-analytic way. Other pieces 
include the very recent characterization of minimizing sets 
with anisotropic energies to be something like the best 
approximation of the input sets by an appropriately scaled 
Wulff shape (a shape which characterizes the anisotropic 
surface energy).

Other research threads include more mundane, but im-
portant comparison of methods for the computation of 
the L1TV functional at a wide range of parameter values. 
As mentioned above, this will open up applications to sets 
with codimension > 1 and to sets that are not boundaries. 
A somewhat surprising example of an unusually thin mini-
mizer was recently found and this is being written up.

We have come to the point where the third year will be 
dominated by computational work, even though there will 
be a very strong theoretical component that continues. We 
expect that the groundwork laid this year and the previous 
year will yield a large number of applied publications and 
new algorithms for the flat norm.

Conclusion

We are confronted with an ever-increasing tidal wave of 
data. A large fraction of this data consists of images of ev-
ery conceivable type.  The thorough analysis of this flood 
of images is rapidly becoming one of our most challenging 
scientific problem. Increasingly, inferences from this data 
need to be accompanied by rigorous quantification of un-
certainty. This requires fully characterized image analysis 
methods. This is precisely what we will deliver. The work 
has the potential to significantly impact on every challenge 
requiring image analysis with quantified uncertainty.
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continuing projectIntroduction

Many of the flows of interest for the Laboratory involve 
species with different molecular masses and occur in 
the presence of a constant or time varying acceleration. 
The acceleration generates differential body forces, 
leading to instabilities, which grow in time so that the 
resulting flow ultimately becomes turbulent. In many 
situations such flows occur in convergent geometries 
(e.g. cylindrical or spherical). Examples include Inertial 
Confinement Fusion targets, laser induced launching of 
a flyer plate, stellar pulsations, or supernova explosions. 
Fundamental turbulence studies and high resolution 
simulations of these flows in Cartesian geometry only 
recently have started to be performed and there is no 
such study in convergent geometries. Moreover, early 
time analytical studies are almost entirely confined to 
immiscible fluids and incompressible flows with very 
few studies addressing the case of variable density or 
compressible flows and none the miscible case.

We are developing a multi-pronged, multi-investigator 
research program to improve the computational and 
modeling capabilities for instability-driven flows in con-
vergent geometries and advance the understanding of 
the mathematics and physics characterizing turbulence 
generated in such conditions. Our study is providing 
analytical results for early time (linear and non-linear) 
growth, new tools for mixing description, fundamental 
turbulence studies, a turbulence modeling methodol-
ogy and Direct Numerical Simulations data.

Benefit to National Security Missions

The project supports the DOE mission in Nuclear Weap-
ons and Office of Science missions in Fusion Energy Sci-
ences and Advanced Scientific Computing Research by 
advancing our understanding of the instability-gener-
ated turbulence in convergent geometries using theory 
and large scale, high performance computational tools.

Instabilities Driven Turbulence and Mixing in Convergent Geometries
Daniel Livescu
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Progress

The tasks for this project are being accomplished as 
proposed. Thus, the first analytical study of early time 
gravitational instabilities growth in cylindrical geom-
etries has been finalized and the results submitted for 
journal publication [1,2], presented at several scientific 
meetings, and published in conference proceedings 
[3,4]. Among the new, unexpected findings are: 1) the 
non-uniqueness of the compressible to incompressible 
limit, 2) large differences between explosion (gravity 
acting outward) and implosion (gravity acting inward) 
compared to the Cartesian geometry, and 3) qualitative 
differences between the 2-dimensional circular case 
compared to the 3-dimensional case.

A study of instability driven mixing in variable density 
turbulence has been finalized and the results docu-
mented in two journal publications [5,6] and presented 
at several conferences [7, 8, 9, 10].  For this study, the 
largest fully resolved simulations of homogeneous two 
fluid mixing have been performed. The results revealed 
an asymmetry in the mixing process, with the pure light 
fluid mixing faster than the pure heavy fluid. None of 
the mixing metrics usually used by models can capture 
this asymmetry and thus new metrics have been pro-
posed. In addition, bounds on the fluid composition 
based on low order moments of the density probability 
density function have been analytically derived. These 
bounds can be used as realizability conditions or to 
describe the mixing state in low dimensional modeling. 
Another unexpected finding was the persistent anisot-
ropy of the smallest scales of motion due to buoyancy, 
despite the intermediate scales becoming nearly isotro-
pic. This is contrary to the usual universality assumption 
on the decoupling and independence of the small scales 
of motion from the large scales and has important con-
sequences on the popular large eddy simulations turbu-
lence modeling approaches.

To perform direct numerical simulations (such that all 
relevant scales of motion are accurately solved) of the 
turbulence generated by acceleration driven instabili-
ties in convergent geometries a new, high-performance 
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high-accuracy code has been developed. The code solves 
the compressible Navier-Stokes equations and species 
transport equations in cylindrical and spherical geometries 
using a sixth order compact finite differences scheme with 
error behavior close to that of a spectral scheme. The nu-
merical singularities at the origin and on the theta=0 plane 
are avoided by appropriate coordinate transformations and 
using an even number of points in theta and r directions. In 
this approach, there is no loss of accuracy near the origin 
and no regularization condition is needed. Thus, the code 
allows flow and non-zero gradients at the origin. The code 
has been verified and low resolution parameter studies are 
under way [4].

Future Work

For this project, we are conducting a multi-pronged re-
search program to improve the computational and model-
ing capabilities for instability-driven flows in convergent. 
The following tasks are planned for FY09:

Extend our early time instability studies to situations of • 
interest to supernovae by including in the analysis: a) 
spherical geometry effects and b) non-uniform equilib-
rium temperature.

Investigate if the mixing asymmetry we found in buoy-• 
ancy driven flow is a general feature or principle of 
multi-material turbulent mixing.

Perform petascale Direct Numerical Simulations of • 
instability driven turbulence and mixing. The database 
will be used for understanding the nature of mixing 
and turbulence characteristics and as a verification 
tool for multiphysics, low resolution codes.

Examine turbulence characteristics and extend analyti-• 
cal turbulence closures to include non-homogeneities. 
This will enhance our predictive tools and allow the de-
velopment of improved low dimensional models using 
a science-based approach.

Conclusion

For the flow generated by Rayleigh-Taylor instability • 
between miscible fluids in convergent geometries the 
project is providing:

First analytical studies of early stages instability • 
growth, necessary for code verification.

First fundamental turbulence study and new modeling • 
techniques, necessary for improved predictive capabili-
ties.

A high performance (petascale) Direct Numerical • 
Simulations code and first such simulations.  The DNS 
results can also be used for verifying multiphysics low 
resolution simulation codes.

The results are important for scientific advancement and 
enhancing our understanding of the universe (e.g. turbu-
lence, supernova explosions) and improving our predictive 
capabilities in areas as inertial confinement fusion and at-
mosphere dynamics.
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Introduction

Accurate tracking of material interfaces is an important 
aspect of many simulations necessary for our national 
energy and security goals. For example, the National 
Ignition Facility at LLNL attempts to initiate fusion in a 
BB-sized target filled with hydrogen fuel with the help 
of 192 giant laser beams directed into a gold capsule 
(hohlraum) enclosing the fuel. This process is called 
Inertial Confinement Fusion or ICF. The intense heat 
generated by the lasers will cause the outer layer of 
the fuel pellet to explode, generating a reactionary 
shock wave that drives the remaining material towards 
the center of the pellet. To design and understand this 
experiment, it is critical to simulate and understand 
how the different materials travel after the ablation of 
the external layer. 

In our LDRD project, we will advance the state-of-the-
art for multi-material gas dynamics simulations by 
introducing an innovative method to track material 
interfaces in gas dynamics or hydrodynamics simula-
tions. This method, called the Moment-of-Fluid (MoF) 
interface reconstruction technique was recently 
invented at LANL. Unlike previous methods, which 
only tracked the volumes of different materials in 
computational cells, the MoF method also tracks the 
centroids of the materials in the cells. This leads to a 
more accurate and more efficient tracking of material 
interfaces in simulations like ICF. The higher fidelity 
of simulations made possible by this new method is 
expected to better our understanding of the phenom-
ena that occur in such applications.

Benefit to National Security Missions

This project supports the DOE/NNSA mission in Science 
and National Security by developing a more accurate 
method of tracking multi-material interfaces in hydro-
dynamic simulations for many mission relevant applica-
tions such as ICF.

Moment-Based Interface Tracking for Multi-Material Flows
Rao Veerabhadra Garimella

20070202ER

Progress

In the first year we implemented the Moment-of-Fluid 
(MOF) interface tracking method and moment update 
procedures in Qacina, an incompressible flow solver 
developed by Mark Christon. This year we completed 
the coupling between MOF and Qacina by accounting 
for the different material densities in mixed cells in the 
momentum (not moment) update equations (Variable 
Density Momentum Update). This involved solving a 
pressure-poisson equation as part of the momentum 
update. We also made the code multi-threaded so that 
we could run larger simulations. Finally, we enhanced 
the code so that we can now do multi-material (more 
than two materials per mesh cell) interface reconstruc-
tion based on the MOF method [1].

With the completion of the coupling between Qacina 
and MOF, we conducted convergence studies showing 
that, when coupled with a flow solver, MOF main-
tains a second order rate of convergence. For the 
convergence study we used the vortex-in-a-box test 
case where an initially circular blob of material is 
deformed into a spiral using an initial velocity given by 
an analytical expression (Figure 1). We also conducted 
tests of a bubble of light material rising in a fluid of 
denser material (without surface tension effects) 
and compared it with VOF type methods (1st order 
Youngs and 2nd order Swartz methods). Finally, we 
have simulated the collision of two bubbles of different 
density, one rising and one falling (Figures 2 and 3). In 
all these tests, we see that the MOF method captures 
small features like thin filaments better than traditional 
interface reconstruction methods. These tests have 
also revealed the critical effect of divergence error in 
the implementation of MOF methods in incompress-
ible flow solvers. In order for the moment update 
method to produce accurate reference centroids, the 
flow solver must be able to maintain extremely low 
divergences (below 1e-10). Failure to do so introduce 
centroid errors and consequently, chatter in the recon-
structed interfaces. 
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Figure 1: Four material vortex test case

1

Figure 1. Simulation of the vortex-in-a-box test with an initially 
circular four material blob. Notice how the MOF method main-
tains the filaments and the relative positions of the materials 
much better than a traditional Youngs method.

Figure 2. Simulation of the collision of two bubbles. The back-
ground fluid density is 1.0, the top (red) bubble is of density 1.5 
(causing it to drop) and the bottom (blue) bubble is of density 0.5 
(causing it to rise). Again, notice how the MOF method maintains 
better coherence of filaments.

MOF Youngs

Figure 1: Collision of two bubblesFigure 3. Closeup view of the collision of two bubbles showing 
better handling of filaments by MOF.

In addition to the above studies, we have developed a 
simple error estimator for MOF reconstructions based on 
the discrepancy of reference and reconstructed centroids 
(Milestone 1, Year 1). 

Also, we have developed two new curvature estimation 
methods for MOF (Milestone 2, Year 1). The first method 
is based on using the error estimate for the MOF recon-
struction to estimate the curvature of the interface. The 
second method is based on fitting a circle to the volume 
fraction and moment data. Unfortunately, both methods 
do not show the level of accuracy or the convergence rate 
we expected. We have investigated other methods based 
on volume fractions alone for tackling the problem - of 
the four methods investigated, only the height function 
approach gives convergent curvature estimates with 
second-order accuracy. However, the height function 
approach has been restricted so far to only uniform struc-
tured meshes only. Our team has extended the method to 
non-uniform structured meshes while maintaining order 
convergence. We are planning to generalize the method to 
unstructured meshes and test whether it will maintain the 
accuracy it shows on structured meshes.

Based on the curvature estimation methods, we plan to 
put a surface tension model in the Qacina code to conduct 
more realistic simulations of the bubble rise problem. 

Initial Condition

MOF

Youngs’
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We have presented our work (both results from our 
simulations and the curvature estimation methods) at 
two separate talks at the internationally renowned SIAM 
Annual Meeting in San Diego in July 08 and are preparing a 
paper on our results. Two other papers are also in prepara-
tion discussing the curvature estimation methods devel-
oped and tested this year. 

Future Work

In the coming year, we will work on the following topics:

Extension of the height function method to unstruc-• 
tured meshes

Incorporation of surface tension into Qacina • 

Conformal adaptive refinement of quadrilateral • 
meshes driven by MOF error estimates developed in 
Year 1, Milestone 1

Investigate alternative moment update schemes that • 
are less sensitive to divergence

Study issues of moment update in 3D • 

Conclusion

This project will develop a new method of tracking multi-
material interfaces in hydrodynamics simulations neces-
sary for many applications related to national security and 
energy resource utilization. This is an innovative method 
that promises to significantly improve the accuracy of 
interface tracking and as a result, increase the fidelity of 
complex hydrodynamic simulations such as ICF simula-
tions.

At the end of the project, we expect to have fully devel-
oped, mature, and efficient interface tracking technology 
that will be ready for direct incorporation into major 
hydrocodes at LANL and other DOE codes.
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Introduction

Many important problems in physics, geometry, en-
gineering, and mathematics involving counting, or 
estimating to a certain accuracy, the number of ob-
jects with a given property, whether these be ways of 
covering a surface with small molecules of given types, 
paths visiting every point in a network, or more abstract 
mathematical objects.  This project pursues a new ap-
proach to such problems, that involve constructing a 
multi-variable polynomial, such that a particular coef-
ficient of the polynomial is proportional to the number 
of objects to be counted [1].  In many important cases 
this polynomial is positive hyperbolic (a notion originat-
ing in the theory of partial differential equations [2]).  
Hyperbolic polynomials are a deep mathematical struc-
ture underlying, and generalizing, some of the math-
ematics most fundamental to operations research (in 
particular, convex optimization and linear programming 
for resource allocation and system design) and to quan-
tum physics (positive semidefinite matrices, which rep-
resent the states, and also the dynamical evolution, of 
quantum systems).  We are further developing the the-
ory of hyperbolic and related polynomials, and applying 
it to the approximation of counting problems, obtaining 
upper and lower bounds on the number of objects to 
be counted.   We are also applying this theory to the 
theory of optimization over convex sets associated with 
hyperbolic polynomials.  Besides these applications, the 
project is yielding fundamental advances in mathemat-
ics based on hyperbolic polynomials.

Benefit to National Security Missions

This project supports a tremendously wide variety of 
mission areas by enhancing our understanding of and 
ability to solve a wide variety of computational prob-
lems in physics and engineering. For example, problems 
of partial differentiation supporting the Nuclear Weap-
ons mission, and understanding code-breaking threats 
important to DHS missions are impacted.

Hyperbolic Polynomials Approach to Approximate Counting and Lower/Upper 
Bounds in Combinatorics, Statistical Physics and Computational Geometry
Leonid Gurvits

20070243ER

Progress

This project has yielded many accomplishments over 
the past year.  In a paper published in Electronic Journal 
of Combinatorics, the proofs of the celebrated Schrijver-
Valiant conjecture and  generalized van der Waerden 
conjecture were unified and dramatically simplified 
using stable polynomials (closely related to hyperbolic 
polynomials). This advance could pave the way to a 
proof of an even broader generalization, also with appli-
cations to approximate counting problems.  It has been 
nominated for the American Mathematical Society’s 
Delbert Ray Fulkerson prize.  The paper “Polynomial 
time algorithms to approximate mixed volumes within a 
simply exponential factor”, an important application of 
the project’s methods to a problem of  computational 
geometry, was accepted by the Journal of Discrete and 
Computational Geometry.  A short proof, based on the 
mixed volume, of Liggett’s theorem on the convolution 
of ultra-logconcave sequences was accepted by the 
Journal of Combinatorial Theory.

The project introduced two new classes of polynomials, 
generalizing the stable polynomials: Alexandrov-Fenchel 
and Strongly Log-Concave polynomials, and general-
ized aspects of the theory of stable and hyperbolic 
polynomials to these classes, including the inequalities 
involved in approximate counting problems.  This work 
has been presented at MTSN 2008 (Matrix Theory, Net-
works, and Systems) at Virginia Tech.

Two new issues broached this year were: spectral  the-
ory for the convex cones associated with homogeneous 
polynomials, and the systematic description of their 
dual cones.  We have established that the noncommu-
tative spectral theory for convex cones developed by 
Alfsen and Shultz in the 1970s [3] can sometimes, but 
not universally, be applied to  hyperbolicity cones and 
their duals.  When it applies, it should allow the devel-
opment of new and more efficient, interior-point and 
primal-dual algorithms for efficient optimization over 
such cones (a vast generalization of the linear and semi-
definite programming problems which are ubiquitous in 
applications).   
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Several important publications have also resulted from ear-
lier years’ work on this project.  Gurvits’ work with student 
Alex Olshevsky on stability testing for matrix polytopes has 
appeared in IEEE Transactions on Automatic Control. [4]   
Gurvits’ work with Shmuel Friedland, “Lower bounds for 
partial matchings in regular bipartite graphs and applica-
tions to the monomer-dimer entropy” has appeared in the 
journal Combinatorics, Probability, and Computing  [5].

Future Work

We will continue to pursue  our unifying approach to ap-
proximate counting and upper and lower combinatorial 
bounds based on properties of positive hyperbolic (and 
related) multivariate polynomials. Expected applications 
include still tighter lower/upper bounds on the k-dimen-
sional monomer-dimer entropy and related quantities, 
derandomization of Markov Chain Monte Carlo algorithms 
approximating the permanent of non-negative matrices, al-
gorithms approximating the number of perfect matchings 
in non-bipartite graphs, even better algorithms for approxi-
mating/bounding the mixed volume of convex sets, fast 
algorithms for highly mixed partial differentiation of stable 
black boxes with many inputs, and better understanding of 
NP-hardness.

Continued work based on applying spectral theory to hyper-
bolicity cones may yield important mathematical advances, 
including  generalizations of Kostant’s celebrated theorem 
on the convexity of the moment map, and hyperbolicity-
cone generalizations of important linear algebra theorems 
concerning eigenvalues (e.g. Lidskii’s theorem).  Since 
homogeneous cones associated with Lie groups (of auto-
morphisms of the cone) are all hyperbolicity cones, these 
may have important applications in Lie theory.  The work 
may also provide an approach to proving or disproving the 
generalized Lax conjecture and analogues, concerning the 
representability of hyperbolicity cones in terms of the much 
better-understood positive-semidefinite matrix cones (as 
“slices” of these cones, or by other means).  This would be 
of great significance to the optimization community.

Major tasks include:

Further study the possibility and limitations of applica-• 
bility of our approach to approximating the number of 
perfect matchings in non-bipartite graphs.

Study the applicability of our approach to approximat-• 
ing the mixed volume of convex sets and the connec-
tions to computational algebra (solution of systems of 
polynomial equations).

Study other, hopefully better, convex relaxations of the • 
logarithm of the corresponding coefficient in generat-
ing polynomials.

Study various models of random positive hyperbolic • 
polynomials and the corresponding random analogues 
of the Van der Waerden and Schrijver-Valiant conjec-
tures.

Connect our approach with quantum search algo-• 
rithms and quantum linear optics algorithms.

Extend our approach to other problems such as factor-• 
ization (important in the theory of Bayesian networks).

Look for additional classes of multivariate polynomials, • 
which also allow fast coefficient determination.

Conclusion

We aim to produce algorithms enabling computers to be 
programmed to solve, or approximately solve, important 
classes of problems in mathematics, physics, chemistry, 
geometry, and engineering.  One of these problems is 
computing the partition function of certain physical sys-
tems, which gives the thermodynamical properties of such 
systems, helping us understand the properties of materi-
als.  The algorithms we aim for could also help efficiently 
take highly mixed derivatives of polynomials and other 
functions, potentially helping in fast computer solution of 
partial differential equations used to describe many physi-
cal and nonphysical systems, such as the behavior of fluids, 
plasmas, and the climate.  So far, the project has yielded 
both major mathematical advances such as the unified 
and generalized Schrijver-van der Waerden/Valiant type 
bounds and the introduction of new classes of tractable 
polynomials, and applications of these advances in im-
proved approximation algorithms, for example for mixed 
volume computation in geometry and for the monomer-di-
mer problem relevant to chemical and materials problems.

References

Gurvits, L.. Hyperbolic polynomials approach to van 1. 
der Waerden/Schrijver-Valiant like conjectures:  sharp-
er bounds, simpler proofs and algorithmic applications. 
2006. In STOC’06. Proceedings of the 38th Annual ACM 
Symposium on Theory of Computing . (Seattle, 23-26 
May 2006). , p. 417. USA: ACM SIGACT.

Atiyah, M. F., R. Bott, and L. Garding. Lacunas for 2. 
hyperbolic differential operators with constant coef-
ficients. 1970. Acta Mathematica. 124: 109.

Alfsen, E. M., and F. W. Shultz. Non-commutative 3. 
spectral theory for affine function spaces on convex 
sets. Memoirs of the American Mathematical Society, 
Vol. 6, No. 172.. 1976. 



LDRD FY08 Annual Progress Report 571

Information Science & Technology

Gurvits, L., R. Shorten, and O. Mason. The stability of 4. 
switched positive linear systems. 2007. IEEE Transac-
tions on Automatic Control. 52 (6): 1099.

Friedland, S., and L. Gurvits. Lower bounds for partial 5. 
matchings in regular bipartite graphs and applications 
to the monomer-dimer entropy. 2008. Combinatorics, 
Probability, and Computing. 17 (3): 347.

Publications

Barnum, H.. Semidefinite programming characterization 
and spectral adversary method for quantum complexity 
with noncommuting unitary queries. 2007. In Algorithms 
and Complexity for Continuous Problems. (Dagstuhl, 
Germany, 24-29 Sept. 2006). Vol. 06391, p. Electronic. 
Dagstuhl, Germany: IBFI.

Friedland, S., and L. Gurvits. Lower bounds for partial 
matchings in regular bipartite graphs and applications to 
the monomer-dimer entropy. 2008. Combinatorics, Prob-
ability and Computing. 17 (3): 347.

Gurvits, L.. Van der Waerden / Schrijver-Valiant-like con-
jectures and stable (aka hyperbolic) homogeneous poly-
nomials:  one theorem for all . 2008. Electronic Journal of 
Combinatorics. 15 (1): R66.

Gurvits, L.. Polynomial time algorithms to approximate 
mixed volumes within a simply exponential factor. 2007. 
Electronic Colloquium on Computational Complexity. TR07: 
037.

Gurvits, L.. A short, based on the mixed volume, proof 
of Liggett’s theorem on ultra-logconcave sequences. To 
appear in Journal of Combinatorial Theory. 

Gurvits, L., R. Shorten, and O. Mason. The stability of 
switched positive linear systems. 2007. IEEE Transactions 
on Automatic Control. 52 (6): 1099.

Gurvits, L., and A. Olshevsky. Stability testing of matrix 
polytopes. 2007. In European Control Conference, 2007. 
(Kos, Greece, July 2007). , CD-ROM  Edition, p. 3919. Saint 
Martin d’Heres, France: European Union Control Associa-
tion.



572 Los Alamos National Laboratory

exploratory research

Information Science & Technology
co

nti
nu

in
g 

pr
oj

ec
t

Introduction

The project aims to develop theoretical methods and 
numerical algorithms allowing computation of excited 
state properties of large molecular systems at linear 
scaling cost. These algorithms will permit calculation 
of excited states and optical responses directly from 
first principles, and will be implemented into the LANL-
developed software. Development of such capabilities 
will lead to several breakthroughs in numerical algo-
rithms/quantum chemical modeling providing vast im-
provements over existing approaches. This project will 
strongly contribute to several fields: 1) Computational 
science: we will provide a first of its kind iterative al-
gorithm combining Krylov subspace solvers and sparse 
matrices schemes; 2) Molecular modeling: our research 
will create a practical scheme for fast O(N) calculation 
of molecular excited states - a major breakthrough in 
the computational chemistry; 3) Materials science and 
nanotechnology: applications of our methodology will 
elucidate the fundamental trends governed by quan-
tum-mechanics, which in turn dictate the electronic 
properties of large molecular systems. The outcome will 
have immediate technological implications, and, more 
generally, offer valuable guidance for synthesis and ex-
periment, while providing insight into the nature and 
behavior of excitations in soft optical materials such as 
conjugated organics. These cutting edge computational 
capabilities will find broad applications in numerous pro-
grams at LANL as well as general scientific community.

Benefit to National Security Missions

The computational tools created will provide powerful 
predictive simulations for several classes of complex 
systems, including Nuclear Weapons and Threat Reduc-
tion activities, and will play an important role in the 
design and optimization of new materials and devices. 
This work benefits missions relevant to DOE, DHS, and 
other government agencies.

Excited States and Optical Response of Nanosized Molecules at Linear Scaling 
Numerical Cost
Sergei Tretiak

20070256ER

Progress

Our article on the benchmark results of our developed 
conjugated gradient algorithm in application to the 
model system (chain of hydrogens) have been pub-
lished in the Journal of Chemical Physics [1]. Over the 
past year we have extended our prototype ‘orbital free’ 
code for calculating excited states to real molecular 
systems. This code now includes four optimized algo-
rithms, namely modified Lanczos, Arnoldi, Davidson, 
and Rayleigh quotient iterative procedures. These pro-
cedures have been modified from their original parent 
techniques applicable to the Hermetian eigen-problems 
only, so that they are able to deal with the J-symmetric 
structure of the RPA eigen-equation. All algorithms 
work in the representation-independent (i. e. orbital-
free) framework. Conventional orbital based algorithms 
for solving the time-dependent Self-Consistent Field 
(TD-SCF) equations restrict the solution subspace to a 
particle-hole and hole-particle (ph-hp) symmetry by 
construction. In an orbital independent formulation, 
we impose this ph-hp symmetry by using the occupied 
subspace projector, the idempotent ground state den-
sity matrix. The algorithms also utilize indefinite inner 
product for ortho-normalization of excitation vectors 
and ‘Wilkinson shift’ methodology for obtaining many 
excited states. Their convergence is ensured by applica-
tion of the Thouless variational principle. Consequently, 
all these approaches are readily transferrable for a 
linear-scaling implementations of both Hartree-Fock 
and Kohn-Sham self-consistent field theories for the 
calculation of excitation energies and frequency-depen-
dent molecular responses, by solving the RPA  (non-
Hermitian) and CIS (Hermitian) eigenvalue equations in 
the molecular orbital-free framework.  All developed 
numerical approaches have been thoroughly tested 
with respect to the imposed numerical noise to address 
linear-scaling conditions, see Figure. 1. Convergence be-
havior and stability has been numerically benchmarked 
for computations of excited states of realistic molecular 
systems (conjugated polymers and carbon nanotubes), 
see Figure. 2. We found that algorithm convergence 
critically depends in the quality of to the initial guess. 
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Consequently, we have developed a ladder of improving 
approximations for the initial guesses. Finally, we explored 
several implementations on numerical pre-conditioners 
allowing accelerating algorithmic convergence. The results 
allows to single out the most efficient procedure – namely 
modified Davidson algorithm - suitable for large-scale cal-
culations of electronic excitations in the time-dependent 
perturbation theory in the linear scaling regime. To sum-
marize, during the second year we have followed the out-
lined milestones of the project and finalized the prototype 
code containing four distinct routines for ‘orbital free’ cal-
culations. The second manuscript summarizing our numer-
ical studies has been submitted to the Journal of Chemical 
Physics [2]. We have transferred the developed routines 
into the LANL-developed MONDO-SCF suite and currently 
we are fine-tuning the code. Recently we have obtained 
first proof of principles of the linear scaling excited state 
calculations, see Figure. 3.
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Figure 1. Convergence rates of the first excited state in the 
presence of numerical noise in the RPA method. The same 
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Figure 3. The RQI algorithm has been programmed into LANL 
developed MondoSCF package and proof-of principles excited 
state calculations in the linear scaling regime is demonstrated. 

Future Work

Currently the most advanced first principle calculations of 
excited states (such as time-dependent density functional 
theory, TDDFT) require O(N^3) computational effort, N be-
ing the number of atoms in the molecule. Typically this lim-
its the calculations to few excited states of molecules up to 
~100 atoms in size. The proposed work aims to overcome 
these limitations by developing stable and efficient algo-
rithmic procedures for finding a partial eigenspectrum of 
a tetradic (N^2xN^2) non-Hermitian, non-sparse Liouville 
matrix at O(N) (linear) computational cost. This will be 
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achieved by simultaneous application of two techniques: 
Krylov subspace eigensolvers (producing O(N^6) to O(N^3) 
reduction) and sparse matrix methods (permitting an ad-
ditional O(N^3) to O(N) deduction). We intend to deliver 
a complete set of theoretical tools for rapid calculations 
of excited states and optical properties in large molecular 
systems. These algorithms will be integrated into LANL-
developed MondoSCF software suite. The developed tools 
will achieve O(N) scaling regime when computing excited 
state properties as a function of molecular size N. This 
project will strongly contribute to several fields: 1) Compu-
tational science: we will provide a first of its kind iterative 
algorithm combining Krylov subspace solvers and sparse 
matrices schemes; 2) Molecular modeling: our research 
will create a practical scheme for fast O(N) calculation of 
molecular excited states - a major breakthrough in the 
computational chemistry; 3) Materials science and nano-
technology: applications of our methodology will elucidate 
the fundamental trends governed by quantum-mechanics, 
which in turn dictate the electronic properties of large 
molecular systems. The outcome will have immediate 
technological implications, and, more generally, offer valu-
able guidance for synthesis and experiment, while provid-
ing insight into the nature and behavior of excitations in 
soft optical materials such as conjugated organics. These 
cutting edge computational capabilities will find broad ap-
plications in numerous programs at LANL as well as general 
scientific community.

Conclusion

Successful completion of the proposed research will per-
mit, for the first time, a practical computational approach 
to optical properties and enable theoretical spectroscopy 
of nano-sized systems boosting computationally treatable 
molecules to 1000-10000 atoms range.  In the course of 
the project massively parallel MondoSCF program package 
will be substantially improved. The applications undertak-
en in the project are expected to result in a fundamental 
understanding of electronic processes in functional matter 
(such as photo-sensing, photo-labeling, light harvesting 
and bio-functionalities), provide novel design strategies for 
new electronic materials, and foster integration and im-
provements in experimental LANL research in nanoscience.
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Introduction

Proteins in cellular regulatory systems, because of their 
multicomponent composition, can interact in a com-
binatorial number of ways to generate myriad protein 
complexes, which are highly dynamic.  This feature of 
protein-protein interactions has been called combinato-
rial complexity [1], and is recognized as a major barrier 
to understanding cell biology.  The problem of combi-
natorial complexity is alleviated by using a rule-based 
computational approach to model protein-protein inter-
actions [2].  In this approach, proteins and protein com-
plexes are represented as structured objects (graphs) 
and protein-protein interactions are represented as 
(graph-rewriting) rules that operate on these objects 
to modify their properties, consistent with transforma-
tions mediated by the interactions being represented.  
Rules can serve as definitions of individual reactions or 
entire reaction classes, and they can be used as genera-
tors of reactions.  The assumption underlying this mod-
eling approach, which is consistent with the modularity 
of regulatory proteins, is that interactions are governed, 
at least to a first approximation, by local context that 
can be captured in simple rules (e.g., by the availability 
of binding sites on two binding partners).  Rules can, in 
principle, be used to generate reaction networks that 
account comprehensively for the consequences of spec-
ified protein-protein interactions.  However, the size of 
a rule-derived network can severely challenge conven-
tional methods for simulating reaction kinetics.  This 
project is aimed at developing new methods for simu-
lating rule-based models that imply large-scale chemi-
cal reaction networks and then using these methods to 
gain insights into the complex systems that cells use to 
make decisions in response to environmental stimuli.

Benefit to National Security Missions

This project can broadly impact the field of simulat-
ing biomolecular interactions that are immediately 
relevant to missions in DOE/SC and NIH. A predictive 
understanding of cellular regulation is important, for 
example, for the engineering of microbes for useful 
purposes that can impact environmental science, threat 
reduction and other mission areas.

Agent-Based Modeling and Simulation of Cellular Signaling Systems
William Scott Hlavacek

20070416ER

Progress

The key accomplishments are development of two novel 
algorithms that enable the simulation of rule-based mod-
els that cannot otherwise be simulated.  We have also 
started to apply these methods to study cellular systems.

The first method developed is an agent-based method 
in which 1) a time increment is sampled from an expo-
nential distribution, 2) a rule is selected from among a 
weighted list of rules, just as reactions are sampled in 
the well-known Gillespie’s method, and 3) the selected 
rule is used to generate a reaction event (i.e., to select 
reactants to participate in a type of reaction defined 
by the selected rule).  Reaction network generation is 
avoided entirely.  In a first application of the method, 
we used it to study multivalent ligand-receptor bind-
ing, obtaining results that are relevant for a number 
of experimental systems that have been studied in the 
laboratory of our collaborator, Dr. Richard G. Posner 
(Translational Genomics Research Institute, Phoenix).  
The method has been reported in Physical Review E [3].  
Two manuscripts reporting applications of the method 
are being prepared for submission. We are now work-
ing on extensions of the method that will allow for in-
corporation of geometric constraints on the formation 
of molecular complexes.  Preliminary results have been 
obtained for complexes that form in two dimensions 
(i.e., on a cell surface) and we expect to generalize the 
approach to three dimensions in the coming year of the 
project.

The second method developed as part of this project, 
also an agent-based method, is a generalization of a 
method, implemented in software called StochSim, 
which was developed by Morton-Firth and Bray [4].  
The generalized method can be used to model a much 
greater variety of molecular interactions than the origi-
nal and we have implemented the method in general-
purpose software called DYNSTOC.  A manuscript about 
the method and software has been submitted to Bioin-
formatics [5].

Now that appropriate methods and software tools have 
been developed for simulating large-scale rule-based 
models, we have started to build such models.  We are 
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building a large model for signal-transduction events medi-
ated by the receptor tyrosine kinase EGFR, which plays an 
important role in many cancers.  We have also started to 
build a model for metabolism in the bacteria Escherichia 
coli that accounts for the fates of every carbon atom of 
metabolites in enzyme-catalyzed reactions.  We expect to 
be able to apply our novel simulation tools to the study 
of these systems to obtain insights into the molecular 
mechanisms of cancer and into how metabolism might be 
reengineered for useful purposes.  The models that we are 
pursuing would represent breakthroughs in the fields of 
computational systems biology and metabolic engineering.

Future Work

There is strong motivation to better understand the pro-
cesses of cellular signaling, in which protein interactions 
play a central role.  Indeed, we would like to make accu-
rate predictions about the functional roles of proteins and 
the effects of modifying protein interactions in particular 
systems.  Our ability to make such predictions is a mea-
sure of our basic understanding of molecular cell biology 
and a range of practical consequences may stem from an 
improved capability to rationally manipulate cellular regu-
latory systems on the basis of predictive mathematical 
models.  Current models of signaling systems are far from 
capturing all of the relevant mechanistic details necessary 
to make accurate predictions, in part because it is difficult 
to account for the enormous number of post-translational 
modifications and protein complexes that can be generated 
by interactions among even small sets of proteins.  Our 
main goals are 1) to develop a representational framework 
suitable for concisely capturing site-specific details about 
protein interactions while accounting comprehensively for 
the possible consequences of protein interactions and 2) to 
develop novel discrete-event simulation methods that take 
advantage of this representational formalism and overcome 
the problem of simulating the large-scale chemical reaction 
networks that characterize the dynamics of protein inter-
actions.  Proteins will be modeled as abstract computing 
devices, termed molecular finite state automata (MFAs), 
and their interactions will be represented as molecular 
event classes, which will define how the states of MFAs are 
altered by interactions.  To accomplish our goals, we will 
develop MFA descriptions for the human proteome based 
on information stored in electronic databases, develop 
and test models for particular systems that are difficult to 
simulate using conventional methods, and comparatively 
evaluate the efficiency the new event-driven simulation 
methods that we contemplate.  We will also perform the 
largest simulation of the dynamics of a signal-transduction 
system to date.

Conclusion

The expected results of this project include a formal lan-
guage for representing proteins and protein interactions, 
which play a central role in regulating cellular activities, 
and novel methods for simulating the large-scale chemical 
reaction networks that characterize the dynamics of pro-
tein interactions.  These methods are required to obtain 
system-level predictions about the dynamical behavior of 
cellular signaling systems, molecular changes of which are 
responsible for a variety of diseases, including cancer.  Pre-
dictive models of these systems may eventually enable the 
engineering of microbes for useful purposes, such as bioen-
ergy production, environmental remediation, and microbial 
carbon cycling.
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Introduction

Computational modeling is rapidly becoming ever more 
central to developing and refining our understanding 
of the physical world. The efficiency with which those 
computational models can solve the complex problems 
of the physical world depend on the efficiency of the al-
gorithms used to express physical parameters and solve 
complex mathematical problems.

This project will develop computer algorithms for the 
following core problem in computer science: given a 
collection of red and blue dots scattered randomly on 
a piece of paper, position a line that best separates the 
red and blue dots.  In higher dimensions, where we 
seek a “hyperplane” that best separates the red and 
blue dots, this problem is notoriously difficult.  At the 
same time however, it is well known that the compu-
tational bottleneck for many important applications 
can be traced to this red-blue dot problem.  Examples 
of such applications include identifying the smallest 
subset of genes that exhibit a coordinated response to 
a particular stimuli, determining the primary suppli-
ers and consumers in large networks of individuals or 
institutions that are connected by the flow of money or 
information, and detecting anomalies on a computer 
network.  This project promises to produce practical 
algorithms that produce near optimal solutions for the 
red-blue dot problem in very high dimensions and with 
a very large number of red and blue dots, and therefore 
promises to make significant advances in several impor-
tant applications.

Benefit to National Security Missions

This project enhances our understanding of how to 
solve the computational problem of automatic analysis 
and screening of large amounts of data. Such solutions 
will impact many important and diverse applications 
including threat reduction and intelligence missions of 
DOE, DHS, and other government agencies.

Fast Approximation Algorithms for Systems of Linear Inequalities
Donald Rhea Hush

20070421ER

Progress

Algorithm development is divided into five tasks: 

Develop a rigorous understanding of a class of red-1. 
blue dot distributions that admit computationally 
efficient solution algorithms.

Design a surrogate optimization problem whose 2. 
solutions are (with high probability) good approxi-
mate solutions of the class of red-blue dot problems 
determined in task one.

Design a solution method for this surrogate prob-3. 
lem. Here we adopt a novel approach that decom-
poses the surrogate optimization problem into 
a nesting of two optimization problems: a large 
convex problem nested inside a small non-convex 
problem.

Design and analyze algorithms for the nested op-4. 
timization problems. First we will develop and 
analyze algorithms for the large convex problem, 
making sure that they will scale to very large prob-
lem sizes. Then we will develop algorithms for the 
small non-convex problem, with the goal  of striking 
an optimal balance between the computational ef-
ficiency and the accuracy of the approximate solu-
tion.

The last task is to perform extensive testing of our 5. 
algorithms on both synthetic and real data.

In this second year we completed tasks one through 
three, made significant progress on task 4, and began 
work on the final task five.  More specifically we final-
ized the following work from year one:  

Characterize distributions that admit efficient algo-• 
rithms. 

Design a surrogate optimization problem based on • 
this characterization. 

Most of our work this year went into tasks three and 
four where we completed the design of several candi-
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date optimization problems, developed and analyzed nu-
merous (new) algorithms for these optimization problems, 
and performed numerous lab experiments to identify the 
fastest and most robust algorithm in practice.  Finally, as 
part of our initial work on task five we tested our algo-
rithms with data sets up to 100,000 data points (red and 
blue dots) and 100 dimensions and verified that the algo-
rithms produced near-optimal solutions.

Future Work

 In our final year we plan to complete tasks four and 
five.  More specifically we plan to develop a streamlined 
implementation of our algorithm that uses optimized data 
structures to make the most efficient use of both time and 
memory. Finally, we plan to apply this algorithm to data 
from numerous applications including network monitoring 
for cybersecurity, high precision machining for manufactur-
ing, and activity monitoring for situational awareness.

Conclusion

We expect this project to produce new algorithms for a 
core problem in computer science that appears frequently 
in practice, and is solved very poorly by existing algorithms. 
Indeed, we expect to produce the first practical algorithms 
that scale to very large problem sizes and promise near 
optimal solutions.  This will substantially advance our prob-
lem solving capabilities for applications such as the devel-
opment of regulatory network models in genomics, the 
analysis of organizational networks (e.g. people-to-people 
networks) for national security, and the analysis of surveil-
lance imagery for threat reduction.
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Computational modeling and simulation has become a 
cornerstone of many fields of science. This is especially 
true of weapons physics where experimental testing is 
largely prohibited by treaties. Hence, advances in un-
derstanding of weapons physics can only come through 
computational modeling of the physics. This project will 
develop the mathematical tools needed to model fluid 
dynamics which will impact both weapons physics and 
the broader field of fluid dynamics.

The project is devoted to a recently found and devel-
oped (partially by us) powerful methods of modeling 
the complex shapes dynamics occurring in various 
processes including those in unstable fluid interface 
dynamics and highly stressed materials under extreme 
loads -  these processes belong to those at the core 
mission of LANL.  In short we are applying a deep math-
ematical structure lying behind the nonlinear dynamics 
of complex shapes to various physical processes and 
obtain closed form solutions which excellently approxi-
mate complex shapes dynamics.  We also address the 
minimal description concept for complex interfaces us-
ing our algorithms and modern mathematical theories, 
such as quadrature domains, closely related to the ap-
proaches we exploit in the project.

Our work is expected to significantly facilitate complex 
calculations, provide validation of large scale codes ex-
isting at LANL, and save a great deal of computational 
volume because for closed form solutions computer 
need much less information to deal with.

Benefit to National Security Missions

This work is closely tied to nuclear weapons physics, a 
key NNSA mission, through the validation of codes with 
experimental data (obtained previously or with sub-crit-
ical experiments). Furthermore, through recovering real 
images from incomplete data, and obtaining description 
of unstable interfaces will impact DOE, DHS and other 
government agency missions.

Minimal Description of Complex Shapes with Applications to Experiments and 
Validationof Large-Scale Codes
Mark B Mineev

20070483ER

Progress

Here are key accomplishments made within framework 
of the project during this year:

Based on our very recent discoveries, we have written 
and published a review  “Random Matrices, Laplacian 
Growth, and Operator Theory” in the Journal of Physics  
A [Ref. 1].  In this work we have addressed and signifi-
cantly clarified our recent results in the major themes 
of this ER project devoted to new powerful analytic ap-
proximation techniques based on the quadrature do-
mains, Pade approximations, Hankel matrices, and the 
Schwarz-function.  This constitutes a critical milestone 
within a major task #1  (see the technical description) 
and opens a road for development an algorithm to pro-
cess a wide class of complex images evolution.   This 
review is on the top cited/downloaded work of all phys/
math publications 2008, based on weekly citation re-
ports (please see nph-abs_connect.htm).

We have extended the complex interface dynamics 
theory to arbitrary elliptic operators governing the 
domain evolution.  This problem was critical to solve 
for elucidation of the mathematical structure hidden 
behind the unstable fluid/fluid interfaces where ideal 
(inviscid) liquids are involved.  These processes address 
such phenomena as the Rayleigh-Taylor,  Richtmyer-
Meshkov, and Kelvin-Helmholtz instabilities, which 
are tightly related with one of LANL core mission in 
hydrodynamics.  This work entirely fulfills FY08 part 
of the major goal #2 of the project (see the technical 
description) of revealing an analytic structure in these 
instabilities beyond perturbative level [Ref. 2].  We have 
significantly developed the technique based on the 
recently discovered (by us) multi-cut dynamics solu-
tions of unstable interface dynamics.  Specifically,  we 
have revealed key analytic time-dependent properties 
of Riemann surfaces within this class of dynamics, and 
have demonstrated that this class exhausts all possible 
solutions of 2D interface dynamics, so that all previ-
ously known solutions are limits and reductions of this 
multi-cut dynamics.  This work presents a new powerful 
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mathematical device to process and solve a wide variety 
of complex image evolutions and presents a milestone of 
the project indicated as a major task #4 in the technical 
description [Abanov et al., to be submitted to Physica D 
(Nonlinear Phenomena)].

We have completed the analysis of the stochastic model 
of growth initiated last year, and obtained a probability 
measure for growing contours.   Thus, we are prepared to 
write a numerical code to compare these findings with real 
multi-scale experiments and codes.   This addresses the 
key goal #3 indicated in the technical description of the 
project, namely to elucidate global universal fractal statis-
tics in stochastic growth related to unstable 2D evolutions 
of complex shapes [Mineev-Weinstein and Gruzberg., to be 
submitted to J. of Statistical Physics].

In addition to the theoretical advances reported above, 
we (jointly with the experimental collaborators from the 
Center for Nonlinear Dynamics, U. of TX), completed a big 
work on the dynamics of harmonic moments for unstable 
interfaces, driven by external sources and isotropic surface 
tension.  This work (taken about two years) fully confirmed 
all our previous conjectures of infinitely many conserva-
tions laws lying behind these complex nonlinear processes.  
This work constitutes an experimental component of the 
major task #3, which addresses universal statistical fea-
tures of evolution of complex fluid/fluid interfaces.  The 
paper is prepared for a submission for publication into a 
Phys. Rev. E (Nonlinear Phenomena) [Leshchiner et al., to 
be submitted to Phys. Rev. E].

PDF files of all five works (published, submitted, and to be 
submitted) are available upon request.  In short, we have 
successfully resolved the key issues outlined in the project 
for this year.  Based on the results described in the above, 
we started to translate the key theoretical results into Mat-
Lab-based codes.  This enables us to work with our experi-
mental collaborators on the testing of our predictions.

Future Work

Our project contains four major tasks:

Using the power of the Hankel-Toeplitz Matrices, the 1. 
theory of the Markov moments, the generalized Pade 
approximation technique, and the concept of minimal 
length description, to develop an algorithm for image 
processing of arbitrarily complex shapes and to estab-
lish interconnections with quadrature domains - a new 
powerful tool for analytical approximations.

Using our recent preliminary results and powerful ana-2. 
lytical structure, lying behind a broad class of interface 
dynamics, to obtain analytic solutions for free bound-
ary motions in such processes as the Rayleigh-Taylor, 

the Richtmyer-Meshkov, and the Kelvin-Helmholtz in-
stabilities beyond a perturbative level.

Using recent experimental and theoretical discover-3. 
ies in stochastic two-dimensional growth to elucidate 
structure and universal statistical distributions for 
global geometric characteristics of fractal-like complex 
shapes that have been observed in experiments.

Using the so-called multi-cut solutions for the Lapla-4. 
cian growth, which we have recently discovered, to 
build up a universal mathematical device to address 
numerous broad classes of nonlinear interface dynam-
ics.  The major principle, which is expected to help in 
reaching this goal, is a switch from singly-connected 
conformal mappings, which were mostly used so far, to 
double-connected ones (an annulus geometry).

Conclusion

Our proposed work in unstable fluid interfaces addresses 
core issues of the LANL mission in weapon physics: our 
success in this direction constitutes considerable progress 
in one of the most notoriously unstable and unpredictable 
processes that scientists and engineers face in this mission.  
Also the proposed work on minimal description of complex 
images should benefit LANL simulations and experiments 
by providing verification and validation with useful physi-
cally meaningful metrics.  This testing is expected to save 
considerable computational effort and help in assuring the 
quality of large scale simulation codes.
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Introduction

The project will develop techniques that allow images 
or other signals to be reconstructed from much less 
data than are currently regarded as necessary.  When-
ever measurements are expensive, dangerous, or sim-
ply unavailable in large quantities, what would seem 
to be an impossible reconstruction task can become 
completely feasible.  A typical example would be medi-
cal image reconstruction from a few X-rays, instead of a 
high-dose CT scan.  The success of the project depends 
on fundamental advances in mathematics, in particu-
lar relating to difficult optimization problems that are 
widely regarded as intractable, yet appear to be solv-
able using surprisingly simple algorithms.

By considering the reconstruction results in reverse, we 
find that a small number of very simple measurements 
can serve as a lossless compression of the original sig-
nal.  By using random measurements, compression can 
be done without needing to perform expensive com-
putations that are infeasible for large datasets, or im-
possible in the case of streaming data where one does 
not have the data in hand to compute with.  The math-
ematical results have the potential of demonstrating 
that simple, nonadaptive measurements can compress 
nearly as well as the most expensive, clever, fully-adap-
tive technique possible, even when those techniques 
are entirely infeasible.  This can allow a small fraction 
of a streaming dataset to be stored and/or processed, 
with guaranteed fidelity of information.

Benefit to National Security Missions

This project will enhance our ability to maximize the 
information recovered from the fewest data, which has 
many applications, including 3-D image reconstruction, 
streaming data analysis, and sensor network informa-
tion retrieval. These missions are particularly relevant 
to DOE, NIH, the intelligence community, and other 
government agencies.

Conconvex Compressed Sensing
Rick Chartrand

20080128ER

Progress

One of the key accomplishments has been the develop-
ment of an algorithm that converges much more quickly 
than the previously-used gradient descent method [1].  
One of its crucial advantages is that it works without 
user supervision, allowing increased automation for 
more  numerical testing of performance and investigat-
ing theoretical issues [2].  This algorithm is also more 
flexible than those appearing in the literature, allowing 
for signals that are sparse in any of a greater variety 
of ways, and easily adapting to the case of noisy mea-
surements [3].  This new algorithm is also more easily 
studied theoretically, having more easily characterized 
behavior [4].

Much progress has been made on the primary theoreti-
cal endeavor of the project.  This concerns proving that 
the algorithm is able to compute the global minimum of 
a nonconvex optimization problem.  A consequence of 
the nonconvexity is that there is a huge number of local 
minima, and any reasonable algorithm could be expect-
ed to become stuck in any of them, instead of finding 
the global minimum.  Yet, numerically we observe our 
algorithm to find the global minimum, without explicitly 
attempting to do so.  But without theoretical justifica-
tion for this, many in the research community remain 
skeptical of the nonconvex approach.  A successful 
proof will bring great notoriety to LANL’s efforts in this 
key area of information science, and lead to papers 
with many citations.  Our work thus far has greatly im-
proved our understanding of the theoretical issues, to 
the point that we can now say that we understand why 
the algorithm is as successful as it is.  We have many 
partial results, but difficult details remain to be over-
come before we can have a complete proof.  National 
Academy members are starting to enter this area, but 
we are close to a proof and expect to be first to obtain 
one.

Our connection to the University of Chicago radiology 
department has led to our methods being applied to 
the diagnosis of breast cancer using tomosynthesis 
instead of CT [5], where a few X-rays are used instead 
of an X-ray from every angle.  The reduction in dose is 
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significant, and preliminary tests show the ability of small 
microcalcifications to be resolved.

Future Work

Our project addresses the issue of reconstructing signals 
(including images, network states, signals of any other 
form) from severely underdetermined linear systems.  The 
method is to exploit the sparsity or compressibility of es-
sentially all useful signals.  This is currently done in the 
recent body of work known as “compressive sensing.”  This 
project explores the use of a nonconvex variant of these 
methods, which appears to allow successful reconstruction 
using even fewer measurements than the methods in the 
literature.

A major near-term objective is the development of rapidly-
converging algorithms that are efficient enough to be used 
in very large-scale problems.

We will seek to prove that local minimization algorithms 
will converge to the global minimum of the optimiza-
tion problem central to this project.  This is observed in 
practice, but given the nonconvex nature of the problem, 
the proof is highly nontrivial.  Given that a closely-related 
problem is known to be NP-hard, success will be a con-
siderable accomplishment.  The approach will exploit the 
relationships between sparsity and orthogonality in very 
high dimensional spaces.  The goal is a theorem specifying 
conditions for convergence.

We will explore various applications.  Central among these 
is medical imaging, where radiation dose and scantime are 
issues.  High-quality 3-D reconstructions from EEG may 
be possible for the first time.  Characterizing the extent to 
which nonadaptive dimension reduction for hyperspectral 
imaging and streaming data results from our approach 
will be a byproduct of the above theoretical work.  New 
collaborations with University of New Mexico researchers 
may lead to the development of new compressive imaging 
systems, and methods for computing the radiation profiles 
needed to deliver a precision radiation dose to cancer 
patients undergoing radiation therapy, which would likely 
lead to patents and NIH funding of continued research.

Conclusion

As scientific computations grow larger, it will become im-
possible to keep up with the increase in data, unless we 
learn how to process information as efficiently as possible.  
This project will help describe the theoretical limits on how 
much information is actually necessary, and how to attain 
those limits.

In another direction, the ability to learn more from fewer 
measurements will allow discovery of threats using fewer 
resources.  Medical diagnoses may be possible using much 
less radiation than current X-ray procedures.  New scien-
tific applications may arise in situations where it is now 
infeasible to acquire enough data.
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The goal of this project is to improve learning algo-
rithms for practical pattern recognition systems. Our ap-
proach is based on a novel combination of techniques 
from nonlinear signal processing and computational 
learning theory. This approach can improve perfor-
mance and provide a better understanding of discrete 
pattern recognition systems. Discrete pattern recogni-
tion systems are designed using computational primi-
tives that can be implemented exactly and efficiently on 
a digital computer (e.g. logical operations such as AND, 
OR, etc.), whereas continuous pattern recognition sys-
tems are designed using computational primitives that 
can only be approximated by the digital computer and 
are often computationally expensive (e.g. real-valued 
multiplication, exponentiation, etc.). As our world be-
comes more digital, the design of discrete pattern rec-
ognition systems becomes more important. However, 
discrete pattern recognition systems lack the firm math-
ematical foundation and performance guarantees en-
joyed by continuous pattern recognition systems, which 
limits their usefulness in operational environments.  

By exploring several new mathematical approaches, 
this project aims to develop a deeper understanding of 
discrete pattern recognition systems, thereby exposing 
their strengths and weaknesses, and providing valuable 
insight into the operational scenarios where they will 
be most effective. With this understanding this project 
also aims to develop new algorithms, which are more 
robust to operational scenarios and therefore more 
effective in real world environments. This project is 
focused on developing theorems and algorithms and 
is applicable to a wide range of pattern recognition ap-
plications. At the same time, the project has identified 
several specific applications relevant to threat reduction 
that it will use to develop, test and validate the work 
performed throughout the project.

Foundations for Practical Pattern Recognition Systems
Reid Buchanan Porter

20080182ER

Benefit to National Security Missions

Pattern recognition systems allow computers to filter 
large quantities of data and highlight data that is most 
important to human users. This project will help these 
systems process more data in less time and make fewer 
mistakes. These advances will help the US government 
to better exploit the vast quantities of intelligence infor-
mation being acquired, and provide defense organiza-
tions with increased information to quickly identify and 
diffuse threats. These advances will also help reduce 
the cost of managing, and exploiting intelligence infor-
mation.

The applications that this project targets are directly 
relevant to the NNSA mission area of nonproliferation 
and include:  the detection and classification of electro-
magnetic pulses from space, and in the identification 
and classification of proliferation signatures in satellite 
imagery and video, and the classification and character-
ization of special nuclear materials from spectroscopy 
as well as chemical and physical analysis. 

Progress

The fundamental pattern recognition problem is to 
build a model of some desired behavior by generalizing 
from a finite collection of examples of this behavior. 
Successful solutions to this problem find applications in 
nearly all aspects of computational science, including 
bio-informatics, signal processing, computational chem-
istry and data mining. Although the optimal behavior is 
well defined it typically cannot be achieved in practice 
due to a lack of information and resources. There are 
three sources of error (deviation from optimal): repre-
sentation, estimation and computation. The representa-
tion error is due to the mismatch between our choice 
of model class and the true underlying behavior. The 
estimation error is due to the fact that we have only a 
finite number of examples of the desired behavior. The 
computation error reflects the lack of optimality due 
to limited computational resources (i.e. the resources 
needed to both produce and implement the model). 
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This past year we focused on learning discrete classifiers 
for two-class classification with independent and identi-
cally distributed (IID) examples. Our first accomplishment 
was to investigate and develop new algorithms for optimal 
dyadic decision trees (DDT). Dyadic decision trees provide 
a solution method that exactly minimizes complexity-
penalized misclassification loss. This loss can be linked to 
estimation error, which means the approach is consistent 
(with infinite samples the method approaches optimal) 
and provides better visibility and control than many other 
approaches. This project developed solutions that yield 
faster run times, use less memory, and simplify the user in-
terface compared to existing methods. Specifically we have 
transformed the traditional bottom-up (dynamic program-
ming) algorithm into a top-down (memorized) algorithm, 
which allowed us to add a “look-ahead pruning” heuristic 
that significantly improved the run time and memory us-
age. We also replaced the typical “dynamic dictionary” 
data structure with a “universal hash table” which further 
improved the run time. Finally, we developed an efficient 
and automated algorithm for selecting the tuning param-
eters, which lead to a simpler user interface and low error 
rates. Figure 1 provides examples of some of the perfor-
mance improvements we obtained.

Figure 1. Left) The number of training steps used in the tradi-
tional dynamic programming (dp) method compared to the 
new memoized algorithm for various values of lambda (tuning 
parameter), and Right) the total access time in seconds for the 
traditional dictionary method compared to the new hash table 
method, showing further reduction in computation time. 

Dyadic decision trees control representation, estimation, 
and computational errors through an efficient optimization 
of complexity penalized misclassification loss. While this 
appears to work well on general purpose computers for 
problem sizes up to fifteen to twenty dimensions, it does 
not explain the performance of other pattern classification 
tools which use a convex surrogate for misclassification 
loss and scale to much higher dimensions. Our second 
main accomplishment was to develop a framework for dis-
crete pattern classification based on the Stack Filter model 
class that may address some of these questions. Stack 
Filters are defined as the class of functions that commute 
with thresholding, and can be generalized to include all 

discrete mappings, e.g., the class of decision trees. These 
properties may provide a way to understand how a wide 
range of loss functions affect representation, estimation 
and computation errors for discrete classifiers. We call this 
framework, Ordered Hypothesis Machines (OHM). This 
year we developed a representation for the framework 
that increases the size of the model class (leading to arbi-
trarily low representation error) but does not increase the 
size of the optimization problem used in training (reduced 
computational error). We also developed software imple-
mentations for several loss functions as well as exhaustive 
and greedy learning algorithms. We have applied OHM to 
several synthetic and benchmark datasets and have ob-
tained promising results in reasonable time, e.g., compa-
rable performance to the dyadic decision tree approach.  

Figure 2. Decision surfaces and error estimates obtained for (top 
left) the optimal classifier, (top right) the standard Classification 
and Regression Tree (CART) algorithm, (bottom left) the new 
optimal Dyadic Decision Tree (DDT) classifier and, (bottom right)  
the new Ordered Hypothesis Machine (OHM) classifier.

A third direction that was investigated concerned morpho-
logical associative memories. While not directly related 
to our previous directions, associative memories have 
important applications in image and video processing 
and historically have been an important topic in research 
fields related to the stack filter framework we are develop-
ing. Several associative memories were investigated, and 
implemented, and several significant properties were ob-
served. For example, depending on the type of noise (addi-
tive or subtractive) and the type of operators used (max or 
min), the memories are extremely tolerant to noise and al-
low stored patterns to be reconstructed with random noise 
levels up to more than 95% (Figure 3). We have found that 
these memories are not only extremely robust to input 
noise but also to noise added to the stored patterns. This 
suggests that there is a high redundancy in storing the pat-
terns, and that the way the memory is build can potentially 
be optimized. 
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Figure 3. An example of the unique properties of Morphological 
Associative Memories. Images  corrupted by certain types of 
noise can be perfectly restored even when 90% of the input pixels 
are corrupt. 

Future Work

In the short term our immediate goal is to prepare pub-
lications based on the work described. We will submit a 
journal article on the dyadic decision tree work and a peer 
reviewed conference paper on the Stack Filter classification 
work. We expect these tasks to be completed in the first 
quarter of financial year 2009.  Additional algorithm work 
in these areas will include:

Improving the scalability of the dyadic decision tree • 
work by investigating median tree representations as 
well as developing greedy learning algorithms based 
on the “look-ahead pruning” idea. 

Further investigation and analysis of the stack filter • 
classification framework to determine its utility in un-
derstanding discrete pattern classification algorithms 
in general.

In the coming year we will also begin applying and adapt-
ing our techniques to practical pattern applications of in-
terest to NNSA and others. These more practical problems 
lead to variations of the two-class pattern recognition 
problem that we plan to investigate. Specific examples in-
clude: 

Sequential labeling: In many applications an end user is • 
more willing to provide labeled examples to the learn-
ing system one at a time, rather than providing all ex-
amples up front. Recent theoretical results also show 
learning some classes of discrete models may in fact 
be easier when examples are selected sequentially, 
compared to the IID case. We will investigate these 
results and plan to develop algorithms and software to 
support a user-interactive method of model design. 

Application-level metrics: We have also found that in • 
many applications the user productivity is the main 
metric of performance. This is related to the detection 
rate and false alarm rate of the pattern recognition 
system but not directly. We plan to reexamine our 
learning algorithms in this light and investigate oppor-
tunities for optimization. 

Conclusion

Continued work on this project will produce new learning 
algorithms, which can simultaneously address estimation, 
representation and computation errors for discrete model 
classes. Algorithms produced during the projects first 
year are all ready providing better solutions for problems 
in which decision trees are currently used. As we move 
forward this project aims to provide justification for us-
ing discrete model classes in new application domains, 
and provide solutions with measurable advantages in real 
world applications. 
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Introduction

Characterizing uncertainty in physical systems, based 
only on limited and indirect data, is critical to applica-
tions such as groundwater management and tomo-
graphic imaging.  For decision making, a description of 
the uncertainty regarding the underlying system state 
(e.g., the boundary of a contaminant plume), as op-
posed to a single “best estimate”, is required because 
decisions must account for a realistic range of plau-
sible states.  Statistical inference through the Bayes-
ian framework provides a powerful approach with a 
solid theoretical foundation for this type of analysis.  
Specifically, uncertainty quantification in this setting is 
achieved through sampling the posterior probability 
distribution in order to approximate various integrals, 
such as the mean and variance of the system state.  
While in recent years significant progress has been 
made in the development of sampling techniques, ef-
ficient sampling of high-dimensional spaces, typical of 
complex multiscale forward models, remains elusive.  In 
particular, applications are often forced to restrict their 
analysis to linearized and over-simplified reduced for-
ward models, and to limit sensitivity and optimization 
studies.

Although analogous issues have been addressed by 
robust multilevel solution algorithms, the potential 
synergy with statistical sampling has been overlooked.  
Multilevel solution algorithms achieve optimal algorith-
mic scaling by combining corrections from coarsened 
representations (reduced dimension models), with a 
simple fixed-point iteration.  The robustness of these 
algorithms relies on the accuracy of the coarsened rep-
resentations and is achieved through important multi-
scale concepts such as variational coarsening.  We will 
build on these multiscale modeling concepts to drive 
the development of new efficient multilevel sampling al-
gorithms that will significantly improve the efficiency of 
the Bayesian approach.  We will focus on tomographic 
problems in which the forward model is multiscale diffu-
sion, such as Electrical Impedance Tomography (EIT), as 
success in this fundamental setting will provide insight 
that is applicable to a wide range of applications.

Multilevel Adaptive Sampling for Multiscale Inverse Problems
John David Moulton

20080300ER

Benefit to National Security Missions

Advances in the efficient solution of inverse problems, 
particularly those that characterize the subsurface en-
vironment, play a significant role in much of science 
from calculating contaminant plumes to medical imag-
ing. This work is relevant to many missions in DOE and 
other government agencies including nuclear weapons 
diagnostics and climate modeling.

Progress

In this research we consider steady-state electrical im-
pedance tomography (EIT) as a canonical inverse prob-
lem in which the forward model is multiscale diffusion.  
Here the problem is to recover the spatially-dependent 
conductivity inside an object given data on its boundary 
in the form of the potential, which is measured for a 
prescribed pattern of applied boundary currents (flux-
es).  The mathematical model that maps the state (i.e., 
conductivity) to the measured data (i.e., potential and 
flux) is referred to as the forward model.  In this statisti-
cal framework, solving the inverse problem corresponds 
to quantifying statistics about the posterior distribu-
tion of the state (i.e., conductivities) conditioned on 
the measurements.  We calculate these statistics over 
the posterior distribution using a Markov chain Monte 
Carlo (MCMC) procedure.  However, due to the high 
computational cost of the forward model many practi-
tioners do not consider the full Bayes formulation, and 
limit their analysis to computing the maximum a pos-
terior (MAP) estimate, or consider a linearized forward 
model.  The objective of this research is to develop 
adaptive multilevel sampling techniques that facilitate 
the efficient analysis of the full forward model.

We consider a stylized EIT problem on a two-dimen-
sional square discretized on an orthogonal grid with 
bilinear finite elements. The conductivity is discretized 
on the same grid.  To develop the concepts that we 
need to integrate the components of a multilevel itera-
tive solver (e.g., multigrid) into a multilevel sampling 
algorithm we considered multilevel approximations to 
the forward map in the Delayed Acceptance Metrop-
olis-Hastings (DAMH) proposed in [1].  This algorithm 
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rigorously supports the use of a state-dependent approxi-
mation by creating a two-stage acceptance procedure that 
may be characterized by a modified proposal distribution.  
In this initial work we consider computing approximations 
by limiting the number of V-cycles and altering the cycle-
parameters of the black box multigrid (BoxMG) algorithm 
[2].  We demonstrate the effectiveness of this approach for 
a binary conductivity reconstruction problem with a state 
dependent approximation based on the solution at the 
previous state and a reduced convergence tolerance [4].  In 
addition, for a gray-scale conductivity reconstruction we 
consider a multilevel augmented posterior based on a two 
levels of approximation [3].   Specifically, the approxima-
tion was made state-independent by using an initial guess 
set by a previously computed mean and either two V-
cycles or a single V-cycle.  In this latter case we find only a 
marginal increase in autocorrelation length, which is more 
than offset by gains in overall computational efficiency.

Significant progress on adaptive techniques for MCMC 
sampling has been made as well.  This aspect of sampling 
will be critical to the efficiency at each level of the multi-
level sampler, as well as the overall efficiency.  The slow 
convergence of MCMC sampling is frequently caused by 
an inappropriate selection of the proposal distribution 
used to generate trial moves in the Markov Chain.  In re-
cent work we showed that significant improvements to 
the efficiency of MCMC simulation could be made by us-
ing a self-adaptive Differential Evolution learning strategy 
within a population based evolutionary framework [5]. This 
scheme, entitled DiffeRential Evolution Adaptive Metropo-
lis or DREAM, runs multiple different chains simultaneously 
for global exploration, and automatically tunes the scale 
and orientation of the proposal distribution during the 
search. Ergodicity of the algorithm is proved, and various 
examples involving nonlinearity, and multimodality show 
that DREAM is generally superior to other adaptive MCMC 
sampling approaches. The DREAM scheme significantly en-
hances the applicability of MCMC simulation to complex, 
multimodal search problems.

Future Work

This initial integration of multigrid components with the 
MCMC sampling in EIT improves overall computational 
efficiency.  However, at present sampling and approxima-
tion is still driven at the finest scale, and hence, gains in 
overall efficiency are limited.  We are currently developing 
a multilevel sampling strategy that builds posterior dis-
tributions up from coarse scales to the finest scale.  This 
sampling strategy will work directly with the weights of 
the discrete forward model; leveraging a hierarchical view 
of the Dirichlet-to-Neumann map to improve scalability of 
the sampling algorithm.  In addition, we will study the ef-
ficiency of the new advanced single-scale samplers, such as 
DREAM, in this multilevel setting.  To further enhance the 

performance of DREAM we will explore particle filtering as 
a means to reduce the ensemble size for sequential poste-
rior exploration, as well as multi-try Metropolis sampling in 
a parallel setting. 

Conclusion

The overarching goal of this research is to deliver a new 
level of efficiency and scalability to the Bayesian frame-
work for uncertainty quantification in complex multiscale 
applications.  Thus far, we have developed a delayed ac-
ceptance (DAMH) algorithm for a stylized EIT problem that 
leveraged components of a robust variational multigrid 
algorithm. In addition we have developed a multiresolu-
tion augmented posterior MCMC scheme for this applica-
tion. This initial integration of multigrid components with 
MCMC sampling has improved the performance of Bayes-
ian inference for this class of high-dimensional problems.  
In addition, we further advanced the theoretical founda-
tion of the DREAM sampling algorithm.
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Introduction

Image data are ubiquitous, occurring in such diverse 
fields as experimental physics, biology, geosciences, 
non-proliferation surveillance, and medical diagnosis. 
The family of problems including denoising, blur re-
moval, resolution enhancement, and inpainting rep-
resent an important part of the analysis of such data. 
Solving such problems effectively requires some form 
of model of the data so that it can be distinguished 
from the degradation to be removed. These models are 
usually simplified representations designed by math-
ematical analysis, and cannot accurately represent all 
of the properties of complex data, such as images of 
natural scenes, radiological images, etc. In this project, 
in contrast, we learn appropriate data models from 
large sets of examples of the problem domain data, 
promising more accurate reconstructions and also the 
ability to adapt to new types of data (e.g. from a spe-
cialized scientific instrument), with unusual properties 
that are not compatible with the assumptions made by 
standard approaches for these kinds of problem. The 
general approach is motivated by a geometric view of 
the problem, distinguishing between the full space of 
all data that can possibly be represented, and the much 
smaller space of uncorrupted example data. Within this 
view, the desired reconstruction is achieved by finding 
a representation, which is close both to the measured 
data and the space of uncorrupted data. 

Benefit to National Security Missions

Image analysis and related data plays an important 
role of a number of DOE missions, including Nuclear 
Weapons (e.g., proton radiography of dynamics experi-
ments) and Threat Reduction (e.g. satellite and airborne 
imagery). Advances in image analysis are also relevant 
to many government agencies. 

Adaptive Algorithms for Inverse Problems in Imaging
Brendt Egon Wohlberg

20080341ER

Progress

The majority of effort to date has been expended 
on understanding fundamental components of the 
problem, primarily the numerous issues surrounding 
the construction of a reliable estimate of a local tangent 
plane to the manifold of image blocks, and significant 
progress has been made in understanding technical 
issues such as: 

Choice of image block size, based on computational • 
experiments, as well as by theoretical analysis of 
the implications of a Gaussian noise model;

Effects of the size and composition of the training • 
data set;

Number of neighboring training blocks to utilize • 
in constructing the estimate of the local tangent 
plane;

Effective methods for estimating a local tangent • 
plane from the selected neighbor blocks in the 
training data;

Effects of varying noise levels on the other problem • 
parameters;

Exploiting the structure of the training data in esti-• 
mating parameters required by the tangent plane 
estimation techniques; and

Approaches to assembling a set of overlapping • 
denoised image blocks into a single coherent 
estimate of the denoised image in its entirety.

Based on these results, we have designed a denoising 
algorithm, which estimates noise-free versions of each 
image block by projection into the local tangent plane 
constructed via a sparse representations in terms of 
its nearest neighbors in the training data. This initial 
algorithm has a denoising performance which is already 
superior to the highly regarded Total Variation regular-
ization method, and competitive or superior (depending 
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on specific test) to the state of the art Non-Local Means 
method. 

We have recently begun to work on the more challenging 
problems of single-image superresolution (estimating a 
higher resolution version of a low resolution image) and 
inpainting (estimating missing regions of an image). Initial 
inpainting results, employing a simple approach inspired 
by our general geometric framework, are very promising, 
and already competitive with the state of the art on small 
test problems.

A paper on parameter selection issues was presented at 
the IEEE Southwest Symposium on Image Analysis and 
Interpretation (March 2008), and work on algorithms for 
local linear and quadratic approximations to a manifold 
characterized by sampled data was presented at the SIAM 
Conference on Imaging Science (July 2008). A paper on 
related adaptive image reconstruction methods, work on 
which was partially supported by this LDRD project, has 
been accepted for publication in IEEE Transactions on 
Image Processing, and two additional papers (one of which 
is on the inpainting results) are currently under review for 
presentation at the 2009 IEEE International Conference on 
Acoustics, Speech, and Signal Processing.

Future Work

Research over the following year will concentrate on the 
following aspects of the problem:

Develop tools for understanding and exploiting the • 
geometry of the manifold of image blocks;

Understand and exploit the relationship between • 
sparse optimization methods and the geometric 
(manifold) view of the space of image blocks;

Continue to develop the denoising algorithm, and • 
understand how the very successful methods using 
example blocks from the image to be denoised (such 
as Non-Local Means) fit within our geometric frame-
work;

Develop a superresolution algorithm based on our • 
framework, and extend the simple framework for 
inpainting.

We will endeavor to make an initial public release of our 
experimental code, and shall continue to give priority to 
publication of the results of our research. 

Conclusion

This proposal promises to advance the state of the art in 
solving a wide variety of problems in the analysis of image 
and other data. First, by learning the models instead of 
constructing approximations by mathematical analysis, the 
increased accuracy of the models is expected to deliver 
better performance when applied to the removal of 
noise, blur, etc. Second, the availability of an automated 
procedure for deriving a data model provides flexibility in 
addressing new types of data, making it possible to rapidly 
address such problems in the context of niche data, which 
have not received much research attention.

Progress after the initial year of this project, together with 
the rapid growth of similar ideas in the external research 
community, provide evidence for the great potential of 
these methods.

Publications

Lin, Y., and B. Wohlberg. Application of the UPRE method 
to optimal parameter selection for large scale regulariza-
tion problems. 2008. In IEEE Southwest Symposium on 
Image Analysis and Interpretation. (Santa Fe, NM, 24 - 26 
Mar. 2008). , p. 89. New York: IEEE.

Rodriguez, P., and B. Wohlberg. Efficient minimization 
method for a generalized total variation functional. To 
appear in IEEE Transactions on Image Processing. 

Wohlberg, B.. Inpainting with sparse linear combinations 
of exemplars. Presented at International Conference on 
Acoustics, Speech, and Signal Processing. (Taipei, Taiwan, 
19 - 24 Apr. 2009). 

Wohlberg, B., and P. Rodriguez. An l1-TV algorithm for 
deconvolution with salt and pepper noise. Presented at 
International Conference on Acoustics, Speech, and Signal 
Processing. (Taipei, Taiwan, 19 - 24 Apr. 2009). 
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A variety of problems of relevance to biosecurity, public 
health, and basic science research can be viewed as 
special cases of a general problem of studying stochas-
tic transport on networks. Examples include: 

Epidemilogy, where diseases spread by random • 
interaction events among humans and/or animals 
tied into social and/or agricultural networks, 

Basic biochemical processes, relevant for cancer • 
and other molecular diseases, where the response 
of an organism to external stimuli, such as patho-
gen invasions, are governed by complex stochastic 
dynamics on cellular regulatory and metabolic net-
works, and many others.

Such stochastic processes on networks are notoriously 
difficult to study in detail computationally. The best al-
gorithms involve simulation of the underlying processes 
event by event, which becomes computationally pro-
hibitive when the number of possible events is astro-
nomically large, as it is for contacts among people in a 
general population, or for biochemical transformations. 
This project is designed to create novel algorithms, 
based on disparate tools from physics, computer sci-
ence, and information theory, to simulate these sto-
chastic interaction events fast and rigorously. The gen-
eral idea being pursued revolves around coarse-graining 
stochastic events, so that entire spread of an epidemics 
or multiple chemical reactions can be modeled as a se-
ries of complex, macroscopic steps.

Benefit to National Security Missions

This project supports DOE and DHS missions in bio-se-
curity by developing advanced tools for understanding 
of progression of epidemics.  Furthermore, the project 
supports the DOE Energy security mission by enhancing 
the understanding of biochemical networks, an essen-
tial component for biofuels development. Finally, the 
project supports the basic scientific research mission of 

Stochastic Transport on Networks: Efficient Modeling And Applications to 
Epidemiology
Ilya Mark Nemenman
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LANL and DOE by providing a new level of understand-
ing of complex stochastic processes.

Progress

The project has contributed to the following publica-
tions:

A Mugler, E Ziv, I Nemenman, C Wiggins. Serially-• 
regulated biological networks fully realize a con-
strained set of functions. IET Systems Biology 2:313, 
2008. 
 
One of important questions in the program of 
coarse-graining stochastic kinetics is: what effect, 
if any, does the underlying network topology have 
on the measurable properties of the transport? In 
this paper, we used computational simulations of 
stochastic biochemical networks to provide an an-
swer to this question. We found that the network 
topology constrains the measurable properties to a 
certain allowable class,  but the topology provides 
almost no constraints within the class.

D Dreisigmeyer, J Stajic, I Nemenman, W Hlavacek, • 
and M Wall. Determinants of bistability in induction 
of the Escherichia coli lac operon. IET Systems Biol-
ogy 2:293, 2008. 
 
The relation between the network structure and 
the measurable transport behavior has been inves-
tigated in this paper in the context of the bacterial 
gene regulation, namely the E.coli  lac operon. Con-
clusions similar to Ref. 1 above have been made, 
further supporting the hypothesis of a weak, but 
nonzero link between the network topology and its 
function.

C Teuscher, I Nemenman, F Alexander. Novel com-• 
puting paradigms: Quo vadis? Physica D 237:v–viii, 
2008. 
 
This paper was an editorial reviewing the emergent 
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field of non-traditional computing, where analysis of 
systems can be performed not on traditional digital 
machines, but on different architectures, suited a lot 
better to simulate and analyze, in particular such mas-
sively distributed processes as the network stochastic 
transport.

J Edwards, J Faeder, W Hlavacek, Y Jiang, I Nemenman, • 
and M Wall. q-bio 2007: a watershed moment in mod-
ern biology. Mol. Syst. Biol. 3:148, 2007.

I Nemenman, W Hlavacek, J Edwards, J Faeder, Y Jiang, • 
M Wall. Editorial: Selected papers from the First q-bio 
Conference on Cellular Information Processing. IET 
Systems Biology 2:203, 2008. 
 
These two publications summarize the involvement 
of the project’s PI in organization of the series of In-
ternational q-bio Conferences on Cellular Information 
processing. The conference and the affiliated Summer 
School have been attracting over 200 researchers to 
New Mexico in the last years, and have turned Aug, 
2008;  and multiple independent participants have 
called the conference their “intellectual home”, “wa-
tershed moment in modern biology”, and “premier 
conference in the field.” The conference advances 
basic and applied science in the field of relevance to 
LANL, DOE, and the nation as a whole, and firmly es-
tablishes LANL/DOE as a leader in this important field.

NA Sinitsyn and I Nemenman. Universal geometric • 
theory of mesoscopic stochastic pumps and reversible 
ratchets. Phys. Rev. Lett. 99:220408, 2007. 
 
In this work, we have shown that methods, well devel-
oped in quantum and statistical physics, can be used 
to analyze stochastic transport properties in various 
kinetic networks, including: biochemistry, stochastic 
ratchets (e.g., molecular motors), and epidemiology 
(namely, the SI model of epidemic spread). 

Submitted manuscript:  NA Sinitsyn, N Hengartner and • 
I Nemenman. Coarse-graining stochastic biochemical 
networks: quasi-stationary approximation and fast 
simulations using a stochastic path integral technique. 
Submitted, 2008. 
 
In this work, currently under a consideration for a pub-
lication at PNAS, we have shown that kinetic networks 
can be coarse-grained, so that a dynamics of the rel-
evant degrees of freedom can be modeled without a 
laborious study of internal, irrelevant degrees of free-
dom, and yet preserving information (such as higher 
cumulates of stochastic transport currents) about 
these internal, eliminated structure.  

Figures from these papers: 

Figure 1. Comparison of a full stochastic simulation of the Fano 
factor of a two-step enzymatic pathway (dots, takes hours of 
simulations) with an analytical coarse-grained treatment of 
Reference [7] as a function of various kinetic parameters. A 
complete agreement is clearly seen.

Figure 2. The coarse-graining technique discussed in Reference 
[7] allows for simulations of kinetic networks without keeping 
track of microscopic internal states details, but still preserving 
the effect of these states on observable variables. In this figure, 
we show how the technique allows to preserve higher order 
cumulants of the stochastic transport through an enzymatic 
pathway, and how preservation of progressively higher order 
cumulants allows one to get results that approximate detailed 
simulations with progressively higher details.
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Future Work

The goal of this project is to perform physics-inspired 
“coarse-graining,” such that the properties of many of the 
microscopic nodes in a network are “integrated out,” and 
only large-scale observable dynamics is modeled.  Three 
manuscripts are currently in preparation, addressing this 
problem from different angles.

With collaborators at Columbia University, we are com-• 
pleting a study of evolvability of stochastic biochemical 
networks by answering the question: how much modi-
fication to the network structure is required to force 
the network to perform a certain observable functional 
behavior. This work will be completed in the next year 
of the project.

With students from the q-bio summer school, de-• 
scribed in [4, 5] above, we have been able to use the 
methods introduced in [6, 7] to perform coarse grain-
ing of a handful of traditional kinetic schemes that ex-
ist in the context of SI and SIR epidemiological models 
and multistep biochemical reactions. This work has 
been invited for a publication at the q-bio special issue 
of IET Systems Biology and will be published over the 
next year.

Most importantly, the study in [7] has suggested that • 
some aspects of stochastic transport are universal, 
and depend very weakly on the details of the involved 
kinetic network diagram. If proven true, this will rep-
resent a paradigm shift and a major simplification in 
our attempts to understand and model transport net-
works, since observable quantities would depend only 
on a handful easily measurable parameters rather than 
on the entire set of microscopic details. This possibility 
will be the main research direction for the project in 
the upcoming year.

Conclusion

This project is developing advanced tools for understand-
ing, computer simulations, and prediction of transport 
phenomena in complex network. These networks include 
biochemical networks (relevant for bioengineering and 
biomedicine), social networks (relevant for epidemiol-
ogy), and potentially maybe even infrastructure networks 
(relevant for Homeland Security applications). All of these 
fields are of a critical importance to the nation, and we are 
on track to make essential contributions to  them.
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In this project we will develop a fundamental under-
standing of the jamming process in granular materials.  
These seemingly simple materials, which include dry 
sand and powders, exhibit flow behavior far different 
from ordinary solids, liquids, and gases.  Understand-
ing the peculiar behavior of granular materials is vital 
for predicting and controlling them under a variety of 
industrial, civil engineering and scientific conditions.  
Jamming plays an important role in determining the 
behavior of a granular medium.  When the grains are 
widely separated or slowly moving, they can flow in a 
manner similar to a fluid, but when the grain separation 
decreases or the grain speed increases, the grains sud-
denly jam and resist further motion in an abrupt transi-
tion to a solid state.  The fluid to solid transition associ-
ated with jamming is extremely poorly understood but 
is essential for any application of granular materials.  
For example, granular media forming a levy is normally 
in a solid state, but it can unjam in a catastrophic tran-
sition to a fluid state which causes the levy to fail.  In 
contrast, when granular media is flowing, such as when 
a mold for a highly-filled polymer-based explosive is 
filled, a sudden transition into the solid state can in-
terfere with the filling process.  We are studying the 
jamming process and the transition between fluid and 
solid states and working to apply powerful concepts 
from statistical physics which have been successful in 
describing ordinary solids and liquids.  If we can identify 
universal behaviors associated with the jamming transi-
tion, this will permit us to control the failure of materi-
als and will also enhance our understanding of how and 
when complex materials fail.  This would have a pro-
found implact on the materials science, industrial, infra-
structure, and national security needs of the nation. 

Benefit to National Security Missions

Jamming underlies numerous physical problems includ-
ing oil exploration, aging, material failure, pollutant 
propagation in porous media, solid waste transporta-
tion and storage, weapons manufacturing, plastic-
based-explosives, and characterization of materials out 

Critical and Crossover Behaviors at Jamming Transitions
Charles Reichhardt
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of equilibrium. DOE missions relevant to this research 
include energy and environmental research, weapons 
physics, materials science, modeling and simulation.

Progress

Developed a simulation code that can accommodate 
complicated grain geometries such as dimers and trim-
ers. We are examining the effect of different shape 
ratios of the granular media particles to determine 
whether the same universal behavior appears irre-
spective of shape. We have also explored the effect of 
quenched disorder on jamming and found evidence 
that disorder should be added as a fourth axis to the 
proposed jamming phase diagram. This result suggests 
that jamming also occurs in pours media. Our major re-
sult is that due to the increasing length scale that forms 
in the system as jamming is approached, when the 
length scale of the porous media matches that of the 
granular media the system will jam. This implies that 
jamming can occur at much lower densities in porous 
media. When the density of the quenched disorder is 
sufficiently high, a percolation transition occurs and the 
system is always jammed. We also find a jamming tran-
sition at low granular density when every minimum in 
the quenched disorder landscape traps a granular par-
ticle.  We have begun to study the dynamics of the sys-
tem as jamming is approached, and we observe diverg-
ing fluctuations in the velocities.  As a result, the nature 
of the velocity power spectrum changes dramatically 
near jamming.  To better understand how universal the 
jamming transition is, we have begun a study of a sys-
tem containing periodic arrangements of obstacles.  We 
find a jamming transition in the case when the granular 
particles have a dimer structure. This jamming occurs 
only for certain directions of load, which may indicate 
that this is a new type of directional jamming or aniso-
tropic jamming.

Future Work

We propose to investigate critical behavior and inter-
mittent dynamics at and near jamming transitions, and 
address the following questions: Is critical behavior 
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universal to jamming phenomena? Does the nature of the 
criticality change for different amounts of disorder or var-
ied particle interactions? How does a continuum descrip-
tion of the medium break down near jamming or yielding 
transitions? Using simulations and experiments in con-
junction with scaling theory, we will determine whether 
jamming phenomena in a broad class of systems exhibit 
critical behavior. We will develop models with controllable 
amounts of disorder which can be realized in experiments 
on collections of grains. We will study jamming transitions 
for elongated and irregular particles by moving a probe 
particle through the system as the density or the disorder 
is increased, and we will use scaling theories to analyze the 
data. We will also investigate the crossover to the jammed 
state by studying fluctuations of the surrounding bath of 
particles and showing how these fluctuations become 
relevant as the jamming transition is approached. We will 
perform a series of experimental measurements using high 
accuracy imaging techniques to identify the dynamics and 
locations of the particles. This will allow the validation of 
the theory and simulation results. Preliminary experimen-
tal data agrees well with our recent simulations. An under-
standing of when the discreteness of the particles changes 
the qualitative behavior of the response of the system as 
the jamming transition is approached will be profoundly 
useful for understanding the conditions under which multi-
scale simulation models break down.

Conclusion

We will make several predictions for a continuous • 
phase transition with critical behavior for the simple 
disk system, and test them experimentally.

We will determine if a similar phase transition occurs • 
in more complicated particle geometries and for varied 
densities to confirm the existence of universal behav-
iors near jamming.

We will investigate the nature of the fluctuations as • 
the jamming transition is approached to understand if 
moving or flowing states exhibit critical behavior away 
from jamming.

We will seek to understand the consequences of criti-• 
cal behavior for the dynamics near jamming and the 
unjamming process. 
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Introduction

The ability to analyze and study materials properties di-
rectly from the fundamental laws of quantum mechan-
ics provides an enormous scientific and technological 
opportunity, but it is also a great challenge that requires 
a number of simplifications and approximations of the 
underlying theoretical description to enable practical 
simulations. Among various theoretical methods, Born-
Oppenheimer molecular dynamics has emerged as one 
of the most important techniques. Born-Oppenheimer 
molecular dynamics simulations based on self-consis-
tent density functional theory, where the nuclear cores 
are assumed to evolve surrounded by an electronic 
cloud that always is in ground state  (self-consistent) 
equilibrium for each new nuclear configuration, are 
indispensable in a large number of scientific areas 
that employ atomistic simulation. In many ways Born-
Oppenheimer molecular dynamics can be seen as the 
gold standard of molecular dynamics simulations. How-
ever, challenges in nanoscience, biofuels and actinide 
chemistry, for example, require significant algorithmic 
improvements to allow simulations of much larger size 
and complexity than previously possible. 

In this project we will explore and develop general ab 
initio molecular dynamics technologies based on the 
new opportunities provided by the time-reversible 
loss-less integration approach to Born-Oppenheimer 
molecular dynamics that recently was invented at LANL 
by the proposal authors [1]. Our findings will form the 
basis for high-performance ab initio molecular dynam-
ics schemes that are significantly better suited to tackle 
present and future challenges in computational materi-
als science. This research is at the very forefront of a 
highly competitive field of research that is expected to 
have a significant impact over a broad area of scientific 
disciplines.

Benefit to National Security Missions

The direct or indirect applications of Born-Oppenheim-
er molecular dynamics range from the problem of high-
temperature stabilization of d-Pu to the folding struc-

Time-reversible Born-Oppenheimer Molecular Dynamics
Anders Mauritz Niklasson
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tures of protein molecules in human cells, all issues 
with close ties to the DOE missions in Nuclear Weap-
ons, Threat Reduction, and Office of Science, which will 
benefit from enhancing our fundamental understanding 
of materials. Our work will provide molecular dynam-
ics simulation tools that overcome some significant 
shortcomings of Born-Oppenheimer molecular dynam-
ics. These problems include a high computational cost, 
numerical instabilities, and a systematic drift in the total 
energy. We hope our work will evolve to a new genera-
tion of high-performance molecular dynamics simula-
tion methods based on the first principles of quantum 
physics.

Progress

The first year of this project has been highly successful. 
The key initial discovery was an extended Lagrangian 
generalization of time-reversible Born-Oppenheimer 
molecular dynamics (TR-BOMD) [2]. The new formula-
tion enables the application of higher-order symplectic 
or geometric integration schemes that are stable and 
energy conserving even under incomplete self-con-
sistency convergence. It was demonstrated how the 
accuracy is improved by over an order of magnitude 
compared to previous formulations at the same level of 
computational cost. Figure 1 shows how the accuracy is 
improved, as measured by the amplitude of the energy 
oscillations, at he same level of computational cost.  In 
the original proposal, higher-order symplectic integra-
tion was considered a high-risk possibility that was 
expected only in the last year of this project. The new 
formulation has opened a whole new set of opportuni-
ties that will be followed up by further studies.
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Figure 1. Total energy fluctuations for conventional TR-BOMD 
based on the Verlet integration and for a higher-order symplec-
tic integration scheme derived from the extended Lagrangian 
formulation of TR-BOMD. At the same level of computation cost 
the accuracy, as measured by the amplitude of the oscillations, is 
improved by over an order of magnitude.

In reduced complexity calculations that are necessary in 
studies of very large systems, consisting of thousands of 
atoms, the level of numerical approximations may cause 
small errors. In an exactly time-reversible scheme all these 
errors will propagate and never disappear. Eventually an 
accumulation of errors may create fluctuations that may 
lead to instabilities and divergence. By introducing dissi-
pation that removes numerical noise this problem can be 
avoided. We have performed an analysis of the fluctuation 
and dissipation properties of TR-BOMD and developed 
a Langevin-like dynamics for the electronic degrees of 
freedom that automatically removes noise while keeping 
the energy stable. Figure 2 shows the effect of various dis-
sipation terms on an artificial perturbation. The ability to 
suppress numerical noise while keeping the energy stable 
should enable an efficient and accurate linear scaling TR-
BOMD for studies of very large complex systems, which is 
one of the goals of this project.

Figure 2. The effect of an artificial (very large) perturbation in 
a water simulation, with and without dissipation. The different 
dissipation terms break the time-reversal symmetry at various 
higher-order in the time step dt.

If wavefunctions are used to represent the propagation 
of the electronic degrees of freedom an arbitrary phase 
occurs, since the energy is invariant under rotations of 
the wavefunctions. We have managed to generalize the 
Lagrangian description of TR-BOMD to overcome this 
problem. This enables implementation in a very broad 
class of electronic structure methods based on plane-wave 
or wavelet representations as well as methods based on 
some highly efficient direct energy minimization tech-
niques.

In a generalization to a non-orthogonal representation for 
the electronic degrees of freedom we discovered a new 
form of fictitious ``Pulay force’’ that is driven by the change 
in the basis set that follows the evolution of the nuclear 
degrees of freedom. Instead of being caused by the gra-
dient with respect to position of the basis set, as in the 
original Pulay force, the new force arises from the second-
order time derivative of the non-orthogonal wavefunction 
representation.

Future Work

We are currently performing several implementations of 
our recent findings in state-of-the-art electronic structure 
codes that are used at LANL. These codes include Mon-
doSCF, Quickstep (part of CP2K) and VASP. An implemen-
tation in a self-consistent tight-binding code has been 
started in collaboration with Prof. Karplus research group 
at Harvard University and an implementation in Quantum 
Espresso is discussed with Prof. Holmstrom at Universidad 
Austral in Chile. We are also performing a systematic study 
of various higher-order geometric integration schemes 
and their optimization for TR-BOMD. During the remain-
ing part of this project we also hope to develop efficient 
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linear scaling TR-BOMD, implement a novel hybrid Monte-
Carlo sampling method for calculations of thermodynamic 
properties, and perform preliminary studies of applications 
beyond regular Born-Oppenheimer molecular dynamics, 
including finite electronic temperatures, non-adiabatic dy-
namics and response.

Conclusion

We have made some very promising initial discoveries that 
have opened doors to new highly efficient and accurate 
computational methods to study materials properties 
directly from the fundamental principles of quantum me-
chanics. Some of these methods are currently being imple-
mented in electronic structure codes used at LANL and 
they will be ready for applications very soon. Further de-
velopments, in particular towards linear scaling TR-BOMD, 
look very promising.
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Abstract

Science-based predictive capability is LANL’s primary 
national security goal. True predictive capability 
demands high confidence in simulations when experi-
mental data is lacking, and requires both high-fidelity 
physics models and high-quality numerical approxima-
tions of these models. We addressed the latter for 
multi-physics simulations by developing methods that 
control both time and space errors. We controlled the 
time errors with high-order implicit time integration, 
and the space errors with adaptive mesh refinement. 
To ensure efficiency, we used physics-based precondi-
tioners implemented with optimal multilevel solvers. 
To demonstrate the effectiveness of our approach, 
we explored novel magnetic reconnection studies at 
realistic regimes of electrical resistivity.

Background and Research Objectives

There is an increasing emphasis in the scientific com-
puting community (and particularly at LANL) on the 
predictive capability of numerical simulations. There 
are two fundamental sources of errors in numerical 
simulations: 1) modeling errors and 2) numerical errors 
intrinsic to the temporal and spatial discretization. 
Predictive capabilities require controlling both types 
of errors. However, these error sources often interact 
in the course of a given simulation, making it impos-
sible to discern which source is polluting the numerical 
solution the most.

The main goal of this project was to develop and 
demonstrate a numerical approach that effectively 
controls discretization error without sacrificing algo-
rithmic efficiency. Strict control of discretization error 
helps isolate modeling errors, eliminating the ambigu-
ity. This required developing numerical algorithms that 
combined high-order implicit time integration with 
spatial adaptive mesh refinement (AMR). Implicit time 
integration allowed us to control temporal errors. AMR 
methods are used to provide tight spatial error control 
while resolving relevant length scales by locally increas-

Implicit Adaptive Mesh Refinement:  A Magnetohydrodynamics Application
Bobby Philip
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ing grid resolution, focusing computing resources on 
the regions of the problem that require them. 

This project set out to answer three major questions. 
Firstly, the combination of implicit methods and AMR 
techniques in complex physics models is a newly 
emerging research area that has barely been explored. 
Successful demonstration of our implicit AMR imple-
mentation helped resolve crucial issues that arise in 
combining AMR and implicit time integration. By provid-
ing answers to these crucial issues we have advanced 
the state of the art. Secondly, we demonstrated how 
an important class of highly efficient solution methods 
(referred to as Newton-Krylov methods in the literature) 
could be implemented on AMR grids. The combina-
tion of these solution methods and AMR had never 
previously been attempted for complex multi-physics 
problems, and a successful demonstration would 
be considered to be a significant advance for AMR 
methods. Thirdly, the capabilities of the resulting solver 
were demonstrated using the magnetohydrodynamics 
(MHD) equations. MHD is a macroscopic description 
of the motion of electrically conducting fluids in the 
presence of magnetic fields. Recent, first-of-a-kind 
results on the problem of magnetic reconnection [4] 
in MHD were demonstrated in realistic regimes. Such 
regimes are inaccessible without an efficient, adaptive 
implicit solver of the type we have successfully devel-
oped. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This effort is tied to DOE weapons, science and energy 
resource missions. Our methods will lead to deeper 
understanding of magnetic reconnection, with appli-
cations in space weather and design of fusion-based 
power generation systems. The Fusion Simulation 
Project has identified our approach as an essential 
capability for success of their efforts.
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Scientific Approach and Accomplishments

To achieve our research objectives we built upon the 
Structured Adaptive Mesh Refinement Application 
Infrastructure (SAMRAI) developed at LLNL for AMR and 
the Portable, Extensible Toolkit for Scientific computa-
tion (PETSc) developed at ANL for nonlinear solvers. We 
also developed a framework that allowed us to explore 
formulations and solution ideas rapidly. Existing solution 
methods in SAMRAI were generalized and deployed in our 
problems. To combine AMR with implicit time integration 
we developed a time integration framework on AMR grids 
that would allow us to study different time integration 
schemes and the interaction of time integration and AMR 
grids. 

The effectiveness of this strategy became clear in the 
very first year of this project when it was discovered that 
a well-known model formulation (the primitive variable 
formulation) of resistive MHD was unsuitable for AMR. This 
was due to the presence of third-order derivatives in the 
model equations. Extensive tests led to the discovery that 
these high order derivatives introduced error on AMR grids 
that led to time integration schemes failing dramatically. 
These issues are discussed in our preliminary report [1]. 
While the model formulation issue was unexpected and 
not a focus of our research, it did allow us to inform the 
scientific community of these issues. With a suitable model 
formulation for our problem (described in references [1,2]) 
we were able to concentrate on the major research goals 
for our project.

As mentioned earlier our target application area was 
resistive MHD. Three    challenging problems were selected 
from the MHD literature. 

The first problem was the tearing mode problem of [4]. 
Figure 1 shows the current in a fully evolved tearing mode 
problem on AMR grids. The second problem considered 
was the island coalescence problem, where two magnetic 
islands (current channels) attract and reconnect. In resis-
tive MHD, during the reconnection process, a thin, elon-
gated current sheet forms at the reconnection site, which 
governs the reconnection rate, and therefore the global 
dynamics [5]. Figure 2 shows a plot of the current in an 
island coalescence calculation on AMR grids. The third 
problem was a tilt mode calculation [6]. Figure 3 shows 
the current in a fully evolved tilt mode calculation on AMR 
grids.

Figure 1. Time snapshots of current for the tearing mode problem 
at t=200.

Figure 2. Snapshots of the current at the peak of the reconnec-
tion during the coalescence process.
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Figure 3. Current during the evolution of the tilt instability

Using the three model problems above we successfully 
demonstrated implicit time integration on AMR grids. A 
critical part of this demonstration was to characterize how 
to avoid discretization errors on AMR grids, and how to 
combine implicit temporal integration schemes with AMR 
to avoid error propagation throughout the domain. During 
time integration on AMR grids it is necessary to change 
the spatial regions where high grid resolution is present 
in response to evolving solution features that need to be 
resolved accurately. This involves changing the AMR grid 
in a process called regridding. Once regridding occurs it 
is necessary to transfer data from the AMR grid prior to 
regridding onto the new AMR grid present after regridding 
before the simulation can continue. A common approach 
is to use linear interpolation to transfer data. However, 
linear interpolation is not suitable for all problems. Figure 
4 depicts the error in the current on a SAMR grid after one 
regrid operation at t = 2.5 and subsequent time-stepping 
using Crank-Nicolson (CN) and quadratic interpolation at 
coarse-fine interfaces up to t = 42.5. Linear interpolation 
was used to transfer data from the old to the new grid 
hierarchy during regrid. The concentration of discretization 
errors at coarse-fine interfaces introduced during regrid-
ding is evident, despite the fact that quadratic interpola-
tion was used at coarse-fine interfaces during the time 
evolution. Furthermore, the particular time integration 
scheme used in this case preserves the memory of gener-
ated errors, even if the location of the coarse-fine inter-
faces changes. Errors are concentrated at grid boundaries, 
as shown by the stairstep features in Figure 4. Once gener-

ated during regridding, these errors remain for the rest of 
the calculation. The previous examples illustrate potential 
sources of error that can accumulate due to a combination 
of a poor temporal integrator and low-order interpola-
tion during regridding, even if higher-order interpolation 
is used at coarse-fine interfaces. Low-order interpolation 
generates spatial errors that are not damped in time by 
the temporal scheme. Coarse-fine errors mostly disappear 
when sufficiently high-order interpolation is used (both at 
regrid operations and subsequently during time evolution) 
in combination with a robustly damping temporal scheme. 
We were pleased to show that using cubic interpolation at 
the time of regrid, quadratic interpolation between regrid 
operations, and an appropriate time integrator causes 
these artifacts to disappear.

Figure 4. Error in current at t=42.5 after several regridding opera-
tions. 

The purpose of grid adaptation is to minimize the number 
of degrees of freedom required for a given simulation, 
while being compatible with a given numerical error level. 
In practice, the expectation is that the overall numeri-
cal error of the simulation does not increase due to the 
introduction of AMR. Otherwise, it defeats the purpose of 
using such schemes in the first place. We use the island 
coalescence problem to characterize the generation and 
temporal propagation of errors in our implementation. We 
focus on two main aspects of error generation in SAMR: 1) 
the treatment of coarse-fine interfaces at patch boundar-
ies, and 2) the placement of patches. The former is funda-
mentally a spatial discretization issue, whereas the latter 
is related to error estimation. Figure 5 depicts several time 
histories of error propagation in AMR simulations featur-
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ing different base grids and levels of refinement. The error 
is obtained with an exact error detector, which compares 
the AMR solution with a 1024x1024 reference solution. 
The figure shows the volume weighted l2-norm of the 
error (which approximates the L2-norm). We have used a 
fixed timestep in the calculation to isolate spatial errors. 
The time history of the numerical error mimics the evolu-
tion of the physical instability (i.e., exponential growth 
followed by nonlinear saturation). The point of this plot 
is to establish that the error is fundamentally a function 
of the finest resolution employed, and not a function of 
the base grid size or the number of levels of refinement. 
For instance, the 64b3l, 128b2l, and 256b1l simulations 
feature the same error (time histories are actually super-
imposed), while using different base grid refinements and 
number of grid levels. The same is true for 64b4l, 128b3l, 
256b2l, and 512b1l (although error differences are more 
noticeable due to the log scale of the plot). Another side 
point from this figure is the impact that adding a level of 
refinement has on the overall error of the computation: 
the error decreases by a factor of four on average, similar 
to the error reduction that would be obtained by uniform 
refinement. 
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Figure 5. Time histories of numerical errors for the island coales-
cence problem with various base grids and levels of refinement. 
The convention in the legend is nbml, which denotes an nxn base 
grid with m levels of refinement.

Having established the correctness of our simulations and 
characterized the nature and evolution of temporal and 
spatial error in implicit time integration on AMR grids we 
also provide details on the cost savings associated with 
such an approach.

In general, algorithmic scalability of a PDE solver numerical 
algorithm requires that work per iteration be proportional 
to the problem size and that the number of iterations be 
independent of the problem size. In the context of AMR, 

however, it is difficult to test for scalability directly by 
performing grid convergence studies, because the problem 
size is difficult to predict a priori when one changes base 
grids and levels of refinement for a given simulation. To 
overcome this limitation, in this work we follow two figures 
of merit to characterize algorithmic performance in an 
AMR context. The first one is the same as in single-grid 
approaches, and measures algorithmic performance under 
uniform grid refinement. The second one is AMR-specific, 
and measures the effect on performance of changing 
coarse-grid resolutions and AMR levels of refinement for 
a fixed maximum resolution. We define an AMR solver 
to be equivalent-to-uniform-mesh if the AMR solver 
performance depends only on the maximum effective 
resolution (i.e., solver performance is independent of 
base grid refinement and the number of refinement 
levels). Furthermore, we define an AMR algorithm to be 
scalable if it scales under uniform-grid refinement, and if 
it features equivalent-to-uniform-mesh performance. This 
equivalent-to-uniform AMR solver performance is obtained 
for significantly less computational effort and memory 
storage than uniform grids would require. For example, 
uniform 512x256 grid tearing mode runs on average 
required a total wall-clock time of 29900 seconds, while 
the equivalent AMR calculation with a 64x32 base grid and 
4 levels of refinement only requires 17% of that time on 
average (timings obtained on a MacBook Pro with a 2.33 
GHz Intel Core 2 Duo processor, 2 GB of RAM, running 
Mac OS X 10.4.10.). Furthermore, on average, the 64x32 
run with 4 levels of refinement required only 14% of the 
number of degrees of freedom of a uniform 512x256 run. 
Note that the strong correlation between the reduction in 
degrees of freedom and the reduction in CPU time is also a 
consequence of the equivalent-to-uniform property of our 
AMR implementation. Similar results both in solver perfor-
mance as well as time and memory savings were obtained 
for island coalescence model problems. In the case of the 
tilt mode problem as evolving features in this problem are 
extremely small compared to the domain size, this AMR 
calculation on average only required 0.36% of the degrees 
of freedom of a uniform grid calculation (a uniform grid 
calculation would have required 67108864 degrees of 
freedom, which corresponds to a 4096x4096 uniform grid 
with 4 unknowns per grid cell). This example serves to 
illustrate the significant savings that AMR can provide over 
uniform grid calculations. We note that the relatively small 
number of degrees of freedom enabled us to perform 
this calculation on a workstation, while a parallel machine 
would have been required to perform the uniform-grid 
calculation. 

The project also led to the development of new multiscale 
solver ideas detailed in Reference [3].
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The success of our project led to further program develop-
ment. It formed the basis of one SciDAC II proposal and 
one Office of Science multiscale proposal. Unfortunately 
these have not been successful. It also led to a summer 
project by a DOE Computational Science Graduate Fellow 
(CSGF), Mark Berrill from Colorado State University. The 
project also led to a collaboration with the University 
of Colorado at Boulder on numerical methods for MHD, 
involving the Ph.D. student James Adler. 
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Understanding how biological systems represent and 
process information has long been thought to hold the 
key to designing more powerful computer algorithms.  
Work supported under this LDRD-ER project resulted 
in significant advances in our understanding of how 
biological neural circuits represent and process infor-
mation.

Background and Research Objectives

Biological computation is very different from conven-
tional digital computing.  Perhaps the most essential 
difference arises from the distinction between discrete 
vs. continuous time.  In digital systems, information is 
represented as a string of logical bits, either 0 or 1, and 
processing occurs during discrete clock cycles, so that 
the inputs to any computational element are always 
present on the same clock cycle.  In biological neural 
circuits, information is represented by strings of action 
potential spikes, which are similar to logical bit but are 
distributed continuously in time, so that the relative 
timing of such spike events provides an additional 
mechanism for coding information.  The major focus 
of this LDRD-supported research effort was to examine 
how biological neural systems might utilize the relative 
timing of action potential spikes to represent and 
process information. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

America’s national security increasingly depends on 
advances in information technology.  Smart sentries, 
for example, which were able to detect suspicious or 
threatening behavior against an enormous background 
of innocuous events, would be of extraordinary benefit 
to homeland security, intelligence and military applica-
tions.  The only existing systems capable of reliably 
detecting “abnormal” or suspicious behaviors are bio-
logical organisms.  Thus, by seeking to understand the 

Automatic Video Analysis Integrating Depth, Shape, Texture and Color
Garrett Kenyon
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computational principles that govern the operation of 
biological neural systems, this LDRD-supported research 
was designed to enable fundamental contributions to 
America’s national security.

Scientific Approach and Accomplishments

All research conducted under the auspices of this 
LDRD-ER project was performed using computer 
simulations of synaptically connected spiking neurons.  
Supported research may be divided into five categories: 
1) Neural Coding, 2) Dendritic Processing, 3) Synaptic 
Plasticity, 4) High-Performance Neural Simulations, and 
5) Biologically-Inspired Distributed Sensors (BIDS).  

Neural Coding

Research was conducted to investigate how the relative 
timing of spike among fibers in the optic nerve could 
be used to encode novel types of information.  This 
research can be further subdivided into four separate 
projects:

See Globally, Spike Locally

In the first year of support, work was completed on a 
project to investigate how retinal output cells whose 
axons make up the optic nerve might employ oscillatory 
spike timing to encode global topological aspects of 
stimuli to which they are responding.  Our results 
showed that while the mean firing rates of individual 
neurons could be used to encode the local image 
intensity at each pixel, temporal oscillations in the firing 
rates of individual neurons could be used to indicate the 
presence of a large feature to which individual neurons 
were responding.  

Number Sense

In the first year of support, work was also completed 
on a project to investigate how retinal output neurons 
might use stimulus-specific oscillations to encode 
numerosity.  Neurons responding to the same object 
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tend to oscillate in phase with each other, whereas the 
phase relationship between neurons responding to dif-
ferent objects tends to vary randomly over time.  We 
reasoned that the oscillatory power per spike, measured 
across the entire visual scene over several hundred mil-
liseconds, should scale as the inverse square root of the 
number of distinct objects in the scene, regardless of 
the relative positions, shapes or sizes of the objects in 
question, and thus should encode the abstract concept of 
numerosity.  Our results showed that such an encoding 
mechanism is consistent with behavioral experiments 
in which monkeys were trained to detect changes in the 
numerosity of randomly generated computer displays.  

Resonance

In the first year of support, work was completed on a 
project that investigated whether very small, rapid eye 
movements, referred to as ocular tremor, could augment 
the information conveyed by retinal oscillations by tapping 
into a high-frequency resonance present in the inner 
retina.  

Extreme Synergy

In the final two years of support, considerable effort was 
devoted to an analysis of how retinal output neurons might 
encode information far more efficiently by using relative 
spike timing.  The dramatic conclusion of this research was 
that in order the fully decode the local pixel intensity, it 
may be necessary to consider not only the firing rate of 
each neuron individually, but to also consider the pairwise 
correlations between each neuron and all of its neighbors.  
This hypothesis, which we term Extreme Synergy, asserts 
that local pixel information can be distributed across a 
large neighborhood of similarly activated surrounding cells, 
thereby greatly reducing the number of spikes required to 
convey the same total amount of visual information.  

Dendritic Processing

A major research project was undertaken throughout the 
period of support to better understand the role of den-
dritic morphology in the integration of synaptic informa-
tion.  The conclusion of this study, described in the abstract 
cited below, is that individual biological neurons contain, 
within their elaborate dendritic structures, extensive 
networks of interconnected logical units, and thus that 
each neuron is in fact a network unto itself.
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Extreme Synergy. Spikes trains 100 msec in
duration with a baseline rate of 25 Hz were used to
simulate firing activity in a 32 32 retinal patch.
IMAGE: Stimuli were square spots with 10% of
pixels randomly deleted. Intensity indicated to the
left of each panel. RATE: Representative
reconstructions based on the number of spikes.
MUA*: Reconstructions from the same spike
trains but based on the largest singular vector of
the pairwise correlation matrix, weighted by the
oscillatory component of the Local Multi Unit
Activity in the band ( MUA*). Percentage of
pixels correctly classified as ON or OFF indicated to
bottom right of each panel. Spatiotemporal
correlations yielded dramatic improvements in
image reconstruction at all intensities without
sacrificing fine spatial detail.

Figure 1. Extreme Synergy

Synaptic Plasticity

Funds were also used to support the preparation of a 
manuscript describing how unsupervised plasticity rules 
could act to maintain long-term memories at biological 
synapses despite ongoing random changes in individual 
synaptic strengths due to both intrinsic and extrinsic 
sources of noise.  

High-Performance Neural Simulations

Major effort was expended during the third year of the 
project to develop high-performance neural simulation 
software that could execute efficiently on hybrid architec-
tures such as the Roadrunner supercomputer.  A simplified 
model of the primary visual cortex was implemented using 
integrate-and-fire neurons whose synaptic interactions 
were governed by a cocircular geometric construction.  
This summer, the resulting software, called PetaVision, 
became the first scientific simulation to achieve a sus-
tained performance of 1 Petaflop. 

Biologically-Inspired Distributed Sensors (BIDS)

The principles of biological computation discovered, in 
part, through research supported by this LDRD project 
were applied to the design of a new type of wireless 
sensor network, termed BIDS, which stands for Bio-
logically-Inspired Distributed Sensors.  Wireless sensor 
networks have been proposed as a possible technology 
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for the automated monitoring of large, remote regions, 
such as national borders.  Due to the size and remoteness 
of such applications, the individual sensors must be very 
cheap and able to operate continuously on very low power.  
Wireless networks based on spiking neurons represent a 
novel solution for meeting the low-cost and low-power 
required for deployment across large, remote areas.  A 
patent application is being prepared based on BIDS tech-
nology and several supporting research projects have been 
published.

Signal/noise in a typical 
tracking simulation.  Circles 
indicate the true location of the 
moving object at different time 
steps.

Top) Signal values present on a 
given time step.  Bottom)  
Computed path of moving 
object. Brightest pixels 
represent true positives, the 
second brightest pixels 
represent false negatives, and 
the third brightest pixels 
represent false positives. The 
motion-tracking algorithm was 
tuned to run at 99.9% specificity 
(one false positive for every 
1000 true positives).

Figure 2. BIDS

Weight Matrix: Cocircular Construction Input Image

Cortical Model Output

FLOPS

Run Time

1st petascale scientific simulation

PetaVision: Simulating the Primary Visual Cortex

Figure 3. PetaVision.

Review Articles

This LDRD research project was used to support the 
preparation of an encyclopedia article describing the use 

of computational models to study cellular and synaptic 
phenomena in the vertebrate retina.
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Abstract

The availability of digitized textual information has 
increased dramatically. The large volume of informa-
tion now available has created problems for effective 
management of that information. The field of informa-
tion extraction has developed in partial response to 
these problems, developing applications that search for 
specific types of information through manual defini-
tion of linguistic patterns. In this research, we explore 
methods for automatically tackling the search for 
information in text and enabling text understanding at a 
deeper level.  We have produced a novel unsupervised 
learning approach to the problem of word sense disam-
biguation, and explored formal methods for inducing 
semantic hierarchies from text. Both of these results 
have an important impact on text understanding.

Background and Research Objectives

This work aims to vastly extend what information com-
puters will be able to extract from text and will support 
rapid retargeting of information extraction systems 
from one domain to another. We have explored a data-
driven paradigm in computational linguistics, in which 
machine learning is used to tackle deeper language 
understanding (word sense disambiguation) and formal 
methods are used to infer hierarchical concept hierar-
chies from text.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This work facilitates rapid development of information 
extraction systems sensitive to terminology in particu-
lar domains. It has broad application for intelligence 
analysis, bioinformatics, and any field with large quanti-
ties of textual data sources. At LANL, it could provide 
access to weapons physics information that is essen-
tially inaccessible in our archives.

Automated Induction of Templates for Extracting Information from Text
Cornelia Maria Verspoor
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Scientific Approach and Accomplishments

The accomplishments are first listed, and the primary 
results are elaborated on in the following text.

We have developed core infrastructure software 1. 
within an open source text processing architec-
ture (called UIMA, or the Unstructured Informa-
tion Management Architecture, from IBM, or 
International Business Machines, Inc.) to support 
linguistic analysis, specifically statistical analysis, 
part-of-speech tagging, shallow parsing, gazet-
teer matching, and semantic abstraction, which 
has been used to drive analysis of important key 
phrases in documents.

We designed an unsupervised learning approach for 2. 
semantics-enhanced language models utilizing the 
Expectation-Maximization algorithm, and published 
the methods as well as experiments on word sense 
disambiguation of corpus data.

We designed an approach to semantic ontology 3. 
induction from text through application of Formal 
Concept Analysis to linguistic properties of the text. 

We have designed an unsupervised learning 4. 
approach to identification of multi-word expressions 
utilizing a network representation of text sequences 
inspired by related work in biological sequence 
analysis, and have begun preliminary experiments 
on corpus data. This work was not completed.

We have integrated collocation (phrase) extraction 5. 
with latent semantic analysis and have done pre-
liminary assessment of whether this results in more 
coherent semantic clusters; using mutual informa-
tion derived phrases the results were not promising, 
using a different statistical measure (Pearson’s chi-
squared independence) the results were more prom-
ising.  While we experimented with this we were 
unable to obtain significant publishable results.
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Semantics-enhanced language models

An N-gram language model aims at capturing statistical 
syntactic word order information from corpora. Although 
the concept of language models has been applied exten-
sively to handle a variety of NLP problems with reason-
able success, the standard model does not incorporate 
semantic information, and consequently limits its applica-
bility to semantic problems such as word sense disambigu-
ation. We propose a framework that integrates semantic 
information into the language model schema, allowing a 
system to exploit both syntactic and semantic information 
to address NLP problems. Furthermore, acknowledging 
the limited availability of semantically annotated data, we 
discuss how the proposed model can be learned without 
annotated training examples. We reported in our publica-
tion (Lin and Verspoor 2008) on a case study showing how 
the semantics-enhanced language model can be applied to 
unsupervised word sense disambiguation with promising 
results.

Syntax and semantics are two major aspects of language 
use. Syntax refers to the grammatical structure of a 
language whereas semantics refers to the meaning of the 
symbols arranged with that structure. To fully compre-
hend a language, a human must understand its syntactic 
structure, the meaning each symbol represents, and the 
interaction between the two. In most languages, syntactic 
structure conveys something about the semantics of the 
symbols, and the semantics of symbols may constrain valid 
syntactic realizations. As a simple example: when we see 
a noun following a number in English (e.g. “one book”), 
we can infer that the noun is countable. Conversely, if it 
is known that a noun is countable, a speaker of English 
knows that it can plausibly be preceded by a numeral. It 
is therefore reasonable to assume that for a computer 
system to successfully process natural language, it has to 
be equipped with capabilities to represent and utilize both 
the syntactic and semantic information of the language 
simultaneously.

The n-gram language model (LM) is a powerful and 
popular framework for capturing the word order informa-
tion of language, or fundamentally syntactic information. It 
has been applied successfully to a variety of NLP problems 
such as machine translation, speech reorganization, and 
optical character recognition. An n-gram language model 
utilizes conditional probabilities to capture word order 
information, and the validity of a sentence can be approxi-
mated by the accumulated probability of the successive 
n-gram probabilities of its constituent words W1 … Wk.

As powerful as a traditional n-gram LM can be, it does 
not capture the semantic information of a language. 
Therefore it has seldom been applied to semantic 
problems such as word sense disambiguation (WSD). To 
address this limitation, in this paper we propose to expand 
the formulation of a LM to include not only the words in 
the sentences but also their semantic labels (e.g. word 
senses). By incorporating semantic information into a LM, 
the framework is applicable to problems such as WSD, 
semantic role labeling, and even more generally machine 
translation and information extraction – tasks that require 
both semantic and syntactic information to be solved.

Figure 1(a) is a general finite state representation of a 
sentence of four words (W1…W4) connected through a 
bigram LM. Each word can be regarded as a state node and 
the transition probabilities between states can be modeled 
as the n-gram conditional probabilities of the involved 
states (here we assume the transition probabilities are 
bigrams). In fact each word in a sentence has a certain 
lexical meaning (sense or semantic label, Si) as represented 
in Figure 1(b). Conceptually, for each word-based finite 
state representation there is a dual representation in the 
semantics (or sense) domain, as shown in Figure 1(c). A 
semantics-based LM (or SLM) like Figure 1(c) records the 
order relations between meanings. Alternatively, one 
can combine both representations into a hybrid language 
model that captures both the word order information and 
the word meaning, as demonstrated in Figure 1(d).  Figure 
1(d) represents a word-sense LM (or WSLM), a semantics-
enhanced LM incorporating two types of states: word 
symbols and their semantic labels. The intuition behind 
WSLM is that when processing a word, people first try to 
recognize it’s meaning (i.e. P(Sn|Wn)), and based on that 
predict the next word (i.e. P(Wn+1|Sn)). Figure 1(e) is the 
same as Figure 1(d) except that the bigram probabilities 
are replaced by trigrams. It embodies the concept that the 
next word to be revealed depends on the previous word 
together with its semantic label, and the meaning of the 
current word depends on not only the word itself but the 
meaning of the previous word.

The major reason for the success of a LM-based 
approach to NLP problems is its capability of predicting 
the validity of a sentence. In Figure 1(a), we can say 
that a sentence “W1W2W3W4” is valid because 
P(W2|W1)*P(W3|W2)*P(W4|W3) is relatively high. 
Similarly given that the semantic labels of each 
word in the sentence are known, the probabilities 
P(S2|S1)*P(S3|S2)*P(S4|S3) can be applied to assess the 
semantic validity of this sentence as well. Furthermore, 
we can say that a word sequence together with its 
semantic assignment (interpretation) is valid based on 
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a WSLM if the probability of P(S1|W1)*P(W2|S1)*…
*P(W4|S3)*P(S4|W4) is high. We can therefore use a 
semantics-enhanced LM to rank possible interpretations 
for a word sequence.

Figure 2. (a) A typical finite-state, bigram LM representation of 
a sentence. (b) Each word in the sentence has a certain meaning 
(or semantic label). (c) A semantic-based language model. (d) a 
hybrid LM integrating word and sense information. (e) Like (d) 
except that a trigram model is used.

There are three major contributions in our paper. First 
we proposed a framework that enables us to incorporate 
semantics into a language model. Second we showed how 
such model can be learned efficiently (O(nb2) in time) in 
an unsupervised manner. Third we demonstrated how this 
model can be used to perform the word sense disambigu-
ation (WSD) task and how additional knowledge can be 
exploited to improve the performance of the model on 

the task. Our experiments also suggest that WSD can be 
a suitable platform to evaluate the semantic language 
models.

Ontology induction from text

The central mechanisms to represent organized knowl-
edge, and the cores of real-world ontologies, are semantic 
hierarchies: mathematically ordered typing structures 
relating terms or concepts of a domain within semantic 
relations like subsumption (taxonomic, “is-a”, general-
ity relations) and composition (meronomic, “has-part”, 
part-whole relations). The vast increase of computational 
information in science has resulted in a proliferation of 
ontologies of increasing size, in areas ranging from biosci-
ence to the military and intelligence communities to the 
World Wide Web. Successful ontologies like the GO (http://
www.geneontology.org) and Wordnet (http://wordnet.
princeton.edu) have grown to be very large, with over 20K 
and 150K nodes respectively. The automated creation and 
management of large ontologies is a critical need since 
such ontologies in turn provide the foundation for under-
standing of linguistic data and inference over extracted 
knowledge.

Source information for ontology induction could be user 
elicitation, structured data, or other sources, but one 
prominent and obvious source is text. Ideally, lexical and 
linguistic information can be gleaned from texts in a way to 
automatically or semi-automatically determine subsump-
tive and meronomic relations among terms and concepts. 
Research in ontology construction from text draws on a 
number of strategies. Following the distributional similar-
ity hypothesis terms are semantically similar if they share 
linguistic contexts like co-occurrence with the same terms, 
or occur in the same syntactic relation to a term. Thus 
agglomerative clustering of terms can be accomplished 
based on using similarity of term usage vectors capturing 
the linguistic contexts of the term. Alternatively, particu-
lar phrasal structures can be identified that stereotypi-
cally distinguish specific from general terms, and can be 
captured by schemata or templates such as “X, Y, and other 
Z” (e.g. “Cats, dogs, and other animals”) . Finally, methods 
from order and lattice theory, specifically Formal Concept 
Analysis (FCA), can be employed to discover inherent rela-
tions between objects described through a set of attri-
butes. FCA is a discrete math method for representing the 
set of sub-relations present in an overall binary relation 
(say, among lexical terms) in the context of their hierarchi-
cal structure, and thus yields natural semantic hierarchies 
from term relations.
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Our approach extends the intuition of the distributional 
similarity hypothesis to assert a Distributional General-
ity Hypothesis, that semantic generality of terms, as 
represented by hierarchical relations among them, can 
be determined from the analysis of their shared linguistic 
contexts. In particular, to the extent that the more general 
a term is, the more contexts it can be used in, then we 
aim to show that the distribution of nouns with respect 
to the verbs they are arguments of, and vice versa, is an 
important source of information about term general-
ity that can be used to construct a semantic hierarchy 
of relations among terms. Our publication (Joslyn et al 
2008) reports on some initial research results supporting 
a future overall methodology towards the semi-automatic 
construction of semantic hierarchies from term relations 
extracted from text. Specifically, we describe our formal 
method for hierarchy construction, selection and process-
ing of a test corpus for extracting verb-noun pairs from 
natural language, measurement and filtering of the result-
ing verb-noun term matrices for density optimization, and 
finally look at the resulting semantic hierarchies produced 
by FCA.
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Abstract

Our objective was to develop new numerical methods, 
suitable for Monte Carlo implementation, that enable 
the computation of multiple eigenvalues and eigenvec-
tors of very large matrices and continuous operators. By 
“very large ” we mean matrices so large that available 
computer memory is insufficient not only for storing 
them but also for storing any one of their eigenvectors. 
Such problems are common in science, engineering, 
and mathematics. We started by implementing our 
original algorithm deterministically (non Monte Carlo), 
discovered a numerically more stable version, and suc-
cessfully benchmarked it for a variety of matrices. Then, 
we moved to Monte Carlo implementations. Here, we 
benchmarked the algorithm on a non-trivial problem 
from statistical mechanics. Next, we moved from 
matrices to continuous operators. Here, we focused on 
problems where the two largest eigenvalues are very 
close in value. The challenge was not the estimation of 
the eigenvalues but instead the efficient estimation of 
the eigenvectors. Drawing on several simple benchmark 
problems used for nuclear reactor design, we dem-
onstrated a nearly hundredfold improvement in the 
convergence to the eigenvectors. Key to this was the 
development of new means for sampling eigenvector 
components of mixed sign. Besides the new methods 
for multiple eigenpair determination, we also devel-
oped a new sampling method, the sewing algorithm, 
that enables the Monte Carlo sampling of states from a 
very large system from those of a much smaller one.

Background and Research Objectives

Finding the eigenvalues and eigenvectors, that is, the 
eigenpairs, of matrices and continuous operators is a 
ubiquitous problem in science, engineering, and math-
ematics. In some cases, only the few largest or smallest 
eigenpairs are needed. While this seemingly simplifies 
the problem, these cases are too often so complex that 
available computer memory is insufficient to store even 

Monte Carlo Estimation of Eigenvalues of Ultradimensional Matrices and 
Continuous Operators
James E Gubernatis

20060272ER

one eigenvector. Standard eigenpair computational 
methods must be replaced by Monte Carlo methods. 
Our objective was producing and benchmarking Monte 
Carlo algorithms to compute the two largest or smallest 
eigenpairs of these challenging problems. 

What are eigenvalues and eigenvectors? 

Most of computational science, engineering, and math-
ematics replaces the basic additions, subtractions, mul-
tiplications, and divisions of numbers by related opera-
tions on large collections of numbers simultaneously. 
Matrices and continuous operators are two classes of 
mathematical objects used in such operations. These 
objects typically have the property that after operat-
ing on some group of numbers, say 1, 2 and 3, a new 
group, say 2, 4, and 6, is produced. Some groups are 
special, as in this contrived example, by having the new 
components related to the old by a common multi-
plication factor. In this example, each component of 
the new group is a factor of 2 times the corresponding 
component of the old group. The group (1, 2, 3) and 
the common factor 2 are said to be an eigenvector 
and eigenvalue of the matrix or operator. In general, a 
matrix or continuous operator has many eigenpairs.

Why bother computing eigenvalues and eigenvectors?

While sounding very abstract, the eigenvalue and 
eigenvector concept is in fact very useful.  A physical 
system usually exists in one eigenvector or in a combi-
nation of several eigenvectors of the matrix or opera-
tors that determine its behavior. A simple example 
is a guitar. When one string is fretted and plucked, 
the resulting sound comes from a specific eigenvec-
tor of the operator representing the string. When the 
stings are chorded and strummed, the sound is that of 
several specific eigenvectors. A less obvious example 
is a nuclear reactor. In its design, the distribution of 
neutrons in it is tuned to represent the eigenvector 
whose largest eigenvalue is 1. The significance of 1 is 
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the production of neutrons in the reactor is balanced by 
their loss. If the eigenvalue were greater than 1, too many 
neutrons are being produced and meltdown could occur; 
if less than 1, too few neutrons are being produced and 
shutdown could occur. 

Why just two eigenpairs? 

The nuclear reactor example is also one for which knowing 
only the two largest eigenpairs suffices. The division of 
the second largest eigenvalue by the largest is called the 
dominance ratio, and this ratio is an indicator of the stabil-
ity of the reactor design. Being close to 1 means reactor 
might take a long time to reach its intended operating 
state; then reactor designers must address this possibility 
when designing reactor control systems. Another example 
for which knowing only two eigenpairs suffices comes 
from statistical mechanics. The two largest eigenvalues of 
something called the transfer matrix of a physical system 
provides all necessary information about the equation 
of state of the system, for example, information about 
whether a solid, liquid, or gaseous phase exists as temper-
ature and pressure are varied, and also provides important 
information about microscopic details of these phases.

Why Monte Carlo? 

Monte Carlo is a simulation method that enables reliable 
estimates of solutions to a problem without the need to 
solve all the details. It does this by successively generat-
ing different parts of the solution, that is, samples of the 
solution, and estimating the solution from an average 
of the samples. With this approach we can obviate the 
storage problem associated with our eigenvectors. 

The power iteration method [1] is the standard technique 
used to find the largest eigenvalue of a matrix and the 
accompanying eigenvector. This is the method we will 
build upon. In it, one starts with a guess of the eigen-
vector and then repeatedly multiplies this guess by the 
matrix (or operator) of interest. Eventfully the result is a 
vector proportional to the eigenvector associated with 
the eigenvalue of largest magnitude. Simple procedures 
allow the estimation of this eigenvalue. A simple arith-
metic shift of the matrix allows the determination of the 
eigenpair associated with the smallest eigenvalue. Monte 
Carlo methods for the estimation of the largest or smallest 
eigenpair always use some form of the power iteration 
method. For example, the power iteration method has 
been used in reactor design simulations for decades. How 
do we generalize this method to find the two dominant 
eigenpairs simultaneously and how do we give this gener-

alization a Monte Carlo expression are the two questions 
our research sought to answer.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

We considered a generic problem in physics, chemistry, 
engineering, and mathematics. Our success is an enabling 
technology independent of a specific application. The 
most obvious impact areas are the computation of ground 
and excited states of atoms, molecules, solids, and nuclei, 
improved search engines of databases, more efficient 
equation of state calculations in statistical mechanics, and 
more efficient nuclear reactor simulations.

Scientific Approach and Accomplishments

We began by implementing several of our previously 
proposed techniques [2,3] and then studied their effective-
ness for small matrices whose eigenpairs were available 
by conventional numerical methods or exact methods. 
These problems benchmarked our procedures. The 
general strategy of these procedures is as follows [5]: If 
one considers multiple sub-groupings of the components 
of an eigenvector, the essence of its being an eigenvec-
tor is that the ratio of the information contained in each 
sub-group after and before the application of the matrix to 
the vector is the eigenvalue. The normal power iteration 
method considers just one group (all the components at 
once). If one constrains it by maintaining the ratio for two, 
three, etc. sub-groups, one can then obtain two, three, etc. 
eigenpairs [2,3]. Our initial procedures worked in many 
cases but through these simple deterministic (non Monte 
Carlo) studies we discovered how to make them more 
stable numerically [4]. 

The success achieved deterministically is illustrated in 
Figure 1 [4]. Here, we found the second largest eigenpair 
of the matrix obtained from the discretization of the 
one-dimensional Laplacian operator d2/dx2, shifted so the 
lowest eigenvalue is 0. Discretization converts this continu-
ous operator into a matrix. As illustrated by the figure, the 
second eigenvalue approaches 0 as the order (size) of the 
matrix becomes very large. The figure demonstrates excel-
lent agreement of the computed value with the analyti-
cally obtained value. The absolute value of the difference 
between the exact and computed values shows agreement 
up to roughly the number of significant digits possible with 
double precision arithmetic. Equally impressive results 
were found for deterministic computations of eigenpairs 
of the Hamiltonian matrix of the one-dimensional Hubbard 
model [5] and for the transfer matrix of the two-dimen-
sional Ising model [6].
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Figure 1. The second smallest eigenvalue of the matrix represent-
ing the discretization of the one-dimensional gradient operator 
on a circle as a function of the order of the matrix. The values 
obtained by our modified power method are compared with the 
exact values. Also shown are the absolute values of the differ-
ence between the two values. The order of the largest matrix 
was 3,276,800.

Next, we developed a Monte Carlo implementation of our 
method [7] and studied two specific problems. One was 
larger-sized transfer matrices of the two-dimensional Ising 
model [6]. We revisited this problem because Onsager [8] 
in his celebrated work on the two-dimensional Ising model 
generated exact expressions for all the eignevalues of the 
transfer matrix for any system size, no matter how large, 
so we had benchmarks. We first developed our Monte 
Carlo techniques for several modestly-sized systems, for 
which computer memory was adequate. In the process, we 
refined our Monte Carlo techniques. For example, we suc-
cessfully implemented [7] a pair-wise component cancella-
tion technique [9] to improve our calculation of the second 
eigenvector. We also discovered a simple analytic require-
ment for the convergence of the simulation that supple-
ments the monitoring of the value of eigenvalue [7].

The basic computational operation in the power itera-
tion method is the multiplication of a vector by a matrix. 
How this operation is sampled and estimated by a Monte 
Carlo method is reasonably well developed. To compute 
more than the dominant eigenpair for large-sized transfer 
matrices, we now had to address a new Monte Carlo chal-
lenge.  Deterministically the matrix-vector multiplication 
engages all components of the vector and enables them all 
to contribute to a single component of the new vector. In a 
Monte Carlo implementation only a sample of the com-
ponents of the vector are known. With only a sample, the 
likelihood of any two components of the old vector con-
tributing to the same component of the new vector is van-
ishingly small, but such multiple contributions are neces-
sary for an accurate sampling of the new vector, especially 
for the second eigenvector whose components must have 
mixed signs. Accordingly, the Monte Carlo procedure must 
have a part that promotes such multiple contributions. For 
the transfer matrix problem we found the one used in the 
original study [1,2] of our methods worked. 

Our results for the larger-sized transfer matrix problem 
are shown in Table 1 [7]. It shows comparisons between 
Onsager’s exact results and our Monte Carlo estimates for 
the transfer matrix for a square lattice of size m x m with m 
varying by a unit of 8 up to 48. The agreement of our Mon-
te Carlo results with the exact results is excellent. The or-
der of the matrix is 2m. For the matrix representing the 48 
x 48 lattice the order was one thousand times one billion. 
This is huge. On a single computer processor we accurately 
obtained the two largest eigenvalues for this matrix in two 
days. The order of this matrix was a million times larger 
than ones previously studied. Previous studies obtained 
just the largest eigenvalue, and the computations required 
two weeks on a parallel computer.

The significance of increasing the lattice size by steps of 
eight is the following: To sample from such large systems 
we devised a new algorithm that builds the samples for the 
large systems, for which we cannot store an eigenvector, 
from successive samples of a small system, for which we 
can. We can easily store the eigenvectors for a system of 
size m=8, and thus used it to sample those of size 16, 24, 

Matrix v1 (Onsager) v1 v2  (Onsager) v2

216 x 216 2.93297 x 106 2.93307± 0.00008 x 106 2.79225 x 106 2.79482± 0.00010 x 106

224 x 224 4.95473 x 109 4.95480± 0.00020 x 109 4.79510 x 109 4.79502± 0.00029 x 109

232 x 232 8.39316 x 1012 8.39311± 0.00049 x 1012 8.18959 x 1013 8.18807± 0.00061 x 1013

240 x 240 1.42333 x 1016 1.42333± 0.00007 x 1016 1.39565 x 1017 1.39558± 0.00008 x 1017

248 x 248 2.41504 x 1019 2.41522± 0.00019 x 1019 2.37584 x 1019 2.37481± 0.00054 x 1019

Table 1. Estimates of the two dominant eigenvalues ν1 and ν2 and their errors of the transfer matrix for variously sized lattices. Also 
given for each lattice size is Onsager’s exact result.
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etc. We call this new algorithm the sewing algorithm [10]. 
It should have applicability to problems other than the 
specific ones we considered.

The final class of problem we considered was determining 
the eigenpairs of a continuous operator without discretiz-
ing the operator, that is, without creating a matrix.  The 
benchmarks we chose where drawn from nuclear reactor 
design problems that had dominance ratios near unity 
[3]. For these benchmarks, the standard power iteration 
method for the dominant eigenpair converges rapidly to 
the eigenvalue. The difference between using our method, 
which gives two eigenpairs, and the standard power itera-
tion method, which gives just one, lies in how fast they 
converge to the eigenvectors. The convergence of the 
standard method is slow for dominance ratios near unity. 
We achieved a significant speed up. We illustrate this in 
Figure 2 [11]. Here we plotted the relative entropy versus 
iteration (cycle) number. Relative entropy is a quantity that 
provides a global figure of merit of the convergence of 
our eigenvector estimates to the exact answer [12,13]. To 
provide an “exact” answer we computed the eigenvector 
though exceptionally long Monte Carlo simulations. The 
relative entropy is zero if the results of shorter runs ap-
proach the exact answer; otherwise, it is a negative num-
ber. The plots thus show how rapidly our method evolves 
to the answer. From them we see that the standard power 
iteration method (green line) rises slowly and relatively 
smoothly to zero in about 400-450 cycles. The red and 
blue lines show the results of our new method for relative 
entropy for the dominant and second eigenvector. (For the 
second eigenvector we had to extend the definition of rela-
tive entropy.) They both rise to zero in about 5 cycles. The 
ragged structure is indicative of statistical independence 
between successive cycles and thus indicates an extra ben-
efit, a facilitation of the estimation of confidence intervals 
of the results. The illustrated efficiency was achieved in 
part by replacing the scheme to promote component can-
cellation with a new scheme. The old scheme promoted 
point-wise cancelation; the new promotes region-wide 
cancellations.

Word of our results has generated several collaborations. 
We are presently collaborating with N. Kawashima (Insti-
tute of Physics, University of Tokyo), J. Doll (Department 
of Chemistry, Brown University), and M. Troyer (Institute 
for Theoretical Physics, Eidgenössische Technische Hoch-
schule, Switzerland) on the scaling dependence of critical 
phenomena in the two-dimenional Ising model in the pres-
ence of a magnetic field, comparative efficiency of Monte 
Carlo algorithms used in chemical physics, and gap estima-
tion in quantum magnets.
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Figure 2. Convergence of the eigenfunctions for Problem 1 of [12] 
as a function of the iteration cycle number as measured by the 
relative entropy and computed by Monte Carlo implementation 
of the standard and our modified power method. The green line 
is the fundamental mode computed by standard power method. 
The red and blue lines are the fundamental and second eigen-
functions computed by our modified power method. Besides 
converging faster, our method displays a high degree of statisti-
cal independence between results from different cycles.  This is 
indicated by the spiky structure after convergence is  reached. 
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Abstract

The extraction of coherent information from large, 
sparse tables of experimental outcomes, and more 
generally of high dimensional data, is a major challenge 
in data mining and knowledge discovery. Application 
areas include exploring the dependencies between 
nuclear test yield discrepancies and weapons design 
choices, ensuring the confidentiality and security of 
government databases, and correlating disease states 
with multiple genetic features.  This project has devel-
oped principled statistical methods for the analysis of 
such data for several application area of interest to 
DOE:  genomics and biology, multi-stage searches for 
rare events, and energy spectrum estimation for radio-
isotope identification.

Background and Research Objectives

Many complex experiments produce data in which the 
meaning or experimental outcome is hard to decipher.  
Often this is because the numbers of input variables 
and of possible outcomes are both large. Examples 
include correlating cancer diagnoses with multiple 
genetic features, predicting ozone concentrations at a 
specific location from multiple relevant atmospheric 
time series, or exploring the dependencies between 
nuclear tests yield data and weapons design choices.  

The challenge with the statistical analysis of high 
dimensional data is referred to as the curse of dimen-
sionality.   The mathematical difficulties are that 
(random) points in high dimensions are far apart from 
one another, and that modeling high dimensional 
data requires one to do multiple hypothesis testing.   
Researchers are rightly suspicious of any finding where 
the observer has tried so many different hypotheses 
that one might appear correct by chance. 

This project is developing new computational methods 
and analyses to understand the results of complex data 
in an objective and statistically sound way.

New Method for Complex Contingency Analysis
William Henry Press

20060302ER

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Many DOE missions involve experiment and/or obser-
vation that produce high dimensional data of the type 
addressed by this project.  Due to its intrinsic sparse-
ness, the analysis of high dimensional data must take 
advantage of known constraints implied by its context.  
As such, we have developed data analysis methods in 
four general application areas:  1) methods for finding 
over-expressed peptides from DNA data,  2) analysis 
methods enabling proteomic mass spectroscopy to help 
identify protein function, 3) improving the searches for 
rare events, such as the detection of a terrorist, using 
sampling techniques that are better than “profiling,” 
and 4) developing statistical estimation tools for the 
energy spectrum of particles emitted by radio-isotopes 
from low resolution detectors that ultimately enable 
better identification of the radiation source.

All these problems are relevant to the DOE mission of 
the laboratory.  The data analysis and algorithmic capa-
bilities we have developed in the course of this project 
will help us better meet the future mission needs of 
LANL.

Scientific Approach and Accomplishments

This project has made significant contribution to four 
data problem.

How to find over and under expressed peptides 1. 
from genomics data?  The problem is both statisti-
cal and algorithmic; as one needs to explore the 
space of all short peptides, which is huge, and for 
each peptide, test if it might be over or under rep-
resented when compared to a baseline model.

What do proteins do?  While we can now sequence 2. 
entire genomes cheaply, understanding the genetic 
language remains a challenge.  To help understand 
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the function of genes, one complements DNA with 
other experiments.  For this effort, we considered 
experiments relying on mass spectroscopy.

Finding an “evildoer” has often been seen as finding 3. 
a needle in a haystack.  While simple visual inspec-
tion might be indeed daunting, one can improve ones 
chances by using a magnet, or for that matter, other 
techniques to identify a smaller subset of items worth 
further investigation.   We explored how best to use 
pre-screening.

The energy spectrum of particles emitted from radio-4. 
isotopes serves as a fingerprint of that source.  But 
estimation of that spectrum with low-resolution 
detectors over short time intervals is dominated by 
the sampling noise.  Smoothing of the spectrum can 
reduce the noise at the cost of increased bias.  We 
have developed techniques that have the potential 
to substantially reduce the bias where it matters (at 
the peaks and valleys) while marginally impacting the 
spectrum at other locations, thus potentially improving 
radioisotope identification.

Analysis of genomic sequence data 

Understanding the meaning of DNA sequence data by clas-
sifying and interpreting regions of DNA sequences remains 
a major challenge in biology.  State-of-the-art models use 
hidden Markov models to classify DNA regions into coding/
non-coding regions and into Clusters Of Genes (COGs). 

Dr. Press has improved upon these techniques by develop-
ing a Markov tree model, which was published as an LA-UR 
web note [1], and a significant application to a study of the 
human genome was published in the prestigious journal 
Genetics [2]. 

The approach relies on analyzing contiguous strings of 
DNA, called k-mers, to identify particular strings of interest. 
For both genomics and text-based intelligence data, 
“strings of interests” are those that are either over-repre-
sented or under-represented with respect to a “random 
assembly” baseline.   It is easy to see why an excess of joint 
occurrences of the words “twin towers” and “jihad” in 
intercepted communications might raise suspicions.  Simi-
larly, nullomers defined as k-mers of DNA that do not occur 
in DNA coding have been linked to possibly lethal peptides.   
A difficulty with systematically identifying over- and under 
expressed strings is the need to search over large sets of 
strings and perform multiple statistical tests of hypothesis.  
Fast algorithms that enable timely exploration of huge 

sets of hypothesis have been produced using optimized 
variable-length polygraphic trees.  

The needs to explore large hypothesis space for relating 
multiple risk factors to genotype has lead Dr. Press to 
develop a new and fast transform method to efficiently 
characterizes a large data set based on single-factor and 
multi-factor risks.  The method, which is related to the 
Fast Hadamar Transform, has a broad range of applications 
and has been published in Proceedings of the National 
Academy of Sciences [3].   An unexpectedly powerful 
outcome is that the technique can be used for nonlin-
ear and robust statistics, with which we hope to pursue 
intelligence-related applications.  For example, the method 
can be applied to image analysis (see Figure 1) where the 
fast “median Radon transform” can find a very faint linear 
feature in a background that is confused by point sources:

Figure 1a shows an almost invisible line that is four pixels 
wide and whose intensity is half a standard deviation 
above the background noise, whose distribution has a 
propensity of generating large outliers.   The faint line 
in Figure 1a) is revealed by the discrete median Radon 
transform as the blob of points in Figure 1b.  Using the 
median over the mean makes the procedure less sensitive 
to the outliers.  Transforming Figure 1b back into image 
space using the inverse discrete Radon transform produces 
Figure 1c.   This procedure has achieved two goals: it has 
revealed the faint line in Figure 1a and has eliminated 
many of the outliers at the cost of introducing faint lines.

(a) (b) (c)

Figure 1. The ‘fast median radon transform’ can find a very faint 
linear feature in a background that is confused by point sources.  
Panel (a) contains a faint line (one half standard deviation from 
the background noise) that is four pixel wide.  Furthermore, 
the noise is characterized by having some severe outliers (the 
back and white dots).  Panel (b) shows the result of the discrete 
median transform of the image in panel (a).  The concentration 
of points seen in the center are related to the faint line.  Indeed, 
taking the inverse Radon transform, one sees in panel (c) the 
faint line emerging.  In addition, the technique has also removed 
the outliers, at the cost of introducing some faint lines. 

Figure 2 shows the reconstruction of a photograph entirely 
from the median (not sum) values along projections (this is 
interesting mostly because it is visually so striking).
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Figure 2. Practical performance of the fast median radon trans-
form to reconstruct a noisy image.  Original image was trans-
formed using the median discrete Radon transform and trans-
formed back using a traditional inverse Radon transform.  Expect 
that both the discretization and regularization of the inverse 
lead to smearing.  The absence of smearing in the reconstruction 
demonstrate that the method has very low distortion.

Decoding Shotgun Proteomic Mass Spectra by Sequential 
Statistical Models

Shotgun mass spectrometry tries to identify hundreds 
or thousands of simultaneously expressed proteins from 
some tens of thousands of measured, generally rather 
noisy, peptide spectra.  The challenge is that there are 
many more proteins than observations.  To get around 
this problem, it is customary to use dimensionality reduc-
tion techniques to make the number of free parameters 
commensurate with the number of observations.  Most 
existing data reduction algorithms compare (typically by 
convolution) each spectrum against every possible peptide 
in a theoretical library.  Limitations on library size severely 
constrain these algorithms.  Dr. Press has developed a 
different approach, in which the problem is parsed into a 
succession of increasingly specific hypotheses, and a verifi-
able statistical model is constructed.  The resulting models 
answers questions about:

With what probability are ion fragments of specified • 
mass present in the spectrum? 

What are the most likely amino acid sequences, given • 
these ions? 

Using only fast hash-table lookup, which of these • 
sequences occur in the reference proteome? 

With what probability is any given protein detected? • 

The combination of these ideas, none of them completely 
new, yields a versatile pipeline, easily modified for new 
challenge problems, for example the systematic detec-
tion of post-translational modifications across the whole 
proteome.

Strong Profiling Is Not Mathematically Optimal for Discov-
ering Rare Malfeasors

The use of profiling by ethnicity or nationality to trigger 
secondary security screening is a controversial social and 
political issue.  Overlooked is the question of whether such 
actuarial methods are in fact mathematically justified, 
even under the most idealized assumptions of completely 
accurate prior probabilities, and secondary screenings 
concentrated on the highest-probability individuals.  Dr 
Press has demonstrated that strong profiling (defined as 
screening at least in proportion to prior probability) is no 
more efficient than uniform random sampling of the entire 
population, because resources are wasted on the repeated 
screening of higher probability, but innocent, individuals.  
A mathematically optimal strategy would be ``square-root 
biased sampling,’’ the geometric mean between strong 
profiling and uniform sampling, with secondary screen-
ings distributed broadly, though not uniformly, over the 
population.  Square-root biased sampling is a general 
idea that can be applied whenever a ``bell-ringer’’ event 
must be found by sampling with replacement, but can be 
recognized (either with certainty, or with some probability) 
when seen.  The results of this research will appear in the 
Proceedings of the National Academy of Sciences [4], and 
has been preliminary selected for press coverage (by PNAS) 
when it is published.  

Nonparametric bias correction.

In high-dimensional nonparametric smoothing, sparse-
ness of the covariates, often referred too as the curse of 
dimensionality, forces one to use very large smoothing  
parameters to control the noise in the estimate at the 
cost of increased bias.  Much attention has been given 
to select optimally the smoothing parameter from the 
data.   Inspired by the boosting algorithm used in machine 
learning, Dr. Hengartner et al. have focused on iterative 
refinement of the nonparametric smoother via successive 
bias corrections.   By selecting judiciously the number of 
bias correction steps, we obtain smoothers that in well-
known test data sets (Los Angeles Ozone data) and simu-
lated data sets, over 20% improvements in the prediction 
error over the current best algorithms.  The reason why 
we get such good performance is that the iterative bias 
corrected smoother adapts to the local smoothness of the 
regression function, which is often smoother than stipu-
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lated by the model.  That work has been submitted for 
publication to the Annals of Statistics [5].  

The ideas of iterative bias correction have nice statistical 
properties.  In Hengartner et al. [6,7], we show that mul-
tiplicative bias correction in both nonparametric density 
estimation and nonparametric eliminates asymptotically 
the bias without increasing the asymptotic bias.  Multi-
plicative bias correction methods are particularly suitable 
for the estimation of energy spectrum of radio-isotopes, 
with the latter being useful for identification and char-
acterization of the source.  Figure 3 gives an example of 
the improvement one multiplicative bias correction step 
produces. That work has been submitted for publication in 
IEEE transaction on nuclear science [8].
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Figure 3. Energy spectrum from a low resolution NaI detector 
to be used as a signature by which the source radio-isotope is 
identified.  The black line shows the raw counts, which due to 
small sample Poisson statistics, is intrinsically noisy.  The blue 
line is a classical nonparametric smoother of the raw data.  It is 
significantly less variable than the raw data but under estimates 
the peaks and over estimates the valleys.  The red line shows the 
bias-corrected smoother.  Notice how it more aptly estimates the 
peaks and valleys with minimal change otherwise.  Since radio-
isotopes are identified based on the size and locations of peaks, 
using the bias-corrected smoother will improve identification.
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Abstract

This goal of this project was to investigate how energy 
is distributed in driven granular media. By analyzing 
how energy dissipation and energy injection counter-
balance, this project provided quantitative understand-
ing of the nonequilibrium nature of granular flows. Our 
mathematical modeling and simulation effort filled 
significant existing gaps in the theory, and answered 
important open questions raised by recent empiri-
cal observations. Modeling dynamical properties of 
nonequilibrium systems arises in LANL programs such 
as materials modeling, material packing, fluid instabili-
ties, and multiscale modeling. Combining theoretical 
analysis, large-scale computation, and image analysis of 
experimental data, we determined how energy propa-
gates in dilute and dense granular media. The following 
research projects were carried out. 

Cascade dynamics was analyzed in spatially 1. 
extended systems using asymptotic analysis and 
large-scale Molecular Dynamics simulations with 
rare but powerful energy injection. 

Typical and extremal velocity statistics of driven 2. 
granular systems with rotational motion and 
viscous damping was quantified using exact solu-
tions and Monte Carlo simulations of the kinetic 
theory. 

Onset criteria for the transition from stable to 3. 
unstable flow and the development of stream 
instabilities in the flow of thin granular layers down 
an inclined plane were determined experimentally 
and understood using continuum theory. 

This research produced needed granular flow models 
and advanced our understanding of the statistical 
mechanics of nonequilibrium systems.

Energy Distributions in Granular Flows
Eli Ben-Naim

20060305ER

Background and Research Objectives

Granular media such as rocks, sand, and dust are 
ensembles of solid, weakly deformable, macroscopi-
cally-sized particles that interact via energy dissipat-
ing collisions in dilute settings and via contact forces 
in dense settings. Granular flows conserve mass and 
momentum, but they do not conserve kinetic energy. 
This fact has deep consequences. Most notably, the 
energy distribution does not adhere to the equilibrium 
Maxwell-Boltzmann distribution law. 

This project developed mathematical and computa-
tional models that describe energy propagation and 
transfer in driven granular media. The theoretical 
framework  used was primarily kinetic theory, and the 
overall goal of the project was to extend this framework 
to situations where rotational motion is dominant 
or where the granular media is immersed in a fluid 
environment. Another important goal is to study how 
energy cascades from large scales to small scales and 
how it cascades in space.

This research project combined theory, computa-
tion, and experiment to produce validated, predictive 
theoretical models.  The theoretical methods include 
extreme statistics analysis and asymptotic methods, 
the computational techniques include direct molecular 
dynamics and Monte Carlo simulations, and the experi-
mental studies will utilize high-speed video imaging to 
characterize particle velocities.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Granular flow underlies numerous industrial processes 
including transport, processing, and packing of granular 
products such as grains, pellets, and pills and natural 
processes such as propagation of sand dunes and 
some volcanic flows. Recently developed experimental 
characterization and theoretical modeling techniques 
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have significantly advanced our ability to model granular 
materials to the point that accurate measurements and 
quantitative predictions can be made. This project focuses 
on the role of energy dissipation, a defining feature of 
granular flows. This research quantified how energy is 
distributed in granular media using analytic theoretical 
techniques, advanced simulation methods, and experimen-
tal characterization.

Granular flow and packing is important for oil exploration, 
propagation of pollutants in porous media, transporta-
tion and storage of solid waste, weapons manufacturing 
and plastic-based-explosives, characterization of materi-
als out of equilibrium. Hence, this research is relevant to 
several DOE missions including energy and environmen-
tal research, weapons physics, materials science, and 
modeling and simulation. 

This project developed long term theoretical, computa-
tional, and experimental capabilities in granular flow and 
kinetics at Los Alamos National Laboratory. The project, 
through a significant number of visible theoretical and 
experimental investigations positioned Los Alamos in a 
competitive place in the rapidly growing area of research 
in granular physics. This research is widely supported by a 
number of national agencies such as the NSF, NASA, and 
DOE. The result of this project is that Los Alamos is viewed 
as a leader in theoretical and experimental modeling 
of granular flow and granular kinetics. Also, this project 
established numerous national and international collabo-
rations with colleagues in academia, industry, and other 
national laboratories. 

Scientific Approach and Accomplishments

The work on this project included theoretical, computa-
tional, and experimental studies of granular flows and 
driven granular systems. The major focus was on solu-
tions of the kinetic theory of driven granular systems and 
experimental characterizations of granular flows down an 
inclined plane. The key accomplishments are detailed in 
what follows.

Discovery of singular energy distributions in driven and 
undriven granular flows

We have developed a comprehensive kinetic theory that 
accounts for both the linear and rotational degrees of 
freedom. The primary feature of granular particles, energy 
dissipation through inelastic collisions is shown to result in 
significantly different energy statistics compared with ideal 
gases (reference 1). The energy is not partitioned equally 
among the different degrees of freedom. Instead, the 

partition of energy between rotational and linear motion 
follows a nonuniform distribution. We have discovered 
that this distribution has singularities and that special 
ratios of rotational-to-linear energy are preferred. This is a 
fundamental consequence of the nonequilibrium nature of 
granular matter and granular flows.

These discoveries are made possible through analysis of 
extremely energetic particles. Extreme statistics are given 
by a linear kinetic theory, that we developed, using a 
geometric representation of the velocities of the particles 
in a higher dimensional space. Analysis of this kinetic 
theory was performed through a combination of advanced 
theoretical and computational methods. The Monte Carlo 
simulation techniques used allow us to resolve the velocity 
distribution down to one in 100 trillion particles.

We also performed large scale molecular dynamics simula-
tions of granular systems driven through rare but powerful 
injection of energy. These numerical simulations confirm 
the predictions of our theory qualitatively and quantita-
tively. In particular, the cascade picture where energetic 
particles transfer their energy to slower particles was 
confirmed numerically. 

Development of a kinetic theory for the energy 
distribution of sheared dense suspensions 

We have developed a kinetic theory for granular particles 
in a fluid. This theory accounts for dissipation thorough 
viscous damping as well as random forcing (reference 2). 
The equations for various quantities such as the Fourier 
transform of the velocity distributions were solved analyti-
cally and many characteristics of the form of the energy 
distributions were established through exact solutions and 
Monte Carlo simulations. Predictions of this theory were 
first verified against results of experiments involving driven 
granular media in fluids. Then, the theory was applied 
for explaining the results of large scale Lattice Boltzmann 
simulations of sheared dense suspensions where solid 
particles are immersed in a fluid. We have found that the 
velocity distribution have generic exponential tails, in 
contrast with the Gaussian tails expected in equilibrium. 
The theory provides understanding of the mechanism 
underlying the deviation from equilibrium distribution and 
was validated by the large scale simulations up to one in 
one million particles. 

Discovery of an exact solution of the kinetic theory of 
driven granular rods

Another major achievement of this project is the discovery 
of an exact solution for the kinetic theory of a gas of inter-
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acting vibrated granular rods. This mathematical frame-
work takes advantage of the discrete Fourier spectrum of 
the angular distribution of rod orientation. We found that 
the angular distribution is related to iterated partitions of 
the integer numbers. This theory fully characterizes the 
phase transition from an ordered state at low driving to a 
disordered state at high driving. This kinetic theory repre-
sents an alternative framework for describing synchroniza-
tion processes and it demonstrates the role of dissipation 
in nonequilibrium gases, the key theme of this project.  
Moreover, the mathematical solution methods can be 
applied to a general class of equations that involve convo-
lution, including for example aggregation processes. This 
theory has a broad range of applicability for nonequilib-
rium phase transitions with relevance to granular particles, 
microtubules and molecular motors.

Experimental characterization of granular flows 

We studied experimentally granular flow on an inclined 
plane.  The system consists of a rough incline varying in 
length from 1 to almost 3 meters.  Granular materials 
included glass beads, salt, sand, and copper particles of 
different shapes.  For the first class of particles we sieved 
the particles into size distributions to determine the size 
dependence of phenomena we studied.  

First, we determined the phase diagram of flowing 
granular material on a rough inclined plane as a function of 
plane angle.  Below the angle of repose for bulk materials, 
there is no flow.  At somewhat higher angle, there is inter-
mittent or steady flow provided the layer thickness is large 
enough.  The steady flow is unstable with respect to lateral 
variations in velocity and thickness at still higher angles.  
Finally, there is a liquid-gas transition of the layer where 
it essentially evaporates leaving no well defined layer 
provided the inclination angle is high enough.  We discov-
ered that contrary to theoretical predictions, air plays a 
negligible role in any measured property of the flow except 
when the layer evaporates.  Even in this latter case the 
effects are minimal.  Our work was the first to present an 
overall phase diagram of flow on a rough inclined plane.  

Furthermore, flow on an inclined plane has become a 
standard system for understanding the complex constitu-
tive relations (rheology) of granular materials.  A very 
effective phenomenology was previously developed in 
which the depth-average velocity of the layer is scales as 
the three-half power of the layer thickness with a coef-
ficient that depended on the details of the layer thickness 
where flow stops (for a particular angle).  This power law 
dependence is consistent with a stress-strain rate condi-
tion postulated by Bagnold. We undertook a careful and 

extensive re-evaluation of this phenomenology for eight 
different materials and a variety of mean sizes.  We found 
that the existing phenomenology works well for glass 
beads and sand provided the particle size was less than 
or comparable to the surface roughness.  Nevertheless, 
the relationship between velocity and height could be 
improved by a correction suggested from kinetic theory.  
For copper particles, however, the existing scaling law was 
not a satisfactory description for the results, with velocity 
scaling linearly with the height.  This result remains unex-
plained theoretically.

Finally, in the intermittent regime of flow, avalanches form 
with surprising properties.  In a comprehensive investiga-
tion of avalanche properties, we showed how one can 
understand avalanches as falling into one of two classes.  
For smooth, spherical particles, avalanches are governed 
by a condition at the front where the material in front of 
the avalanche collapses.  The avalanches in this case have 
a particle velocity less than the front velocity, are relatively 
slow and can be described quite well by a depth-averaged 
approach that yields a Burgers equation shock profile to 
reasonable accuracy.  In contrast to the theory, however, 
the avalanches do not decay but sustain a compact and 
localized form, reminiscent of a solitary structure.  We 
also explored quantitatively the extent to which this latter 
observation is verified.  For irregular particles or particles 
with a high inter-particle friction coefficient, more poten-
tial energy is built up before the layer starts to avalanche.  
The resulting avalanches have more inertia and are higher 
and faster than corresponding avalanches in glass bead 
systems.  This latter type of avalanche is a cascading flow 
where grains move faster than the front in a motion similar 
to a cresting, breaking wave on a beach.  Indeed the theory 
for the two is very similar.  Despite the remarkably good 
agreement between theory and experiment, there are 
some gaps in the theory that still need to be addressed.  

Conclusion

Quantitative understanding of the non-equilibrium 
nature of granular flows was developed by analyzing how 
energy dissipation and energy injection counterbalance. 
This project combined theoretical, computational, and 
experimental studies to produce validated, predictive 
models of granular flows. This project further developed 
the standard theoretical framework, kinetic theory, 
to situations where rotational motion dominates, and 
situations where the granular media is immerse in a fluid 
environment. Also, the propagation of energy from large 
to small scales was quantified. The results of this research 
significantly advanced our understanding of systems driven 
out of equilibrium and it contributes to better granular 
flow models.
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Abstract

Fast multipole methods (FMM) have become an ubiq-
uitous tool for the simulation of physical systems with 
long-range interactions. Since their introduction they 
have been applied to a vast range of problems, but limi-
tations in the algorithms are impeding progress in areas 
as diverse as biology, materials science and astrophys-
ics. We have made considerable progress in creating a 
novel parallel adaptive FMM by combining a number of 
techniques, which have been discussed in the literature, 
but have not been combined or fully exploited in any 
existing method.

Background and Research Objectives

Fast multipole methods have become a fundamental 
element in the study of complex physical systems, in 
part because they are inherently adaptive and do not 
require the imposition of a lattice.  Because interactions 
occur between each pair of bodies (particles, atoms 
or other discrete entity) in an N-body simulation, the 
computational work scales asymptotically as N squared.  
The FMM allows N-body simulations to be performed 
on arbitrary collections of bodies in time much less 
than N squared.  FMM scaling is usually quoted as 
being of order N or order N log N.  The technique uses 
a truncated expansion to approximate the contribution 
of many bodies with a single interaction. The basic idea 
of an N-body algorithm based on a truncated series 
approximation is to partition an arbitrary collection of 
bodies in such a manner that the approximation can 
be applied to the pieces, while maintaining sufficient 
accuracy in the force (or other quantity of interest) on 
each particle.

Fast multipole algorithms that use adaptive tree data 
structures are also referred to as treecodes.  By their 
nature, treecodes are inherently adaptive and are most 
applicable to dynamic problems with large density con-
trasts, while fast multipole methods have been mostly 
non-adaptive and applied to fairly uniform problems 

A Faster Multipole Method
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needing high accuracy.  This distinction is for the most 
part artificial, as the same mathematical and perfor-
mance analysis can be applied to both.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

A significantly faster multipole method will allow us to 
push the envelope of biomolecular simulation to 100 
million atoms, enabling the study of small and medium 
sized viruses, as well as complexes of proteins, and 
enable larger simulations using gravitational N-body 
methods to probe the nature of dark energy.  The multi-
disciplinary expertise and high-performance computing 
capabilities at Los Alamos make this one of the few, if 
not the only, institution in the world with the capability 
to tackle these problems.  While special-purpose fast 
multipole methods are proliferating in a number of 
application areas, we have developed a general solution 
that will enable scientists to tackle the most formidable 
problems in a wide range of relevant application areas.

For several decades, molecular dynamics (MD) simula-
tions have been an important tool in statistical mechan-
ics, with applications ranging from equation of state 
calculations, to non-equilibrium behavior such as 
transport coefficients.  Short-range potentials can be 
naturally computed with order N cost (even for many-
body potentials) if the range of the potential is much 
shorter than the size of the simulation box, since each 
atom only interacts with a small number of neighbors. 
However, for charged systems, e.g. ionic solids, where 
Coulombic interactions are unavoidable, the FMM has 
become the tool of choice.

Computational methods have been used in biology for 
sequence analysis (bioinformatics), all-atom simulation 
(molecular dynamics), and more recently for modeling 
biological networks (systems biology). Of these three 
techniques, all-atom molecular dynamics simulation 
is the most computationally demanding, with respect 
to compute load, communication speed, and memory 
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load. Because of this heavy compute load, biomolecular 
simulations have been limited to relatively small systems 
such as single proteins or complexes of a small number of 
proteins, which are a simplified model system of a realistic 
environment within the cell. The bottleneck in these calcu-
lations is the long-range force calculation. These forces are 
essential for accurate dynamics due to the large number 
of charges typically present.  One example is DNA, which 
contains two negatively charged phosphates for each 
pair of bases that establish the genetic code.  In solution, 
positive ions such as sodium and potassium interact to 
neutralize these charges over large scales, but a reasonable 
solution to their dynamics requires accurate computation 
of the Coulombic interactions over significant distances.

Scientific Approach and Accomplishments

Our primary objective is the development of a method 
which can simulate systems over ten times larger than the 
current state-of-the-art, while staying within a reason-
able allotment of supercomputer time (on the order of a 
million processor hours per year per application).  We have 
developed multipole acceptance criteria and error analysis 
combined with the pseudo-particle approach to compute 
fewer interactions faster, while maintaining acceptable 
accuracy; We have also optimized the implementation of 
the algorithm to account for the limitations inherent in 
modern computing architectures (both at the micropro-
cessor level, and the parallel system level), including the 
implementation of the most important parts of the code 
on the new Roadrunner computer system at Los Alamos.

Consider a configuration of sources as in Figure 1.  The 
sources are contained within a ``source’’ cell of radius 
bmax, while the field is evaluated at separation D from x0, 
the center of ``sink’’ cell.  We use a bound on the error in 
terms of properties of the source cell, the sink cell, and the 
separation between them, and it can be used to decide, 
dynamically, when the multipole approximation is accurate 
enough to be used between a pair of cells.  The error 
bound is essentially a precise statement of several intuitive 
ideas. Interactions are more accurate when: 

The interaction is weak, or it is well-approximated by 1. 
its lower derivatives.

The sources are distributed over a small region.  2. 

The field is evaluated near the center of the local 3. 
expansion.  

More terms in the multipole expansion are used. 4. 

The truncated multipole moments are small.5. 
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Figure 1. An illustration of the relevant distances used in the 
error bound equation.

We contributed a benchmark for gas-dynamics includ-
ing gravity to a publication describing our smoothed 
particle hydrodynamics (SPH) code [1]. Improving upon 
our already state-of-the-art performance, we have also 
completed implementing a pseudo-particle method up to 
quadrupole order, along with associated implementation 
of flexible periodic boundary conditions.  The performance 
of the pseudo-particle method is substantially better than 
either the monopole or quadrupole method at equivalent 
accuracy, although the exact factor depends on the defini-
tion of accuracy used.  Even further performance improve-
ments were gained via updating the assembly language 
implementation of the inner force-interaction loop for 
gravity for the x86_architecture.  The assembly language 
routines typically offer a 10x speedup over high-level 
languages like C and FORTRAN [2].

We implemented the pseudo-particle method to quadru-
pole order, and investigated efficient approaches for higher 
orders.  We also implemented periodic boundary condi-
tions with support for large aspect ratios.  Figure 2 repre-
sents a ``light-cone’’ of large scale structure calculated with 
these new boundary conditions.

Figure 2. This image represents the evolution of dark matter in 
the Universe. The large aspect ratio of the computational volume 
was enabled by new code implemented as part of this project.  
This ‘light cone’ graphically demonstrates the increased clustering 
of dark matter over time, with less clustering on the left hand side 
of the image.  Due to the time it takes light to travel from one side 
of the volume to the other, we are able to look back in time to see 
structure in the Universe as it appeared billions of years ago. 
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Several virus systems were investigated for feasibility of 
large-scale simulation. The criteria for simulation were the 
size of the resulting system, availability of structure, and 
impact to the understanding of viral function. The four 
most promising systems are (1) T4 bacteriophage (1000 
Angstrom length, 15 million atoms), (2) HK97 bacterio-
phage (500 Angstrom diameter, 20 million atom system), 
(3) polio virus (300 Angstrom diameter, 10 million atom 
simulation) and (4) phi29 virus (200 Angstrom diameter, 3 
million atoms).  Simulations of the T4 bacteriophage will 
elucidate the mechanism of phage docking to the host 
cell by studying conformational changes in the stalk of the 
phage particle. Simulations of HK97 will study the affect 
of viral RNA on the structural stability of the surrounding 
capsid. Simulations of the polio virus will examine defor-
mation of the host membrane due to viral entry. Simula-
tions of phi29 will study the mechanism of viral genome 
packaging inside the capsid. We have performed feasibility 
studies to determine which system is most amenable to 
molecular dynamics simulations.

To establish a baseline for large-scale simulations of 
biomolecular systems, scaling studies of the NAMD (NAno-
scale Molecular Dynamics, developed at the University of 
Illinois) code on the were performed for several systems 
of different size, including the ribosomal decoding center 
(16,300 atoms), transfer RNA (57,300 atoms), apoa1 
(92,200 atoms), f1ATPase (328,000 atoms), small ribosomal 
subunit (1,070,000 atoms), intact ribosome (2,030,000 
atoms) and ribosome with extended mRNA (2,640,000 
atoms). Scaling improves dramatically for larger system 
sizes with 85% efficient scaling for the largest system. The 
‘turn-over’ point, beyond which systems show improved 
speed with the number of processors, is approximately 
100,000 atoms. The dynamic load-balancing in NAMD 
significantly improves scaling efficiency. The results were 
published in the Journal of Physics and the Journal of 
Structural Biology (see [3] and [4]).

Work on the materials aspect of the problem has gone 
towards constructing a test system composed of an ionic 
crystal (ammonium perchlorate) for benchmarking against 
the LAMMPS (LArge-scale Atomic/Molecular Massively 
Parallel Simulator) MD code developed at Sandia. We are 
also investigating the structure of LAMMPS to evaluate 
the best interface for implementation of the new multi-
pole method cleanly within its current design.  We also 
implemented Lennard-Jones interactions within the HOT 
framework, and tested the parallel implementation against 
LAMMPS as well as developing file translation routines to 
convert to and from LAMMPS format.

We developed large-scale test problems and run them 
with GROMACS (GROningen Machine for Chemical Simula-
tions, a molecular dynamics simulation package originally 
developed at the University of Groningen). Familiarity 
with GROMACS was established as a prelude to using its 
biological interaction routines. Benchmarks and tests have 
been developed concurrently and will provide a means to 
verify the accuracy of the code, before attempting more 
demanding simulations.  We further tested and optimized 
scaling of GROMACS on 15,000 , 1M, 2M and 18M atom 
systems. An example of a system used to test and evaluate 
different algorithms is the satellite tobacco mosaic virus, 
shown in Figure 3.

Figure 3. Atomic structure of the satellite tobacco mosaic virus. 
The three-dimensional structure of this virus is well characterized 
by x-ray crystallography. The icosahedral plant virus consists of 
60 identical protein subunits which encapsulate the ~1000 base 
RNA genome. This virus represents an ideal test system for large-
scale biomolecular simulations. We have performed preliminary 
simulations of the virus with GROMACS using approximately 18 
million atoms. The protein backbone atoms are represented by 
tube rendering while amino acid side chains are represented by 
bond rendering. Atoms are color-coded according to the distance 
from the center of the capsid, with dark blue furthest away from 
the center, and light blue, white and pink/red successively closer 
to the center. 

We ported code to the AMD opteron component of Road-
Runner and to the power processing unit (PPU) and syn-
ergistic processing unit (SPU) components of RoadRunner, 
individually and implemented an abstraction that allows us 
to offload computation to the Cell processor.

For biological systems, we implemented the highest-use 
kernel (water-water) based on work at UNC and modified 
GROMACS to support the IBM Data Communication and 
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Synchronization (DaCS) libraries for accelerating its non-
bonded calculations on the Cell processors. These modifi-
cations include launching the Cell processes, overhaul of 
the memory subsystem to support aligned buffers, mini-
malist on demand direct memory access (DMA) transfers, 
and the initial port of the water-water nonbonded kernel 
on the Cell broadband accelerator.  The framework is in 
place to enable the rapid addition of additional nonbonded 
kernels on the Cell processor.  Additionally, the gravity 
kernel was ported to the cell processor, obtaining over 60% 
of peak performance.

When preparing a large-scale molecular dynamics (MD) 
simulation of polymeric materials, one faces the significant 
challenge of creating the realistic input for the software.  
While excellent automated tools exist for the actual MD 
computations, creating the initial model representation 
can require substantial amounts of time and manual effort 
from the user.  This process entails specifying particle 
coordinates, atom types, chemical bonds, valence angles, 
and torsional constraints.  Commercial simulation packages 
often include so-called “builders” that aid in this process 
and can accommodate the import of standard file types, 
such as protein data base (pdb) files.  However, these 
commercial packages present drawbacks to users that may 
wish to modify or augment the capabilities of the MD code 
since the source is not readily available.  Moreover, these 
builders typically lack the ability to construct elaborate 
mesoscale models.  Fortunately, freely available open 
source codes are becoming more robust and competi-
tive compared to their commercial counterparts.  Sandia 
National Laboratory’s LAMMPS MD code is an excellent 
example of this class of software and presents particular 
interest to this effort. Because of its versatility and excel-
lent performance, LAMMPS also finds use at LANL in 
several different programs.  However, LAMMPS does not 
include a builder capability, thus hindering our efforts 
to employ it in large-scale simulations of polymeric and 
biological materials of interest in the context of this LDRD.

To remedy this, we have developed a standalone builder 
for large-scale MD simulations entitled “Bob”.  The central 
tenet driving Bob’s design is that building a complicated 
polymer simulation should be easy for the user.  Though 
still under development, the present version enables the 
user to create a simulation box with a variety of molecular 
species in a simple script.  Presently, several coarse-grained 
models of polymers can be specified, including linear 
chains, star-branch polymers, dendrimers, and networks. 
All-atom models are accommodated via a homopolymer-
ization function that reads in a monomer file containing 
the chemical details; all the user need do is specify the 
number of chains and degree of polymerization required.  

The code will also read in existing LAMMPS data files, per-
mitting the addition of new species.  For example, Figure 4 
contains an image of a build produced by Bob of an organic 
crystal surrounded by polymer.  The crystal was previously 
prepared using commercial tools commonly used for the 
creation of small molecule builds.  The polymer was added 
by Bob.

Figure 4. An image of an organic crystal with united atom 
polymer chains produced by the initial conditions builder (Bob) 
developed during our project.

More recent efforts are focused on adding the ability to 
read pdb files.  As in the case of the all-atom polymers, 
the approach is to construct monomer files containing 
the chemical details for the protein amino acids.  A simple 
solvation function that places SPC model water molecules 
around the polymer has already been implemented. Once 
the pdb module is completed and the code has undergone 
substantial internal vetting, it will be released as an open 
source product.  Moreover, this software will continue 
to find use in new efforts beginning in FY09, including 
large-scale atomistic simulations of lipid membranes with 
nanoparticles.

Capabilities developed during this research were essential 
to enabling a new project on Roadrunner “Cellulosomes in 
Action: Peta-Scale Atomistic Bioenergy Simulations.”
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Abstract

Modern technologies heavily rely on a wide range 
of error-correcting mechanisms to circumvent their 
inherent unreliability and to ensure faithful transmis-
sion, processing and storage of information. There has 
been a great deal of research activity in coding theory 
in the last half a century that has culminated in the 
recent discovery of coding schemes that approach 
reliability limit. One of the main obstacles for wider use 
of these new codes is that due to complex behavior of 
their decoding algorithms no systematic methods which 
would allow characterization of the Bit-Error-Rate are 
known. This is especially true at the high values of the 
Signal-to-Noise-Ratio where many systems operate. A 
new generation of communication systems in which 
extremely low BER are required (e.g., ~1 error per 
10^12 bites in optics communications) is creating new 
challenges for error-correction technology. One of the 
main obstacles for implementing efficient codes is the 
emergence of the so-called error-floor, which is essen-
tial slow-down of the BER decay with the SNR increase. 
For most of the applications/channels this effect 
was neither formulated analytically nor understood 
numerically, while the current Monte-Carlo simulation 
approach is not practical when the target is less than 
10^(-8:-9) for BER requiring a large number of simula-
tions.

This project develops a physics inspired approach for 
the calculation of extremely low post error correction 
Bit-Error-Rates, thus offering a comprehensive tool 
for quantitative comparison of competitive coding/
decoding schemes. In addition, the approach offers 
new insights into the mechanisms of coding/decoding 
BER control/optimization.

We develop computational toolbox to describe sta-
tistics of rare events for modern error-correction 
schemes. We address the problem of how to evaluate 
BER in critical applications where it must be extremely 
low, while experimental and brute-force numerical 
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approaches are prohibitively expensive or impossible. 
The ability to find the most probable noise configura-
tion of the channel noise that causes an error-cor-
rection scheme to fail provides a way to estimate the 
actual performance of the scheme. These results will 
help to distinguish good codes from bad ones and to 
see where bad codes need improvement/correction.

Background and Research Objectives

Classic information theory [1] gives a theoretical foun-
dation, but not quite a practical solution, on how to 
realize an error control system through coding. The high 
SNR (low noise) regime is of particular interest because 
of a special feature of the modern codes achieving 
the limit of reliable transmission, which is referred to 
as an error floor. Error floor is a phenomenon of an 
abrupt degradation of the coding scheme performance, 
measured by BER, from the so-called water-fall regime 
of moderate SNR to the absolutely different error-floor 
asymptotics achieved at high SNR.  Typical BER values 
are 10-12 for an optical communication system, 10-15 for 
hard drive systems in personal computers and as small 
as 10-18  for storage systems used in banks and financial 
institutions. However, direct numerical methods, e.g. 
Monte Carlo, cannot be used to determine BER below 
10-9.

The problem is really generic and it also emerges in 
various information technology, computer science and 
reliable/security communication applications across 
many Divisions and Programmatic efforts at LANL.  Thus 
the task of addressing the domain of extremely low BER 
is very relevant in connection with the current archi-
tecture of supercomputers at DOE complex, in which 
many processors with large on board caches are strung 
together. The development of computationally efficient 
error-correcting codes with high Signal-to-Noise-Ratio 
(SNR) will have a significant impact on our computa-
tional ability.  But for this to happen, we need first to 
develop methods to evaluate the post error-correction 
BER in high SNR environments. Another LANL relevant 
task is in developing Low-Density-Parity-Check (LDPC) 
codes, that may be, e.g., applied to securing classical 
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key-distribution channel in the quantum-cryptography test 
bed experiment. 

To address the challenge we suggest in-house LANL-
developed physics-inspired approach that, according to our 
pilot research, should ultimately solve the problem of the 
error-floor analysis. The method is coined instanton, after 
a theoretical particle developed in quantum physics that 
lasts for only an instant, occupying a localized portion of 
space-time. Statistical physics applies the notion of instan-
ton to a microscopic configuration which, in spite of its rare 
occurrence, contributes most to macroscopic behavior of 
the system. Our instanton is the most probable configura-
tion of the noise that causes a decoding error.

Let us consider a model of a general communication 
system with error correction. Data originating from an 
information source are parsed into fixed length words. 
Each word is encoded into a longer codeword and trans-
mitted through a noisy channel (e.g., radio or optical 
link, magnetic or optical data storage system, etc.). The 
decoder tries to reconstruct the original codeword using 
the knowledge of the noise statistics and the structure of 
the code. Error resilience is achieved at the expense of 
introduced redundancy, and the information theory gives 
conditions for the existence of finite redundancy error 
correction codes. However it does not give a method for 
realizing decoders of low complexity. In general there is no 
better way to reconstruct a codeword that was most likely 
transmitted then to compare likelihoods of all possible 
codewords. However, this Maximal Likelihood (ML) algo-
rithm becomes intractable already for codewords that are 
tens of bits long.

Novel exciting era has started in the coding theory with 
the discovery of Low-Density Parity-Check (LDPC) [2,3]. 
These codes are special not only because they can ideally 
achieve the virtually error-free transmission limit, but 
mainly because a computationally efficient, so-called itera-
tive, decoding was readily available. When operating at 
moderate noise values these approximate decoding algo-
rithms show an unprecedented ability to correct errors, 
the remarkable feature that attracted a lot of theoretical 
attention.  It is believed that the error floor is a funda-
mental consequence of iterative decoding, and that the 
approximate algorithms mentioned above are incapable 
of matching the performance of ML decoding in reducing 
errors beyond the error-floor threshold.  The impor-
tance of error-floor analysis was recognized on the early 
stages of the turbo codes revolution, and it soon became 
apparent that LDPC codes are also not immune from the 
error-floor deficiency. The most noticeable approache to 
the error-floor analysis problem proposed so far was a 
heuristic approach of the importance sampling type [4], 

utilizing theoretical consideration developed for a typical 
randomly constructed LDPC code performing over the very 
special binary-erasure channel.

Our approach to the error-floor analysis is different. We 
suggest an efficient calculation scheme, which is ab-initio 
by construction, i.e. the scheme requires no additional 
assumptions (e.g. no sampling).  This is one of the rare 
situations when simultaneous development of theoretical 
and numerical approach is not only useful but is proven 
to be of a great value for cross-fertilization of the ideas. 
Finally, the numerical instanton scheme we propose to 
develop is generic, as it bears restrictions neither to the 
channel no to decoding types.

This proposal will address the following fundamental 
problems of coding theory:  1) developing computationally 
tractable approach to estimating BER for various practical 
schemes, e.g. LDPC codes decoded iteratively; 2) designing 
new high-performance realistic (finite word length) codes; 
3) finding optimal (fast and/or efficient/cheap) ways to 
decode a given code.  

Currently, the major stumbling block in this line of research 
is our inability to accurately estimate the post error-cor-
recting BER for realistic codes in low noise channels.  Our 
proposed research will solve this problem by developing 
both the theoretical underpinnings and the associated 
numerical and simulation tools necessary to produce 
reliable estimates for very small, 10-15 or smaller post error-
correcting BERs.

Finding a good finite length coder/decoder is an applica-
tion specific task. The quality of a coder/decoder depends 
on both the level and type of dependency structure of the 
noise in the channel.  Indeed, past experiences suggest 
that good codes for one type of channel (for example 
metro-area optical networks) may not be suitable for 
another type (such as open-space communications).  The 
reason is simple:  the channel specific noise structure 
depends crucially on the application. This dependency 
of the coder/decoder on the application specific noise 
structure is another extremely important, but only mar-
ginally developed, subject that be investigated under this 
proposal.  

Our approach has two components:

First, we characterize analytically (or semi-analytically) 
extremal noise configurations producing the largest after 
error-correction bit error rate using saddle-point approxi-
mations, which are also known as optimal fluctuation or 
instanton calculus in statistical physics.  
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Second, we plan to apply the method to developing new 
and improving existed coding/decoding schemes.  

Our R&D goal is to contribute solving the following fun-
damental tasks in coding theory: (i) developing computa-
tionally tractable approach to estimating BER for various 
practical schemes, e.g. LDPC codes decoded iteratively; 
(ii) designing new high-performance realistic (finite word 
length) codes; (iii) finding optimal (fast and/or efficient/
cheap) ways to decode a given code.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

The project is important for development of high speed 
supercomputer links and lines capable to transmit securely 
and reliably large amount of data. Other area of current 
research at LANL which benefits from the project is the 
development of efficient algorithmic solutions for compu-
tationally hard tasks. This interdisciplinary research in the 
field of a new generation of error-correction codes utilizes 
the tools of modern statistical physics, information theory 
and computer science. It is of both fundamental scientific 
and practical importance. The results of the proposed 
research will find applications/customers in Homeland 
Security, Threat Reduction and the ASCI (supercomputers) 
programs. It will further stimulate important new develop-
ments in the following areas that are relevant for LANL/
DOE interests and expertise: Information science, High 
speed data processing, Fast manipulation of large amounts 
of information, Fine time resolution of ultra-fast/optical 
processes, moving, storing and processing large amounts 
of data generated by supercomputer facilities, and Reliable 
and secure communication of various sorts (wireless, satel-
lite, cable, etc).

Scientific Approach and Accomplishments

The results of our research are poised to make a substan-
tial impact on the areas of high speed data transmission, 
data processing and information theory. We develop the 
following set of methods which should create a major 
breakthrough in informatics and the estimation of errors 
remaining after correction.

A major product of the research is the creation of • 
the Instanton/Pseudo-codeword-search toolbox 
capable of optimizing error correction performance, 
thereby helping in the design of new codes/decoders 
applicable to a broad range of modern technologies. 
We illustrated performance of the instanton-pseudo-

codewords technique on examples of Additive-White-
Gaussian-Channel, Binary Symmetric Channel and 
Channel with Inter-Symbol Interference. The approach 
was successfully tested on variety of medium-to-large-
size Low Density Parity Check Codes.

We also developed a new theoretical technique, • 
coined Loop Calculus, which allows to relate efficient 
but suboptimal decoding schemes, such as Belief 
Propagation and Linear Programming decoding, to the 
optimal Maximum Likelihood and Maximum Aposte-
riori decoding. Combination of the Instanton/Pseudo-
codeword search approach and the Loop Calculus 
technique suggests an improved decoding scheme, 
capable of reducing the error-floor caveat of the graph-
based codes.

We suggested a novel code-construction technique • 
which guarantees an improved performance in the 
error-floor domain (of large signal-to-noise ratios) 
while keeping the same performance in the water-fall 
domain (of-small-to-moderate signal-to-noise ratios). 
The construction was tested for Low-Density-Parity 
Check Codes of medium size performing over Additive-
White-Gaussian and Binary-Symmetric Channels.

Algebraic codes are the most widely deployed class of • 
error correction codes. They are attractive because of 
their provably good worst case performance guaran-
tees. However decoding techniques for these classes 
of codes have not benefited from the huge advances 
being made in iterative decoding techniques for sparse 
graphical codes and low density parity check codes. 
The reason for this is the dense nature of the parity 
checks associated with the common algebraic codes. 
We have developed a variety of techniques which 
can efficiently transform a dense code representation 
to a sparse graphical form. We leveraged on these 
techniques to propose new decoding algorithms for 
general linear codes.

Product code constructions are widely used in satellite • 
communication and optical-fiber backbones. Iterative 
decoders have been proposed for such codes based 
on variants of the Belief propagation algorithm. We 
have recently proposed an accurate and tight theoreti-
cal analysis of such a general recursive product code 
decoder. This provides for the first time ever a tight 
theoretical guarantee on the performance of a general 
product code decoder. 
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Abstract

We have explored and developed computational 
simulation techniques that are based on highly effi-
cient recursive formulations of quantum mechanical 
problems for the calculation of basic materials prop-
erties. Such problems include materials response to 
various perturbations, for example, energy response 
due to external or internal perturbations, including 
energy gradients or the nuclear forces.  These proper-
ties are all required in studies of predictive quality that 
employ atomistic simulation that are based directly 
on the first principles of quantum mechanics. The 
main goal of this exploratory research proposal was 
the development of new general electronic structure 
technologies for quantum response calculations that 
combine a very high accuracy with a low computational 
cost.  This would allow detailed theoretical studies 
of systems with a large number of atoms beyond the 
reach of current methods with new algorithms that can 
take full advantage of increases in computer capacity.

Background and Research Objectives

Almost any material properties such as the hardness 
of a diamond, the color of gold, the crystal structure of 
iron at the center of earth, or the folded protein struc-
ture of hemoglobin in human blood, can in principle 
be determined directly from theory based on the first 
principles of quantum mechanics. The only obstacle 
to predict these properties is the enormous computa-
tional complexity required in solving a set of quantum 
mechanical equations that were formulated already 
over 80 years ago. Despite the enormous increase in 
computer power during the last 60 years, we are still 
far from predicting many important problems directly 
from theory. One fundamental problem can be traced 
back to history. When scientist like Heisenberg, Schro-
dinger, and Dirac first proposed quantum mechanics, 
electronic computers did not exist. The original for-
mulations of quantum mechanics therefore evolved in 
the framework of fairly simple analytical techniques 
that were available at the time to perform calculations. 

Simulation and Modeling of the Quantum Response
Anders Mauritz Niklasson
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Many of the first descriptions of quantum mechanics 
are still used today, despite the fact that they are not 
very well adapted to modern computing. One particular 
problem that has been addressed during the last 10 
years is the increase in computational complexity as a 
function of system size. Traditional quantum mechani-
cal calculations (including a number of sophisticated 
approximations) typically require a computational cost 
that scales with the cube (~N^3) of the system size (N). 
Thus, to perform calculations of a system that has ten 
times as many atoms requires a computational cost 
that is one thousand times larger! For most calculations 
based on the first principles of quantum mechanics 
this has prohibited studies of systems larger than a few 
hundred atoms. This is clearly insufficient for many 
interesting problems in chemistry, materials science, 
and molecular biology. However, by reformulating the 
basic quantum description in the calculation of materi-
als properties it is sometimes possible to overcome 
this computational bottleneck. Recently it has become 
possible to calculate certain materials properties with a 
cost that scales only linearly (~N) with the system size, 
N. Figure 1 shows the schematic picture of the required 
cost for various scaling of the computational cost. 

System size N

C
PU

 c
ap

ac
ity

O(N3)

O(N)

Today

Figure 1. The required computational capacity or cost for a 
given size of a calculation for a conventional method, O(N^3), 
in comparison to the proposal linear scaling methods, O(N). 
The blue dotted line shows the current (hypothetical) compu-
tational capacity.
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Despite a significant increase in CPU capacity, traditional 
methods that scale cubically, O(N^3), will not be able to 
treat much larger systems than today. Only with the new 
linear scaling methods, O(N), is it possible to significantly 
extend the reach of quantum theory and take full advan-
tage of increased computer capacity.

The purpose of this research proposal is to explore some 
new opportunities given by efficient new recursive for-
mulations, made by the investigators, for linear scaling 
calculations of quantum response properties. Such proper-
ties include materials response to various perturbations, 
for example, energy response due to external or internal 
perturbations, including energy gradients or the nuclear 
forces. In particular nuclear forces and the corresponding 
molecular dynamics are of key importance in simulations 
of materials properties. The idea is to explore and develop 
new algorithms that are well adapted to modern com-
puting, which will allow the extension of highly accurate 
quantum mechanical simulations to larger and more 
complex problems for which conventional methods fail.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

The ability to simulate larger, more complex materials 
systems directly from the first principles of quantum 
mechanics, without using empirical adjustable parameters, 
is pivotal in a truly predictive science. Many problems of 
interest, for example, matter under extreme conditions 
at high temperatures and pressure, details of important 
mechanisms of interactions, or specific chemical reaction 
paths, are often very hard or even impossible to study in 
laboratory experiments. The new techniques developed in 
this proposal will thus have a direct impact on predictive 
and basic materials science at LANL, ranging from nano-
technology to molecular biology. 

First principles electronic structure theory that allows for 
theoretical investigations and predictions of materials 
properties is a rapidly growing field of science with great 
potential in wide areas of research ranging from chemistry 
and nanotechnology to molecular biology. The problem of 
extending current state-of-the-art methods to the study 
of larger and more complex systems is therefore of great 
interest to a broad national and international scientific 
community. The ability to provide some significant new 
developments in the area of reduced complexity electronic 
structure theory would therefore further strengthen the 
leadership in materials science at LANL and attract scien-
tific talent worldwide.

Scientific Approach and Accomplishments

Matrix-Matrix multiplications on parallel machines

To enable high-performance numerical calculations that 
can reach close to 100% efficiency on a modern computer 
platform, we must avoid performing floating-point opera-
tions on individual numbers separately.  Instead large 
matrices of numbers are manipulated simultaneously.  One 
key operation utilized in this research proposal is sparse 
matrix-matrix multiplication, when a major part of all the 
numbers in the matrices are zero. To this date, a substan-
tial amount of research effort has gone into parallel sparse 
matrix-vector multiplications. Sparse parallel matrix-matrix 
multiplications has been given much less attention. This 
lack of research made it necessary for us to investigate 
parallel sparse matrix-matrix multiplications in greater 
detail. Current state-of-the-art data formats for sparse 
matrices employ packing of the matrix data to achieve 
a high degree of compression. However, these storage 
formats have some disadvantages and perform poorly 
for certain matrix operations, as for example insertion of 
matrix elements. Another disadvantage is that as matrix 
elements are added to the sparse matrix, the performance 
of the matrix multiplication using these compressed 
formats degrades rapidly. Our goal was to develop a 
simple, yet powerful sparse matrix storage format that 
gives a high degree of compression of the matrix data, 
provides fast insertion of matrix elements, and allows for 
fast and efficient data distribution of partial matrix data for 
parallel operations. The matrix-matrix product based on 
this format should have competitive performance across 
a wide range of sparsity levels, so that it can be a real 
alternative to existing, well-established matrix formats. 
We investigated the simple division of the sparse matrix 
into submatrix blocks, which has many of these features, 
including high level of data compression and good data 
division into chunks which can be easily distributed in 
a parallel computation. We were able to show how the 
ordering of the submatrix blocks in memory affects the 
performance of the matrix multiplication [7]. We are 
currently developing these ideas further and hope to 
soon have a matrix-matrix multiplication with competitive 
performance.

Large scale electronic structure calculations, a new record 
with over 10,000 atoms!

One highly efficient reduced complexity algorithm we have 
developed within this research proposal is based on a 
direct energy minimization of the total energy with respect 
to the single-particle wavefunctions that describe the 
quantum states of the electrons. By performing an optimi-
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zation of the electronic states, not one by one, as in more 
conventional calculations, but for all at the same time in a 
quantum bundle, utilizing some efficient recursive tech-
niques proposed by the PI, it was possible to reach a very 
high computational efficiency [5].  This approach, in its 
current implementation, is not a linear scaling algorithm. 
Its main cost is dominated by a quadratic scaling O(N^2), 
but with a fairly small computational overhead.   With this 
novel scheme we managed to perform a record calculation 
where we calculated the electronic structure at a very high 
degree of accuracy for a system of a DNA fragment con-
taining over 10,000 atoms.

Linear scaling response theory for non-orthogonal basis 
sets

The most efficient quantum mechanical calculations of 
materials properties are based on a local description of 
the electronic states that govern the specific features of 
the system. When the atoms move due to a perturbation, 
the frame for this local description follows the atoms. This 
specific effect has to be included in quantum response 
calculations. By utilizing a recursive update technique 
(recently proposed by the PI for a specific congruence 
transformation of the quantum mechanical eigenvalue 
problem) it was possible to include this specific response 
effect in reduced complexity calculations that scale only 
linearly with the system size [1]. The proposed linear 
scaling technique allows for calculations of both low and 
high-order response functions.

Hierarchical decomposition of the congruence transfor-
mation 

A recursive linear scaling algorithm for the inverse factor-
ization of (Hermitian positive definite) matrices of numbers 
was proposed [2].  This algorithm and the related mathe-
matical theory was developed to make it possible to utilize 
computations on parallel platforms. The mathematical 
technique is quite novel, for example, using modern modu-
larity concepts in network theory used social science and 
information theory, and the results are of high potential 
impact in large scale calculations that can take advantage 
of future computational standards with teraflop capacity 
that are beyond even current state-of-the-art reduced 
complexity algorithms.

Time-reversible Born-Oppenheimer molecular dynamics

Molecular dynamics simulations, based on the first 
principles of quantum mechanics, are indispensable in 
a large number of scientific areas that employ atomistic 
simulation. However, challenges in nanoscience, biofuels 

and actinide chemistry, for example, require significant 
algorithmic improvements to allow simulations of much 
larger size and complexity than previously possible. Born-
Oppenheimer molecular dynamics, where the dynamics 
is driven by forces calculated in a rigorous way from the 
electronic structure at each instantaneous nuclear configu-
ration, is currently the gold standard of atomistic simula-
tions. However, Born-Oppenheimer molecular dynamics 
has several severe fundamental shortcomings, including a 
high computational cost and an unphysical systematic drift 
in the energy because of broken time-reversal symmetry 
in the underlying propagation of the electronic degrees of 
freedom. These problems have been well known for the 
last 30 years, but they have been considered to be impos-
sible to overcome. In our exploratory work on the elec-
tronic response in molecular simulations we unexpectedly 
managed to remove the fundamental problems with the 
broken time-reversal symmetry and reduce the high cost 
associated with Born-Oppenheimer molecular dynamics 
[3,4]. This was achieved with a surprisingly simple tech-
nique based on additional auxiliary approximate electronic 
degrees of freedom, which is propagated in parallel with 
the exact electron density.   This research resulted in 
the funding of a separate research proposal and further 
studies were therefore not continued within this proposal 
during the last year. However, despite being completely 
unexpected, it is by far the most successful and important 
outcome of this ER project.

Reduced complexity calculations at finite electronic 
temperatures

At finite electronic temperatures the electronic configura-
tions has to be described by an ensemble of electronic 
states that on the average are fractionally occupied. This 
is in contrast to conventional electronic structure theory 
that assumes a zero-temperature approximation where the 
electronic states are either fully occupied or unoccupied. 
The zero-temperature approximation in particularly helpful 
in reduced complexity calculations, since the integer occu-
pation of the electronic states simplifies the calculations. 
To enable reduced complexity calculations also at finite 
electronic temperatures we proposed a highly efficient 
recursive scheme for calculating the fractionally occupied 
electronic states at finite temperatures [6].

Nuclear forces at high-temperatures

A finite electronic temperature modifies the forces acting 
on the atoms. One of the contributions to the force acting 
on each atom in a molecular dynamics simulation is 
fictitious and due to the adaptive form of the electronic 
description that follows the atoms as they move. This 
is the famous Pulay force that was derived almost 40 
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years ago. The original expression for the Pulay force is 
unfortunately valid only at zero electronic temperature. 
Alternative expressions valid at finite temperature are 
not well suited (or impossible) to use in connection to 
reduced complexity algorithms, where the computational 
cost scales only linearly with the system size. Thanks to 
one of the recursive formulations forming the basis for 
this ER proposal it was possible to derive a very simple and 
computationally efficient form of the Pulay force that is 
valid also at finite temperatures [6]. This generalized Pulay 
force expression solved a key problem in high-temperature 
atomistic simulations for large complex systems.
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Abstract

Two major statistical research areas were explored 
in this project: Computer Models as Alternatives or 
Complements to Physical Models, and Performance 
Assessment of Complex Systems without Conventional 
Testing. In the first, computer modeling based on the 
underlying science can often be more cost-effective 
and explore a wider range of possible input combina-
tions than collecting empirical data for understanding 
highly complicated relationships. We have developed 
new tools to collect better data, to assess the poten-
tial benefit of the data to be collected before new 
resources are spent, and to integrate results from 
physical testing and computer simulation. In the second 
area, data at the full-system and component levels of 
a complex system have been integrated to improve 
the overall precision of reliability estimates. We have 
developed methodology to assess the added benefits 
in terms of improved prediction of system reliability if 
supplementing existing models with alternate measures 
of aging and usage are added to the model. The relative 
improvement can then be compared to the incremental 
cost of this additional data to assess the broader advan-
tages of additional explanatory variables.

Background and Research Objectives

The goals of the project were to develop complemen-
tary methodologies to enhance the ability to estimate 
performance and reliability over a broad range of 
conditions. With specialized tools for flexible data types 
and strategies for efficient and cost-effective data col-
lection, it is possible to both improve the quality of our 
modeling as well as the per observation utility of data 
collected. This increase in efficiency can improve both 
the accuracy and precision of our estimates.

Several different statistical research areas were 
explored as part of the “Statistics for the Engineering 
and Physical Sciences” project. Quantitative, graphical 

Statistics for the Engineering and Physical Sciences
Christine Michaela Anderson-Cook
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and qualitative tools were developed that built on the 
criteria of good designed experiments in Myers and 
Montgomery [1]. By considering multiple objectives for 
an experiment, we can find a data collection strategy 
that balances good performance for a variety of criteria 
and makes our designed experiment more robust to 
unforeseen complications and changes in our under-
standing of the system. These tools facilitate more 
precise comparisons between data collection strategies 
focused on good estimation and prediction, both when 
a model form for the underlying relationship between 
inputs and the response is known and unknown. In 
addition, specific methodology was developed to 
compare designs under a variety of potentially plausible 
model forms. As well, analysis tools for several special-
ized situations were developed to make maximal use of 
information gained during a single experiment or during 
sequential experimentation. Finally, new methodology 
was developed to facilitate better prediction of system 
reliability by synthesizing information from multiple 
data sources, where possible contradictions existed 
between these sources.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Developing and refining tools for modeling, model 
assessment and analysis of computer models and 
complex systems will facilitate more precise and robust 
assessment of the nuclear stockpile and improve the 
precision of surveillance estimates for the annual 
assessment by using all available information in a 
more cohesive manner, thus advancing DOE’s mission 
in these areas. By better understanding the trade-offs 
between different data collection strategies, both for 
what type of data to collect and also which combi-
nations of inputs to consider, better choices can be 
made about how to spend available budgets to get a 
best collection of data for the desired purposes of the 
experiments. 
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Scientific Approach and Accomplishments

In exploring the two broad research areas, a number 
of themes were identified for further development. A 
major thrust was to examine the assessment of designed 
experiments through quantitative, graphical and 
qualitative measures [2]. In this research, formal criteria 
for what constitutes a good collection of data for a specific 
objective were identified. By considering good estimation 
and prediction in conjunction with ease of implementation, 
robustness to unexpected experimental occurrences and 
model misspecification and the design stage, the likelihood 
of good results from the analysis can be greatly improved. 
Which types of data and which combinations of inputs 
should be collected are dependent on the goals of the 
experiment. Typically two major priorities of experiments 
are good estimation of the model parameters and good 
prediction of new responses at input combinations not 
collected as part of the designed experiment. Graphical 
tools were developed for evaluation of prediction for 
split-plot experiments [3, 4], a category of experiments 
where some of the inputs are costly-to-change, and 
hence dictate the run order and experimental constraints 
under which data are collected. In addition, a case study 
illustrated the new methodology and demonstrated 
the detailed comparison of data collection alternatives 
for an engineering example [5]. Additional tools were 
developed for specialized situations involving non-normally 
distributed responses [6] and for designed experiments 
with a large number of input factors [7]. By understanding 
the trade-offs between optimizing various prediction and 
estimation criteria, an engineer or scientist can make more 
informed decisions about which data should be collected 
in a designed experiment. This will lead to higher quality 
of prediction for future responses and more accurate and 
precise characterization of the underlying relationship 
between the response and the inputs that influence it.

A second area of research was to consider the effect 
of model misspecification on quality of estimation and 
prediction. Often researchers do not know the true under-
lying form of the relationship connecting the response of 
interest and the inputs, but do have intuition about one 
of several functional forms that might be appropriate 
for approximating the relationship well. In these cases, 
it is important to determine which collection of data to 
obtain taking into account the model uncertainty that is 
present. Historically, the approach to selecting a designed 
experiment involved specifying a single model, and then 
choosing an optimal design based on this model being 
correct. If the model later turned out to be incorrect, 
then little could be done to improve how well the chosen 
designed experiment would predict and estimate. By 

focusing on the prediction variance, bias and the mean 
squared error of different response surface designs which 
assume first or second order models, we can quantitatively 
assess their relative robustness to model misspecification. 
As part of this project, new graphical tools were created 
to compare alternative designed experiments to see 
how well they would perform under a variety of types of 
model misspecification [8]-[9]. Frequently, a design can be 
selected that performs well over several potential models 
under consideration, while not being optimal for any of 
them. This is a good choice when model uncertainty exists, 
since good performance across a range of plausible models 
is preferable to a design that performs superbly for one 
model but poorly for another.

A third area considered was the development of new 
statistical tools for analyzing non-standard responses. In 
some experiments, the goal of the experiment is to predict 
an optimal combination of inputs, which will lead to ideal 
response values. If the response of interest is not a mean 
or variance, specialize tools are needed to find the optimal 
combination. New methodology was developed to use 
a Bayesian analysis to estimate optimal combinations of 
input factors to maximize the proportion of high quality 
product in an engineering manufacturing setting [10]. This 
methodology incorporated the non-normal nature of the 
response as well as the uncertainty in the estimation of the 
model parameters. In addition, graphical tools were devel-
oped which shown how robust different combinations 
of inputs are to variability in some of the uncontrollable 
input factors [11]. This helps the researcher to know what 
realistic production distributions of responses might be 
expected outside of laboratory conditions in a less control-
lable production environment.

Finally, research was conducted in the area of estimation 
and prediction for reliability of complex systems. While 
systems may have been designed to have either a series or 
parallel structure, in practice there may be dependencies 
between components or connectivity issues that cause 
the assumed relationships to be no longer be correct. For 
example, consider a population of complex systems, such 
as car engines, kitchen appliances, or rockets. The engi-
neers who design the system intend for it to have a series 
structure. However, there are a number of ways that this 
might not be the correct structure once the system is built 
and data are being collected. 1) During production con-
nectivity issues between components might mean that it is 
possible for two components to each work separately, but 
not work when combined together. 2) If the performance 
of one component depends on receiving the correct 
signal or power supply from another component, we may 
observe apparent failures of some components even when 
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that component is actually working. 3) The component 
level tests may be incorrectly calibrated relative to the 
demands on that component during the full system test. 
For example, it might be that a component will pass the 
component level test, but the system level test could 
fail because the component cannot perform adequately.  
Hence before we confidently use component level test 
data to estimate system reliability, it would be beneficial 
to assess the compatibility of the different data sources. A 
formal test was developed to assess whether data from dif-
ferent levels of the system are consistent with the assumed 
model form [12].  Finally, it is often possible to have several 
input factors which are thought to influence changes in the 
reliability of the complex system. For example, the aging of 
the system is commonly important for predicting changes 
in reliability. In addition, different measures of usage may 
also drive changes in performance. However, it can be 
potentially detrimental to include some of these measures 
into our statistical model when they are not influential 
for prediction, particularly if they are highly correlated. 
New methodology was developed to compare several 
models based on different numbers of input variables to 
find a model which predicts best in a user-specified region 
[13]. A key feature of this research has been strategies for 
appropriately specifying a viable region in the input space 
over which we should consider doing prediction. Often 
with correlation between input measures, some regions 
of a spherical or cuboidal region are not sensible given the 
observed data from which the analysis was performed.  
This methodology can help improve prediction, but also 
help guide which future data should be collected based on 
cost and quality of prediction.

By combining tools for good analysis and data collection 
in the areas of computer experiments and for modeling 
complex systems, we can better understand the implica-
tions of model uncertainty, and we will be better able 
to estimate a wide variety of behaviors for the response 
without as much costly physical or full-system data. This 
will mean that systems can be understood and explored 
under a broader range of operational conditions in a more 
timely and cost-effective manner.

References

Myers, R. H., and D. C. Montgomery. Response surface 1. 
methodology: process and product optimization using 
designed experiments. 2002. 

Anderson-Cook, C. M., C. M. Borror, and D. C. Mont-2. 
gomery. Response surface design evaluation and 
comparison (with discussion). To appear in Journal of 
Statistical Planning and Inference . 

Liang, L., C. M. Anderson-Cook, T. J. Robinson, and 3. 
R. H. Myers. Three-dimensional variance dispersion 
graphs for split-plot designs. 2006. Journal of Compu-
tational and Graphical Statistics . 15: 757.

Liang, L., C. M. Anderson-Cook, and T. J. Robinson. 4. 
Fraction of design space plots for split-plot designs. 
2006. Quality and Reliability Engineering International 
. 22: 275.

Parker, P. A., C. M. Anderson-Cook, and T. J. Robinson. 5. 
Robust split-plot designs. 2008. Quality and Reliability 
Engineering International . 24: 107.

Ozol-Godfrey, A., C. M. Anderson-Cook, and T. J. 6. 
Robinson. Fraction of design space plots for general-
ized linear models. 2008. Journal of Statistical Planning 
and Inference . 138: 203.

Li, J., L. Liang, C. M. Borror, C. M. Anderson-Cook, and 7. 
D. C. Montgomery. Graphical summaries to compare 
prediction variance performance for variations of the 
central composite design for 6 to 10 factors. To appear 
in Quality Technology and Quantitative Methods. 

Anderson-Cook, C. M., C. M. Borror, and B. Jones. 8. 
Graphical tools for assessing the sensitivity of response 
surface designs to model misspecification. To appear in 
Technometrics. 

Ozol-Godfrey, A., and C. M. Anderson-Cook. Fraction 9. 
of design space plots for examining mixture design 
robustness to measurement errors. 2007. Journal of 
Statistics and Applications . 1: 171.

Robinson, T. J., C. M. Anderson-Cook, and M. S. 10. 
Hamada. Bayesian analysis of split-plot experiments 
with non-normal responses for evaluating non-stan-
dard performance criteria. To appear in Technometrics. 

Abraham, A., T. J. Robinson, and C. M. Anderson-Cook. 11. 
A graphical approach to robust design. To appear in 
Quality Technology and Quantitative Methods. 

Anderson-Cook, C. M.. Evaluating the series or parallel 12. 
structure assumption for system reliability. To appear 
in Quality Engineering. 



LDRD FY08 Annual Progress Report 645

Information Science & Technology

Pintar, A., and C. M. Anderson-Cook. Model selection 13. 
from the perspective of prediction. 2008. Los Alamos 
Technical Report LA-UR 08-05666. 

Publications

Abraham, A., T. J. Robinson, and C. M. Anderson-Cook. A 
graphical approach to robust design. To appear in Quality 
Technology and Quantitative Methods. 

Anderson-Cook, C. M.. Design of experiments: A single 
experiment or sequential learning. 2007. Quality Progress.  
(March): 71.

Anderson-Cook, C. M.. Evaluating the series or parallel 
structure assumption for system reliability. To appear in 
Quality Engineering. 

Anderson-Cook, C. M.. More is Better. 2008. Quality 
Progress.  (March ): 55.

Anderson-Cook, C. M.. More is not always better: Quality 
and lower dependence trump quantity. To appear in 
Quality Progress. 

Anderson-Cook, C. M.. Assessment of Experimental 
Designs. 2007. In Encyclopedia of Statistics in Quality and 
Reliability. , p. 121. New York: Wiley.

Anderson-Cook, C. M., C. M. Borror, and B. Jones. Graphi-
cal tools for assessing the sensitivity of response surface 
designs to model misspecification. To appear in Techno-
metrics. 

Anderson-Cook, C. M., C. M. Borror, and D. C. Montgomery. 
Response surface design evaluation and comparison (with 
discussion). To appear in Journal of Statistical Planning and 
Inference . 

Li, J., L. Liang, C. M. Borror, C. M. Anderson-Cook, and D. C. 
Montgomery. Graphical summaries to compare prediction 
variance performance for variations of the central compos-
ite design for 6 to 10 factors. To appear in Quality Technol-
ogy and Quantitative Methods. 

Liang, L., C. M. Anderson-Cook, T. J. Robinson, and R. H. 
Myers. Three-dimensional variance dispersion graphs for 
split-plot designs. 2006. Journal of Computational and 
Graphical Statistics . 15: 757.

Liang, L., C. M. Anderson-Cook, and T. J. Robinson. Fraction 
of design space plots for split-plot designs. 2006. Quality 
and Reliability Engineering International . 22: 275.

Liang, L., C. M. Anderson-Cook, and T. J. Robinson. Cost 
penalized estimation and prediction evaluation for split-
plot designs. 2007. Quality and Reliability Engineering 
International . 23: 577.

Ozol-Godfrey, A., C. M. Anderson-Cook, and T. J. Robinson. 
Fraction of design space plots for generalized linear 
models. 2008. Journal of Statistical Planning and Inference 
. 138: 203.

Ozol-Godfrey, A., and C. M. Anderson-Cook. Fraction of 
design space plots for examining mixture design robust-
ness to measurement errors. 2007. Journal of Statistics and 
Applications . 1: 171.

Parker, P. A., C. M. Anderson-Cook, T. J. Robinson, and L. 
Liang. Robust split-plot designs. 2008. Quality and Reliabil-
ity Engineering International . 24: 107.

Pintar, A., and C. M. Anderson-Cook. Model selection from 
the perspective of prediction. 2008. Los Alamos Technical 
Report LA-UR 08-05666. 

Robinson, T. J., C. M. Anderson-Cook, and M. Hamada. 
Bayesian analysis of split-plot experiments with non-nor-
mal responses for evaluating non-standard performance 
criteria. To appear in Technometrics. 



646 Los Alamos National Laboratory

exploratory research

Information Science & Technology
fu

ll 
fin

al
 re

po
rt

Abstract

Pathogen characterization has remained a major chal-
lenge in infectious disease research and the biothreat 
defense field. High costs, ethics and time constraints 
prohibit extensive cellular experiments and animal 
tests when we face an unknown pathogen, whether it 
is due to natural cause or malevolent intent. Improving 
currently existing pathogen detection technologies is an 
important mission for both public health and biothreat 
defense communities. In this pilot study, we examined 
a new computational approach to establish rapid and 
accurate characterization of human bacterial patho-
gens. Combining advanced bioinformatics, machining 
learning technology, and LANL’s high performance 
computing, we developed a new feature selection algo-
rithm to identify a small set of protein features to form 
a human bacterial pathogen feature vector. Our feature 
vector approach and the classification techniques 
have demonstrated a promising capability to rapidly 
predict the human pathogenic nature of a bacterium. 
This exploratory study provided a proof-of-principle for 
establishing an analytical capability that can be critical 
to both preventing biological threat proliferation and 
reducing public health consequences.

Background and Research Objectives

An infectious disease results from the exposure of the 
susceptible hosts to pathogenic microbial agents, due 
to a natural outbreak or man-made release. While 
traditional pathogenic microorganisms are still the sig-
nificant threats to public health and national security, 
emerging and engineered pathogens have also become 
a major concern. Microbial evolution and changes in 
our social and physical environment (e.g., wars, climate 
changes) continue to drive the emergence of previously 
unknown infectious diseases. The rapid development 
of biotechnology and recent successes in synthetic 
genomics has made it clear that the appearance of 

Integrated Feature Vector for Human Pathogen Characterization
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genetically modified or engineered pathogens is only a 
matter of time. Early detection and characterization of 
the pathogen responsible for a disease outbreak, along 
with effective countermeasures, will enable the mitiga-
tion of the effects from potential pandemic spread. 
However, rapid and accurate detection and character-
ization of pathogens, especially previously unknown 
pathogens, has remained a major challenge to the 
public health and biothreat defense communities. 

High throughput sequencing has been producing a 
tremendous amount of nucleotide sequence data, and 
providing gene inventory and associated protein anno-
tation information for many organisms. For example, 
GenBank has collected sequences, submitted by labo-
ratories throughout the world, for more than 100,000 
distinct organisms, and this collection is growing at an 
exponential rate, doubling every 10 months. If used 
effectively, the existing, ever-growing volume of diverse 
data (e.g., genomics, proteomics, and metabolomics, 
etc) can become an extremely valuable resource for 
pathogen characterization by means of bioinformatics 
and computational biology. 

The main objective of this pilot project is to test if we 
could extract a set of features that uniquely represents 
human bacterial pathogens from the existing huge 
volume of bacterial genomic and proteomic data, with 
combined bioinformatics and machine learning tech-
nologies. The success of the pilot project will provide 
a proof-of-principle for a direct means for bacterial 
pathogen characterization, and a technical ground for a 
new area of pathogen detection research and technol-
ogy development.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

The US government, including the Department of 
Homeland Security and Department of Defense, has 
made huge investments in infectious disease detec-
tion and prevention. Los Alamos National Laboratory 
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has been one of the national key assets contributing its 
broad range of technical expertise to support this mission. 
Various Laboratory Directed Research and Development 
(LDRD) projects have developed specific virulence and 
pathogen species markers using advanced experimental 
and computational tools. In November 2006, two scientific 
research areas were identified as part of the LANL Complex 
System Grand Challenges: Protecting the population from 
natural, emerging and engineered pathogens, and Creating 
algorithms and architectures with the computational 
ability of natural systems. 

More recently, the Department of Energy’s National 
Nuclear Security Administration (NNSA) has stated that 
NNSA will bring our science, technology and engineering 
enterprise to bear on solving large, urgent national security 
challenges, including biological threats. The broad range 
of research and development activities at the national labs 
will continue to ensure that the nation is equipped to deal 
with technology surprises and anticipate new national 
security threats. The objectives and technical approaches 
of this project are well aligned with our mission goals to 
address these challenges.

Currently, different technologies are being developed 
to characterize pathogens at the sequence, molecular, 
biochemical, physiological or clinical levels. Epidemiologi-
cal aspects of infectious diseases and biothreat prolif-
eration related activities are also being monitored and 
studied. The results from these studies have become the 
foundations for advanced detection assay design and new 
medical countermeasure development, for both public 
health protection and biothreat defense. One of the most 
important requirements in biothreat nonproliferation is to 
provide high-fidelity analyses to assess Biological Weapons 
Convention (BWC) compliance and to attribute the use of 
BW in suspicious outbreaks throughout the world. Despite 
the pressing needs, currently there is no effective method-
ology that combines integrated analyses of large volume of 
existing disparate data with targeted experimental proce-
dures, to rapidly and accurately characterize problems we 
may face and to determine the appropriate responses. It is 
essential for these analyses to be timely and accurate, and 
capable of predicting the pathogenic nature of previously 
unknown microbial organisms. 

The development of robust pathogen detection assays 
requires the identification of a minimal set of proteins 
or DNA sequences that confer pathogenic phenotypes. 
Current methods for designing DNA pathogen detection 
assays focus on the identification of DNA signatures that 
are unique and conserved among a specific set of patho-
gens. The signatures that reside within known virulence 
associated genes are preferred for robust detection. These 

signatures are then used in biochemical detection assays 
(e.g., as a PCR primer or TaqMan probe). However, there 
are a number of problems with the current assay design 
approaches. First, ascertaining the functional relevance 
of the genomic regions targeted by a particular detection 
assay is often difficult due to the high fraction of hypotheti-
cal genes in bacterial genomes. Second, current detection 
assays are typically specific to pathogens that have been 
collected in strain libraries – which represent only a tiny 
fraction of the diversity that exists in nature. In addition, 
recent advances in next generation sequencing technolo-
gies suggest that the days of performing traditional bio-
chemical detection assays are limited. In the future, one 
can imagine that microbes can be detected by performing 
real time metagenomic sequencing and assembly of all 
genomes present in a biological sample. The detection 
of known (i.e., sequenced) pathogens can then be as 
simple as a database search using the Basic Local Align-
ment Search Tool (BLAST, a technology will be referred 
later in this study), or related sequence comparison tools. 
However, the identification of novel emerging or engi-
neered pathogens (i.e., not previously sequenced) will still 
be a major challenge.

Our project takes a new approach that utilizes LANL’s 
technical expertise in bioinformatics and information 
sciences, high performance computing, and knowledge in 
infectious diseases to address the great challenges in infec-
tious disease early detection and prevention. The methods 
and algorithms developed in this project can potentially 
establish a new capability to predict pathogenic nature 
of a newly found bacterium, provide additional technical 
approaches for pathogen early detection and character-
ization, and therefore enhance the current capability to 
protect the population from natural, emerging and engi-
neered pathogens. 

Scientific Approach and Accomplishments

Our hypothesis is that the problem of pathogen detec-
tion may be computationally posed as a classification 
problem and solved by using machine learning techniques 
(e.g., support vector machines). Given the ever-increasing 
volume of complete microbial genomic sequences, one 
may be able to computationally extract distinctive features 
that can be used to classify microorganisms, for example, 
to classify pathogenic vs. non-pathogenic bacteria. The 
presence and absence of these features in a known or 
unknown bacterium can then become a direct indication of 
its pathogenic nature.

With a short term, small amount of LDRD reserve funding 
in FY08, we have taken a first step to test this hypothesis, 
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searching for features (or selected protein sequences in 
this study) that can automatically separate human patho-
gens from all other bacteria that are not human patho-
gens.

In May 2008, we downloaded all 679 completely 
sequenced bacterial genome sequences from the National 
Center for Biotechnology Information (NCBI). We manually 
labeled each bacterial strain as either a “human pathogen” 
(e.g., Y. pestis, B. anthracis, etc.) or “not a human 
pathogen” (e.g., X. fastidiosa, X. citri, etc.), genomes 
belonging to species of ambiguous pathogenicity were 
ignored. Manual classification was made by expert decision 
based on available literature. To account for variations of 
pathogenicity between strains of a species, each individual 
strain was classified. 

Next, we applied the advanced bioinformatics technol-
ogy to analyze the similarities of bacterial sequences. We 
started with the proteomes (i.e., all protein sequences) 
of all the completely sequenced bacterial genomes 
analyzed above. A BLAST comparison of all proteins (both 
from human pathogens and not human pathogens) was 
processed to quantify and score the degree of sequence 
similarity between every possible pair of proteins. A total 
of approximately 2.2 million protein sequences were 
processed for sequence similarity scoring. Because of the 
massive volume of the data, LANL high performance com-
puting resource, Turquoise Linux Cluster (TLC), was used to 
accelerate the data processing. 

To search for a set of human pathogen features from the 
new proteomic data obtained in the previous step, we 
developed a new feature selection algorithm (tentatively 
named Minimal Entropy Search Algorithm) to select a 
small subset of proteins (i.e., features) whose presence or 
absence most accurately predicts membership in the set of 
human pathogens, for example, to select a few dozens of 
features from a couple of million protein sequences (Figure 
1). The algorithm minimizes overall randomness of the 
similarity scores for each protein. Those protein sequences 
that show high probabilities to be present or absent in 
human pathogens were chosen as the features. 

We then developed a classification algorithm to math-
ematically and automatically separate the human and 
not-human pathogens using the selected features as 
inputs to the computational classifiers. Several classifiers 
are available for this application. In this study, we decided 
to adapt a cutting-edge classification technique called 
Support Vector Machines (SVMs). SVMs were introduced 
by Vapnik and his colleagues for solving two-class pattern 
recognition problem [1,2]. Three unique advantages make 
SVMs a must-try in classifications (Figure 2): 1) It provides 

a margin, instead of a strict line to separate two different 
classes; 2) It minimizes the possibility of over-fitting the 
training data and provides model stability for future appli-
cations; and 3) It uses kernels (transformations) to provide 
non-linear classifications for better classification accuracy. 

Figure 1. Conceptual scheme of a feature vector. A subset of 
protein sequences are extracted from a potential 2.2 million 
feature space. The presence of feature vector in a bacterium rep-
resents the membership of human pathogens.

Figure 2. The support vector machines. The figure illustrates 
the major benefits of SVMs, and non-linear transformation for 
pathogen classification. 

Using the Minimal Entropy Search algorithm we devel-
oped, we were able to select 50 protein sequences from 
a pool of 2.2 million. These 50 protein sequences form a 
feature vector (i.e., a group of features) whose presence or 
absence most accurately predicts membership in the set of 
human pathogens. With these 50 features and the support 
vector machine as the classifier [3], an 86% overall clas-
sification accuracy was achieved when separating human 
pathogens from the other bacteria. The classification 
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accuracy was validated using 5-fold cross validation, that is, 
the data set was divided into five subsets; each time, one 
of the subsets was held out as the test data and the rest 
was used as training data set. While further improvement 
of accuracy and understanding of the biological mecha-
nisms of these features is desirable, the 86% overall predic-
tion accuracy proves that it is feasible to use the method-
ology we have developed to select features to separate 
human pathogens from other bacterial microorganisms. 

This short term project proved a significant concept, that 
is, combining advanced bioinformatics, machining learning 
technology, and high performance computing power, it 
is feasible to automatically classify microbial organisms 
with specified criteria. Previous efforts have used machine 
learning techniques to infer the biological function of 
hypothetical proteins; however, this is the first attempt, 
to the best of our knowledge, to automatically classify all 
bacterial human pathogens from complete whole genome 
sequences, without using the known pathogenic markers. 

This project also provided a basic understanding for 
developing novel approaches to detect and characterize 
previously unknown microbes. Many current detection 
assay designs focus on the DNA or protein signatures in 
known pathogens. Our work is focused on developing the 
next generation of pathogen detection platforms: detec-
tion assays that will not rely on any known DNA signatures, 
but instead metagenomic sequencing and assembly of 
unknown samples, followed by an automatic protein 
sequence-based pathogen classification algorithm. Our 
method employs machine learning techniques to identify 
proteins that are both positively and negatively correlated 
with pathogenicity. It is a bottom-up, thorough and rapid 
approach, which has allowed us to generate promising 
preliminary results in a short period of time with a limited 
funding. This new approach can potentially provide a 
novel path for more effective pathogen early detection 
and characterization, and therefore enhance the current 
capability to protect the population from natural, emerging 
and engineered pathogens. This project leads to a new 
research redirection to develop direct means for bacterial 
pathogen characterization, and a technical ground for a 
new area of pathogen detection research and technology 
development. 

We intend to continue to refine the feature selection 
process, further improve the prediction accuracy, and 
explore the application of this technology to characterize 
other pathogenic entities such as viruses. Our method 
establishes a general framework for answering genome-
based classification questions, and may allow us to classify 
genomes by categories that are relevant to different 

national health security needs, including plant pathoge-
nicity, antibiotic resistance and genetic engineering of 
microbial organisms. It is also important to understand the 
mechanisms of why some seemingly basic, non-virulence 
related proteins are selected as classification features. 
These studies can potentially provide a new approach to 
substantially advance our biothreat detection capability. 
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Introduction

The research goals of this LDRD will be achieved by 
implementing our best understanding of neural compu-
tational primitives - the underlying mechanisms of the 
brain - on the fastest computers in the world. Unique to 
our project, all of this will be realized from a computer 
science/algorithmic perspective different from that of 
the older neural network researchers of the past. This 
research is cutting edge in the fact that it is focused on 
developing algorithms to synthesize network (graph) 
structures that compute in a manner similar to natu-
ral cortical networks. This research is high risk in that 
many solutions been proposed in the neural network 
paradigm of artificial intelligence research with modest 
results. However, even partial success will be significant 
for advancing brain understanding and inspiring new 
application algorithms, and substantial success would 
be revolutionary. Methods for large-scale graph storage 
and querying will be developed, methods for multi-re-
lational (semantic) network analysis will be developed, 
and methods for encoding computational processes 
within a graph structure will be developed.

Benefit to National Security Missions

Nuclear nonproliferation and energy security are all 
challenged by massive volumes of heterogeneous data 
that overwhelm human analysis. The same is true 
across the DoD and homeland security missions. Suc-
cess will advance the areas of complex systems, distrib-
uted sensing in natural and social environments, and 
information science and technology.

Progress

There have been eight publications [1-8] with respect 
to this LDRD project. Here we highlight briefly several 
off these results. References [3, 5] provide the techni-
cal mechanisms by which multi-relational (semantic) 
networks can be traversed in a “meaningful” way. In 
short, the random walk algorithms of single-relational 
networks have been generalized to support the graph 
structure being studied in this LDRD project.

In addition there have been several other papers that 
are currently in peer-review with respect to this project 
or have recently appeared. Reference [7] is concerned 
with identifying redundant informational structures 
in the cortical tissue of mice. With respect to a multi-
relational (semantic) modeling of this phenomena, 
creating/identifying redundant computing graph pat-
terns will prove promising. This is analogous to identi-
fying when two pieces of software perform the same 
operation (similar to a commuting diagram in category 
theory). How these redundant structures are identified 
can be accomplished through the formalisms presented 
in [1,5,8] where algebraic structures are presented that 
can be used to determine (algebraically) when two 
paths through a multi-relational (semantic) network are 
the ‘same.’ That is, while two paths may appear differ-
ent, they may in fact, through the axioms of the alge-
bra, represent the same information.

Future directions include the further development of 
the algebra described in Reference [8] for constructing 
and analyzing complex, multi-relational networks. The 
benefit of this direction is that a formal mathematical 
system exists for identifying isomorphic (structure pre-
serving) mappings between different graph patterns. 
With respect to patterns that “compute”, finding redun-
dant computing patterns (or patterns of computing that 
are the same at a higher level) will prove exciting and 
useful. Furthermore, a greater understanding of the 
theory of categories and abstract algebra will aid in this 
research push. For this reason, resources are currently 
being allocated to learning the appropriate branches 
of mathematics that will yield the greatest return on 
investment.

Future Work

In a 2001 Scientific America article, Tim Berners-Lee 
(the inventor of the World Wide Web) defined the 
Semantic Web as “an extension of the current web in 
which information is given well-defined meaning, better 
enabling computers and people to work in coopera-
tion.” However, the Semantic Web is more general than 
this application-specific definition as it is a general-

Towards Human Level Artificial Intelligence: A Cortically Inspired Semantic 
Network Approach to Information Processing and Storage
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modeling substrate that can be used to model many types 
of system—conceptual, physical, virtual, etc. This point was 
made salient in Dr. Rodriguez’s doctoral thesis where he 
developed a new theory for embedding general-purpose 
computers within this distributed network substrate. Pre-
vious to this conceptual advance, the Semantic Web was 
solely considered a space where the structure of the world 
could be modeled, not its process.

One of the “hard” problems of modern neuroscience is 
specifying how the human neocortex computes at the vari-
ous levels of abstraction (i.e. molecular, cellular, network, 
etc.). While seemingly a difficult problem, our hypothesis 
is that the cortical algorithm is not difficult to understand 
and, ultimately, simulate for the purpose of yielding cor-
tical-based artificial intelligence. It is the area of “cortical 
computing” that Dr. Rodriguez will tackle during his Post-
doctoral work at the Los Alamos National Laboratory. This 
research goal will be achieved through the abstraction and 
implementation and integration of neural computational 
primitives proposed in the neuroscience literature. How-
ever, given his area of expertise, all of this will be realized 
from a computer science/algorithmic perspective different 
from that of the older neural network researchers of the 
past or of explicit simulations of neurons and synapses. 
Working with others at the CNLS, experiments will be con-
ducted with both designed and self-organized large-scale, 
cortically inspired networks that actively learn patterns in 
temporally and spatially changing signals and apply them 
to modern day large-scale graph substrates such as the 
Semantic Web.

Conclusion

This research aims at creating a new generation of synthet-
ic computational systems capable of open-ended artificial 
learning and prediction such that eventually, large-scale 
artificial cortical networks may match and surpass the rea-
soning abilities of the human brain. Other expected results 
include formal methods (both computational and alge-
braic) for analyzing and creating multi-relational (semantic) 
graph structures, methods for storing and querying large-
scale graph structures, and methods for creating computa-
tional primitives that can be represented as a graph.
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Introduction

Life is uncertain, and the future often unfolds not ac-
cording to a predetermined path, but in unpredictable 
directions. These wanderings are called “stochastic pro-
cesses”, and although they have an element of chance, 
their unfolding can be described mathematically by the 
effects of one or more random variables. Such stochas-
tic processes are a cornerstone of a variety of subjects, 
from statistical physics to control theory. Lately they are 
becoming more and more prominent in systems biol-
ogy as well, where they describe biochemical reactions, 
genetic evolution, or host-pathogen interactions. The 
most common tool to describe stochastic events has 
always been the master equation. Contrary to its simple 
name, the master equation is, in fact, a system of infi-
nitely many ordinary differential equations, and hence 
it is very difficult to solve.

In his preceding work, Dr. Munsky has suggested a way 
of truncating the size of the master equation system by 
inventing the Finite State Projection (FSP) algorithm, 
which automatically selects which of the equations in 
the system need to be preserved, and which need to be 
ignored. The method is having a large impact already.

Still, a big hurdle remains: in many biochemical systems, 
the number of participating chemical species is huge, 
often many millions or more. This makes the master 
equation becomes even more complex: it is now a very 
large system of infinite systems of ordinary differential 
equations. In these situations, the FSP algorithm can-
not achieve the required computational simplifications 
anymore. The goal of this project, therefore, is to make 
the FSP approach work even in these extremely compli-
cated cases by developing a method for selection of the 
“relevant” degrees of freedom using control theory and 
information theory techniques.

Benefit to National Security Missions

This project will support the DOE mission in Threat Re-
duction and Basic Science. The stochastic analysis tools 
will impact myriad fields in science, medicine, and in-
dustry. Stochastic models are used in projects through-

Finite State Projection for Accurate Solution of the Master Equation
Ilya Mark Nemenman

20080730PRD2

out LANL and DOE: genomics, fluid dynamics models, 
global climate dynamics, social interaction and epide-
miological models, and material science models.

Progress

Dr. Munsky started his appointment at LANL in July 
2008. Over the three months of this newly initiated 
project, he has completed a publication of his prior 
work [1], which deals with calculations of escape rates 
for multistable kinetic systems using the FSP method. 
He has also had a paper accepted [2] at the IEEE Con-
ference on Decision and Control, a premier conference 
in the field, which deals the identifiability of stochastic 
kinetic systems. 

Future Work

With the PI of the project, Dr. Nemenman, and addition-
al LANL collaborators, Drs. Hengartner, Bel, and Sinitsyn, 
Dr. Munsky has noticed that stochastic properties of 
large biochemical kinetic systems exhibit curious univer-
sal behavior, which can be characterized by just a hand-
ful of parameters. If confirmed, this observation can lead 
to a solution to the main question posed in this research 
project by identifying a small number of relevant charac-
teristics of a kinetic system, and thereby suggesting FSP-
based methods for fast, reliable, low-dimensional and 
low-parameter methods for simulations of such systems. 
It is expected that the next year of the research will re-
volve around analyzing this intriguing possibility.

Conclusion

In this research, Dr. Munsky is extending the FSP ap-
proach to efficiently and accurately handle a vast range 
of complex stochastic systems that cannot be analyzed 
with any existing approach. New algorithms developed 
here would allow computational analysis of diverse 
biological systems, from models of genetic interactions 
in cancer development, to understanding the spreads 
of epidemics. In addition to practical utility, the work is 
bound to uncover the beautiful mathematical structure 
behind dynamics of stochastic kinetic networks, which 
is of interest on its own.
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Introduction

In many areas of science, from computer science and 
information theory to engineering and statistical phys-
ics, as well as in biology or social sciences, optimization 
problems are widespread and important. Optimization 
typically involves a large number of variables, e.g. parti-
cles, agents, cells or nodes, and a cost function depend-
ing on these variables, such as energy, measure of risk 
or expenses. Optimization problems which belong to 
the so-called NP-complete class are particularly difficult, 
it is believed that the number of operations required to 
minimize the cost function is in the most difficult cases 
exponential in the system size. However, even in an 
NP-complete problem the practically arising instances 
might, in fact, be easy to solve.

In this project we will address the following fundamen-
tal questions which concern general combinatorial op-
timization setting: How to recognize if an NP-complete 
problem is typically hard and what are main reasons 
for this? How to find an approximate solution of a hard 
problem? Answering these questions is crucial for de-
veloping new efficient algorithms for hard problems, 
and it is also relevant for designing secure cryptograph-
ic systems. Another comprehensive question addressed 
in this project is: How to correct errors when informa-
tion is sent via a noisy communication channel? Spe-
cifically, we will aim to develop virtually non-existent 
theory of nonlinear codes based on the recent progress 
achieved in related discipline of combinatorial optimiza-
tion.

Benefit to National Security Missions

Our goal is to use statistical physics models to predict, 
understand and improve communication mechanisms. 
Our methods will enable communication protocols re-
quired to work with yet unseen amounts of data.  This 
project will support DOE mission in National Security by 
enhancing understanding of new principles for Informa-
tion Communication and Storage.

Statistical Physics of Optimization
Michael Chertkov

20080787PRD3

Progress

The Postdoc was hired on September 2, 2008. During 
the first month she made progress on two specific prob-
lems --- first the learning of flow parameters based on 
particle tracking, and second the study of the analysis of 
planted ensemble of constraint satisfaction problems.

The problem of particle tracking consists of inferring pa-
rameters of the system, such as the diffusion constant, 
based on two consecutive photographs of the system of 
moving particles. It was previously realized in LANL that 
the belief propagation algorithm approximates very 
precisely the desired quantities. We developed an ex-
actly solvable model of this problem in which the belief 
propagation algorithm is exact and compared quantita-
tively the performance of the algorithm on this model 
and on the data generated in a realistic way. The results 
are very promising.  And presently we aim to apply our 
method to real experimental data.

Some important application of constraint satisfac-
tion problems, e.g. benchmarking or in cryptography, 
require instances which surely do have at least one so-
lution. A common way to generate such instances is to 
start with a solution and add only constraints which are 
not violated by this solution. This is called the planted 
ensemble. We studied the random planted ensemble 
and for a first time we quantified the region of param-
eters in which the problem is algorithmically hard if we 
do not reveal any information about the planted solu-
tion. We also found some interesting connections to the 
physics of structural glasses where the planted solution 
acts as the crystalline ordered state.

Future Work 

Optimization is fundamental in many areas of science, 
from computer science and information theory to engi-
neering and statistical physics, as well as to biology or 
social sciences. Optimization typically involves a large 
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number of variables, e.g. particles, agents, cells or nodes, 
and a cost function depending on these variables, such as 
energy, measure of risk or expenses.

In this project we will apply concepts from the statistical 
physics of disordered systems to problems of computer sci-
ence, information theory and artificial intelligence. Insights 
coming from models and methods of statistical physics will 
be fruitful in these domains and will bring novel predic-
tions, understanding and practical results. In particular, We 
plan to study error-correcting codes.  Linear codes are the 
best known codes achieving this task. The linearity of the 
codes is not needed a priori, but almost always assumed 
for simplicity. We will challenge this concept and consider 
nonlinear codes based on the locked constraint satisfaction 
problems mentioned above, as these may be significantly 
better than their linear counterparts. We also want to ad-
dress packet-based communication over the noisy Internet. 
To deal with realistic structured graphs and networks, We 
plan to combine mean field and perturbative techniques 
with loop calculus, a new theoretical framework developed 
recently. We also plan to extend our recent understand-
ing of static optimization problems to the analysis of more 
challenging dynamical problems that arise in adapting 
environments, by developing new dynamical models and 
techniques necessary to fully exploit the huge amount 
of data collected in modern molecular biology, social sci-
ences, etc. We intend to develop better inference models 
allowing for accurate learning of relevant parameters and 
rules in the data. This research will combine physics-based 
ideas with learning and inference methods from artificial 
intelligence.

Conclusion

We apply concepts from the statistical physics of disor-
dered systems to problems of computer science, infor-
mation theory and artificial intelligence. We study error-
correcting codes. We consider nonlinear codes based on 
the locked constraint satisfaction problems mentioned 
above, as these may be significantly better than their linear 
counterparts. We will address packet-based communica-
tion over the noisy Internet.  We combine mean field and 
perturbative techniques with loop calculus, a new theoreti-
cal framework developed at Los Alamos. We extend re-
cent understanding of static optimization problems to the 
analysis of more challenging dynamical problems that arise 
in adapting or competing environments.
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Abstract

In this project, the focus has been on the design and 
analysis of self-organizing wireless ad-hoc and sen-
sor networks. Due to lack of a centralized controller 
in these networks, they inherently need to have some 
self-organizing features. The sensor network environ-
ment is a highly dynamic (e.g., due to node failures, 
mobility of nodes, or time-varying nature of the wire-
less channels), and it is desirable that the network 
adapts to the topology changes and function properly 
even if some of the nodes themselves cannot function 
anymore.

Considering applications such as biological and chemi-
cal hazard detection, or assistance in evacuation of sur-
vivors, our objective has been to analyze and improve 
the behavior of self-organizing wireless networks in 
terms of certain desired performance metrics such as 
connectivity, energy efficiency, delay, security, longev-
ity, and event detection capability.

Background and Research Objectives

Wireless sensor networks have found various applica-
tion venues in environmental monitoring, health moni-
toring, and target tracking in hostile situations to name 
a few. Especially in the case of monitoring physically 
inaccessible or dangerous areas for humans to enter, 
such as wildfire tracking, glacier or volcano monitor-
ing, liveliness detection in emergencies or hazardous 
material tracking, the use of wireless sensor networks 
is expected to increase tremendously. Due to the inac-
cessibility of the geographical areas in these applica-
tions, the sensor nodes need to be either airdropped,d 
forming a static network, and/or deployed using mobile 
robots (which might be overlaid on top of a static net-
work). Optimizing the connectivity, coverage, energy, 
delay, security, longevity, and self-organization aspects 
of such wireless ad hoc and sensor networks is critical. 
Battery lifetime presents a major challenge to success, 
so it is essential that we optimize the performance of 
the network for a given consumption of energy.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project supports the DOE/NNSA missions in non-
proliferation, threat reduction (counter terrorism), and 
homeland security by enhancing our understanding of 
how to develop and use self-organizing wireless sensor 
networks towards these missions.

Scientific Approach and Accomplishments

Our research falls under two separate thrusts: First, we 
have introduced a routing protocol for efficient data 
dissemination. In this work, the focus has mainly been 
on the design and impact of mobility on the topology, 
connectivity, security, and event detection capability of 
wireless sensor networks. Secondly, we have introduced 
a novel stochastic communication scheme called BSTeR 
(read as “booster”), which stands for “Boost by Smart 
Transmit-power Random-variables”. BSTeR is a self-orga-
nizing scheme which breaks the coupling among many 
performance metrics (including energy, delay, longevity, 
etc.) for the first time in the literature. 

In what follows, we summarize the accomplishments 
under these two separate research thrusts. 

Impact of Mobility 

First, we proposed a topology-dependent mobility 
model to improve the connectivity of a static wireless 
network overlaid by a small-size mobile network. The 
model takes into account the degree of the nodes in the 
network and it is assumed that a mobile node moves 
toward higher degree nodes with a higher probability. 
We studied the performance of the model in the pres-
ence of node failures and it is shown that adding a few 
mobile nodes to the wireless network is very beneficial 
and the deployed network can continue to operate even 
with more than 30% node failure.

Next, we have investigated the impact of mobility on 
the security of a hybrid (i.e., static and mobile) and pure 
mobile wireless sensor network. With the emergence of 

Self-Organizing Wireless Ad-Hoc and Sensor Networks with Functional 
Guarantees
Sami Ayyorgun

20061624PRD4
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computer worms that can spread over air interfaces, wire-
less ad hoc and sensor networks can be vulnerable to node 
compromises even if the deployed network is not connect-
ed to the backbone. Depending on the physical topology 
of the wireless network, even a single infected node can 
compromise the whole network. We have shown that the 
epidemic spread threshold and size depend on the physical 
topology of the underlying wireless network as well as the 
mobility model employed by the infected mobile nodes. 
More specifically, our results show that in a fully-connect-
ed wireless network targeted attacks are more effective, 
whereas for a random topology random attacks can be 
sufficient to compromise the whole network.

Finally, we examined the impact of mobility on the event 
detection performance of wireless networks. If the event 
to be detected by the sensor network is of time-critical 
nature, the coverage of the network should be sufficiently 
high to be able to respond to the detected event in a timely 
manner; such as wildfire monitoring or liveliness detection 
under rubble in case of an earthquake, where the emer-
gency personnel work against the clock. In such cases, we 
have found out that using a mobile sensor network would 
be highly beneficial both in terms of event detection and 
utilization of the available system resources. To this end, 
we have proposed a coverage-based, cooperative mobil-
ity model to improve event coverage in wireless sensor 
networks without prior knowledge of the physical topology 
and by using only local topology information. An empirical 
study is conducted to test the performance of the proposed 
model, where a finite-duration, stationary (such as a live 
person under rubble) or mobile event (such as a moving 
target) is assumed to occur at a random location in the 
geographical area to be monitored.  It is shown that the 
coverage-based mobility model consistently results in a 
better performance than the other mobility models and the 
desired event detection probability can be achieved by the 
minimum number of nodes estimated by the analysis.

Self-organizing Stochastic Communications Paradigm

We have introduced a stochastic communication scheme 
called BSTeR (read as “booster”), which stands for “Boost 
by Smart Transmit-power Random-variables.” In this 
scheme, we have the transmit power of each node n be 
determined by a random variable Pn. These transmit-power 
random variables are independent, but their Probability 
Mass Functions (PMFs) are calculated intelligently so as 
to yield concurrent performance gains. More specifically, 
we formulated a set of Linear-Programming problems and 
solved them to calculated these PMFs.    We have shown 
that the BSTeR scheme provides significant performance 
gains concurrently over many metrics; including connec-
tivity, energy, delay, longevity, security, and energy-delay 
relation. No other protocol in the literature was able to 
achieve this.

We submitted an Invention Disclosure to the TT Division 
for this novel scheme being introduced. 

Towards developing the underpinnings of a proof-of-
concept design of the BSTeR scheme, we have developed a 
realistic power-model for the sensor nodes (TelosB) that we 
have in the testbed (that we have built). We had conducted 
experiments which have validated the model. One interest-
ing observation that we have verified is that the energy con-
sumption (not the radiated energy but instead the energy 
consumed by the electronics) varies as dgamma where gamma 
is not necessarily greater than 2 (where d is the distance 
between the transmitter and receiver). This is due to the 
amplifier nonlinearities at the nodes. This observation has 
pointed out a failure in conventional thinking regarding the 
energy-distance relation that is ubiquitous in the literature. 

Towards developing the underpinnings of a proof-of-
concept design of the BSTeR scheme, we have developed 
a highly energy-efficient sleep-wakeup algorithm (called 
PowerNap) for controlling the on/off status of all the 
transmitter-receiver pairs. We have proved that PowerNap 
is self-stabilizing, in that the protocol is resilient to packet 
losses in recovering its state-space. We had implemented 
this protocol on the testbed (that we have built). Our results 
indicate that PowerNap’s performance is about 90% close to 
the theoretical limit of sleep-wakeup efficiency. 

Using Markov chains, we had calculated the probability that 
a node would be involved in communications in the BSTeR 
scheme. However, incorporating these probabilities for com-
ing up with more efficient dynamic load-balancing schemes 
(in the form of LP optimization) has proved to be difficult.

We had presented the BSTeR scheme in the Plenary Ses-
sion of the IEEE International Conference on Mobile Ad-
hoc and Sensor Systems (MASS) in 9/29--10/2 in Atlanta 
(GA), which has been nominated for the best-paper award. 
The presentation is very well received, resulting many in-
vited technical talks (e.g. from Telcordia, NASA JPL, et.c) 
and further inquiries (e.g. from IBM Zurich) about this self-
organizing communication scheme.

Should further funding become available, we would inves-
tigate the following:

Incorporate link unreliabilities into the network model, • 
and find efficient transmit-power random variables for 
the BSTeR scheme.

Incorporate the probability that any given node would • 
be involved in communication in BSTeR scheme, and 
find efficient transmit-power random variables for the 
BSTeR scheme.
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Demonstration of the overall system design for a cho-• 
sen specific application of interest, which would yield 
concurrent performance gains. 

In summary, this project has developed many algorithms 
that govern the desired, as well as the observed, charac-
teristics of man-made or natural self-organizing wireless 
networks. In particular, we have shown the impact of 
mobility on the performance of wireless sensor networks, 
which has provided great insight into fault-tolerant net-
work design. Secondly, our work on stochastic communica-
tion for wireless adhoc/sensor networks, namely the BSTeR 
scheme, has been received as signaling a paradigm in this 
field. This work has provided a seminal insight into design-
ing wireless adhoc/sensor networks by de-coupling the 
dependencies among many performance metrics for the 
first time in the literature. 
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Introduction

The discovery of solar and atmospheric neutrino oscil-
lations has opened new questions and opportunities 
at the intersection of nuclear and particle physics, as-
trophysics, and cosmology. A diverse experimental pro-
gram, supported by theory, aims to seek out the dark 
matter in the universe, elucidate the fundamental prop-
erties of neutrinos and their interactions with matter, 
the role they play in stellar evolution, and in ultimately 
shaping the universe we observe today. A major ef-
fort involves the design and construction of a detector 
capable of utilizing, interchangeably, targets of liquid 
argon and liquid neon. At the 360 kg scale this detector 
will serve in a competitive search for dark matter and 
seed the design of a massive (10 to 100 ton) detector 
capable to detect dark matter and, simultaneously, the 
low-energy neutrinos from the sun. The project also 
supports, in part, complementary research and devel-
opment for a detector in search of neutrinoless double 
beta decay and the antineutrino phase of the Mini-
BooNE program. A theoretical component to the proj-
ect provides computational support directly relevant to 
this experimental program as well as in interpreting the 
experimental data provided world-wide in the context 
of fundamental theories beyond the Standard Model

Benefit to National Security Missions

This project will support a DOE mission of the Office of 
Science to obtain a fundamental understanding of the 
universe through the elucidation of neutrino properties 
and the search for cosmological dark matter. The devel-
opment of novel and ultra-sensitive radiation detectors 
builds capabilities for new detectors for nuclear threat 
detection.

Progress

Significant progress has been made in the design and 
realization of the Mini-CLEAN detector. A conceptual 
design for the detector is complete, including a detailed 
background model indicating that the experiment can 
reach the desired level of sensitivity for a competitive 
direct dark matter search. 

Beyond the Neutrino Matrix
Andrew Hime

20070003DR

A full engineering design for the Mini-CLEAN detector 
is under completion and major procurements have be-
gun. A strong, international collaboration of ~75 people 
has been formed consisting of 15 institutions in the US 
and Canada, consisting of students, post-doctoral asso-
ciates, technicians, engineers and scientific staff at the 
level of ~35 FTE [~8 FTE at LANL].  A major milestone 
was met in FY08 with the completion of the engineer-
ing design, mechanical drawings, and failure mode 
analysis of the outer vacuum containment vessel for 
the Mini-CLEAN detector. This component of the detec-
tor was successfully sent out for bid and is now under 
fabrication.

The experiment has been approved for installation at 
SNOLAB and a technical and safety review is planned 
for early in the new calendar year. SNOLAB has agreed 
to contribute significant underground infrastructure to 
the project, including a large water shield, platform and 
overhead crane, and cleanroom. This allows the LANL 
team to focus its resources on the final design, engi-
neering, and procurement of the central detector that 
we aim to complete by the end of the project. In ad-
dition to the engineering program, LANL has also con-
structed a series of test-benches to measure and opti-
mize components of the optical modules central to the 
detector concept. The design of these optical modules 
is novel and we have begun to construct a dedicated 
prototype for testing at cryogenic temperatures be-
fore finalizing the design. In FY08, significant work was 
done to simplify the design of the acrylic light guides 
and photomultiplier tube coupling which maintains the 
prerequisite light yield for the detector but reduces en-
gineering complexity and, ultimately, cost.

Several complementary efforts have seen progress with 
respect to development for the Majorana neutrinoless 
double beta decay program. Our program, unique to 
LANL’s LANSCE facility, has seen measurements of criti-
cal (n, n`) gamma reactions on isotopes of lead, copper, 
and germanium that, hitherto missing from the nuclear 
data base, provide cross-section measurements critical 
to the development of ultra-sensitive searches for neu-
trinoless double beta decay experiments and of general 
interest to the “low-background” scientific community. 
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Several publications are underway or anticipated from 
this effort, including a new study at LANSCE’s “IceHouse” 
neutron beam to better quantify cosmogenic production of 
Ge-68. In addition, we constructed, and successfully oper-
ated, a dedicated detector to study alpha contamination 
on the surface of Ge detectors as well as a mechanical test 
cryostat, the so-called “canary-cage”, to test the mechani-
cal, thermal, and electronics design for the baseline Majo-
rana detector.

The MiniBooNE collaboration continued to record data in 
anti-neutrino mode. The “box” has been opened on the 
blind data set, the results from which will be announced 
before the end of this calendar year. A comparison be-
tween data from this phase and the previous neutrino 
phase is critical in determining whether or not the low-en-
ergy anomaly present in the neutrino data set is indicative 
of new physics. In this regard, a new method to search for 
CP and CPT violation by comparing neutrino data to anti-
neutrino data has been developed in collaboration with 
groups at Alabama and Florida. The accelerator neutrino 
team wrote a White Paper on a future OscSNS experiment 
at ORNL that could obtain the world’s best sensitivity to 
neutrino oscillations in the mass region above 0.1 eV2. In 
addition, a study was performed indicating that a new ex-
periment at FNAL, moving the present detector to a new 
location, would increase the neutrino event rate by about 
a factor of six relative to the present configuration, and 
could determine if Mini-BooNE’s low-energy excess is due 
to neutrino oscillations in only an additional year of data 
taking.

On the theory front work continued to study short-range 
correlations in nuclear double beta decay, comparing vari-
ous approaches to reduce uncertainties in the nuclear 
matrix element. Predictions were also made for the Mini-
BooNE results on the assumption of consistency with those 
from LSND and KARMEN and the possible existence of 
sterile neutrinos or CP violation. These studies confirm that 
the MiniBooNE results might reflect the existence of new 
physics. We find that, within these models, it is possible to 
reconcile Mini-BooNE/LSND with KARMEN or the solar/at-
mospheric neutrino results, but not with both. Additional 
investigations were made of coherent neutrino oscillations 
in supernovae, indicating the important role that neutrino-
neutrino interactions can play. Additional investigations of 
the effects of supernova neutrino density and the expected 
signal in terrestrial detectors could have impact on plan-
ning for future neutrino detectors.

Following a mid-term review of this LDRD project, we re-
ceived valuable endorsement for the project and guidance 
from the review panel with respect to focusing the final 
year of the project towards the successful construction of 
the Mini-CLEAN detector whilst maintaining a pertinent 
theory component and coming to a natural closure of the 

Mini-BooNE program in FY09. In addition, collaborators 
on this project submitted a new FY09 proposal that would 
be dedicated to the double beta program at LANL. This 
proposal was positively endorsed and funded in the com-
petitive peer reviewed LDRD process. In FY09 we intend to 
redirect resources to bolster the dark matter program and 
to facilitate major procurements towards the construction 
of the Mini-CLEAN detector.

Future Work

The technical program for the direct detection of dark 
matter focuses on a detailed engineering design for the 
Mini-CLEAN detector in parallel with detailed Monte 
Carlo simulations, test-benches and prototyping at the 
Laboratory to optimize this design with respect to scientific 
reach. With the outer vacuum/containment vessel now 
under fabrication, we will finalize the technical drawings 
for the inner vessel (IV) and optical cassettes central to the 
Mini-CLEAN detector. Coming to closure on the IV design 
and mechanical drawings are critical elements to ensure 
that procurement of these items can be made in FY09, as 
are the completion of R&D tests for the optical cassettes, 
and finalization of their engineering and mechanical 
drawings. A major goal for FY09 will be sending out the IV 
and optical cassette design for bid and fabrication. Major 
procurements will also be made in FY09 to complete 
fabrication and testing of the PMT array, electronics & DAQ 
systems, vacuum and purification systems for the Mini-
CLEAN detector.

 Analysis of antineutrino data from the MiniBooNE 
experiment to test the LSND evidence for neutrino 
oscillations is now completed and complemented by 
theoretical calculations of neutrino cross-sections relevant 
to MiniBooNE. This information will be used to mark out 
the most productive path to understanding the low-energy 
anomaly uncovered by the Mini-BooNE data.

Fundamental theory efforts consider neutrino mixing in a 
model constrained by the experimental data, illuminating 
further questions of quark-lepton and family symmetry 
that are essential to further progress towards the long-
sought goal of the grand unification of all forces. We are 
seeking a relation between neutrino mass, dark matter and 
dark energy as a function of time in the expansion of the 
Universe.

Conclusion

Data from the antineutrino phase of MiniBooNE has been 
obtained and analyzed.  Comparison of these results to 
those previously obtained from the neutrino will be critical 
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in assessing the origin, and future steps, to understanding 
the low-energy excess observed in MiniBooNE.

Significant progress was made in the development of the 
Majorana project and a new FY09 LDRD-DR was awarded 
for a dedicated double beta decay program at LANL. This 
new grant bolsters the future of this program at LANL and 
allows critical funds to be redirected to the design and con-
struction of the Mini-CLEAN detector through this existing 
project in FY09. We will face an ambitious schedule in FY09 
to ensure completion of the engineering design, mechani-
cal drawings, and procurement of all major subsystems for 
the Mini-CLEAN detector.

A highly complementary theory component  continues to 
lend support to the experimental neutrino program and 
fundamental insight into understanding the plethora of 
data in the context of theories within and beyond the stan-
dard model.
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The project focuses on the characterization of dark 
energy as derived from the large-scale distribution of 
galaxies in the Universe. In particular, it uses weak lens-
ing, baryon acoustic oscillations, and clusters of galaxies 
measurements as probes of dark energy. In order to 
use these three probes very accurate high-performance 
simulations have to be carried out. A major thrust of 
this project is the development of a framework to com-
bine a small number of very costly and very accurate 
cosmological simulations with observations of these 
three probes and to derive constraints on dark energy 
from this. The first – highly non-trivial – step is to show 
that the required accuracy level of 1% can be obtained 
in these simulations, then a suite of simulations has 
to be carried out which will lead finally to the desired 
constraints on dark energy. The project builds on Los 
Alamos strengths in three areas to achieve these goals: 
high-performance computing, verification & validation, 
and quantification of margins and uncertainties. During 
the first two years of the project the first two tasks have 
been successfully completed and the framework to 
combine data and simulations has been demonstrated 
to work with simulated data. During the last year the 
focus of the project will be on the combined data analy-
sis.

Benefit to National Security Missions

This project addresses two top Office of Science priori-
ties: dark energy and supercomputing. This project 
targets robust knowledge extraction from large datasets 
using a combination of simulations and sophisticated 
data analysis, relevant to Quantification of Margins & 
Uncertainties for the weapons program. Our supercom-
puting supports techniques relevant to threat reduc-
tion.

Progress

We have made significant progress in demonstrating 
that we can measure the dark matter power spectrum 
from our simulations at the 1% accuracy level out to 
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wavenumbers k ~ 1h/Mpc. The power spectrum (and 
the related correlation function) is the most impor-
tant cosmological statistic to learn about dark energy 
from baryon acoustic oscillations and weak lensing. Its 
precise prediction over a range of cosmologies is a cor-
nerstone for the success of large-scale structure based 
probes of dark energy.

In order to show that the required accuracy has been 
attained, we proceeded in three steps. (i) A major code 
comparison study was carried out, the Cosmic Code 
Comparison Project.  This project led to an invited 
paper for the inaugural issue of a new journal Com-
putational Science and Discovery [1]. As part of the 
verification and data analysis work, new tools were 
implemented into ParaView, a visualization tool in part 
developed at Los Alamos. The broader goal of this part 
of the effort is to develop a general analysis framework 
which is able to cope with very large cosmological 
simulations in efficient ways.  In addition, two more 
visualization papers were published [2,3]; we have re-
ceived an invitation for a contribution to a special edi-
tion of IEEE Computer Graphics and Applications [4]; 
and two more papers are in preparation.  (ii) We carried 
out a comprehensive cosmological initial condition 
verification program. One major result here was that 
the formation of structures will be suppressed if the 
simulation is started at too low a redshift [5]. (iii) After 
performing a set of final tests we started to carry out a 
large suite of cosmological dark matter simulations. This 
suite encompasses 32 cosmological models (the model 
selection is based upon our new cosmic calibration 
framework) and 21 realizations for each model; result-
ing in 672 simulations.  This suite of simulations will be 
immensely valuable for a large number of projects. It 
has been completed recently and is currently analyzed. 

An additional major component of the project is the 
development of a new simulation code that can take 
advantage of emerging hybrid architectures such as 
Roadrunner, the new supercomputer at Los Alamos. 
The code is under test right now. Due to this work a 
new LDRD project has been initiated.
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Significant progress was made in the area of determining 
the mass function of dark matter halos. We studied the 
connection between different dark matter halo definitions. 
This project is extremely important to overcome problems 
in connecting observations of clusters of galaxies to simula-
tions [6].

An observational component of our project deals with a 
special sub-population  of groups of galaxies, the so-called 
fossil groups. So far only 15 fossil groups have been de-
tected. We have discovered two new fossil groups and a 
system that might be in the pre-fossil group stage, lead-
ing to a publication [7]. A second paper on fossil groups is 
nearing completion. Several new fossil groups have been 
identified in the 400d survey. This new sample allows a 
controlled study of fossil groups in the optical and x-ray. 
Another observational component of the project deals 
with constraining dark energy from clusters of galaxies. 
One paper is currently under review [8], two more are in 
preparation. A theoretical study related to cluster masses 
has revealed important new insights on the normalization 
of the power spectrum [9].

Based on the cosmic calibration framework, which is being 
developed as part of this project [10], we have investigat-
ing questions about efficient covariance calculations [11]. 
In a different area, we are working with researchers from 
the University of Chicago and Simon Fraser University on 
determining reliable photometric redshifts for upcoming 
surveys such as the Dark Energy Survey and the Large Syn-
optic Survey Telescope. Such an effort is crucial for the suc-
cess of these missions. 

As a supplementary part of this project, cosmological 
shocks in adaptive mesh refinement simulations and the 
acceleration of cosmic rays have been investigated and 
a paper on the results has been accepted for publication 
[12].

Future Work

We will investigate the nature of dark energy by studying 
1) the expansion history of the Universe, and 2) the evolu-
tion of structure in the Universe. Structure in the Universe 
forms by gravity-driven amplification of primordial density 
fluctuations, leading to the complex distribution of mass as 
traced by the distribution of galaxies, the cosmic web. The 
intrinsic geometry of the web defined by dark matter and 
galaxies, and the properties and evolution of its structural 
components, such as galaxy clusters, are the twin informa-
tion reservoirs for dark energy. They provide data on the 
evolution history of the Universe and the growth rate of 
structure formation, essential for distinguishing dark en-
ergy from modified gravity. The key to optimally and ro-
bustly extracting the encoded information is an integrated 
theory, simulation, and analysis program that puts the 

available observational datasets to full use.  In this proj-
ect we target baryon acoustic oscillations, galaxy clusters, 
and gravitational lensing as the prime data sources. The 
complementary nature of these probes provides essen-
tial cross-checks on the results obtained. These structure 
formation-based methods are sensitive in different ways 
to the dark energy equation of state and modifications of 
gravity. We will perform state-of-the-art high-performance 
simulations specifically targeted at these three probes and 
investigate and identify possible systematic problems. This 
is crucial for the design of next-generation dark energy 
observational missions.  The theoretical component of the 
proposal lies in parameterizing and proposing new dark 
energy models and predictions for modified gravity, the 
simulation component in taking these models and generat-
ing predictions to compare to observational data, and the 
analysis program in developing the tools necessary for this 
essential last step. Two crucial components of the project 
are statistical analysis and visualization, where we dramati-
cally impact and extend the frontier in combining informa-
tion from large datasets and expensive simulations.

Conclusion

Less than ten years have passed since the astonishing dis-
covery of a mysterious agent driving an accelerated expan-
sion of the Universe. This discovery has been hailed as the 
harbinger of a revolution in fundamental physics. Why is 
there so much excitement? Simply because no fundamen-
tal understanding exists. Cosmic acceleration demands 
completely new physics and challenges basic notions of 
quantum theory and general relativity.  We will advance 
our understanding of dark energy with a powerful integrat-
ed approach which combines data, sophisticated theory, 
and world-leading simulations. We will precisely character-
ize dark energy and determine whether general relativity 
needs modification on cosmological scales.
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This project aims to extend the scientific understand-
ing in relativistic laser-matter interactions to develop 
a revolutionary class of ion beams, driven by high-
energy short-pulse lasers. Specifically, we intend to 
demonstrate efficient conversion of laser energy into 
ion beams. Based on encouraging initial simulation re-
sults, we hope to gain the understanding and control 
required to produce nearly monoenergetic ion beams, 
with the ability to control the ion energy over a range 
of up to hundreds of MeV/nucleon. This project is at 
the cutting edge of relativistic laser-matter interactions, 
plasma physics, massive multi-scale simulations and ad-
vanced accelerator development. This project also has 
the secondary goals of optimizing beam performance 
and assessing the suitability of these beams for two 
missions:  a high-power C-ion beam in the 30-40 MeV/
nucleon range, the energy suitable for fast ignition, 
and; a high-energy C-ion beam of >100 MeV/nucleon, 
as required for cancer therapy.  We pursue these goals 
by means of a research program that integrates theory, 
modeling, laser development and experiments. The 
modeling is done primarily with the VPIC code running 
in the LANL Roadrunner supercomputer architecture [1, 
2]. The experiments are done on the LANL Trident laser, 
one of the premier intermediate scale HEDP facilities in 
the world. In order to exploit these novel acceleration 
mechanisms, ultrathin targets (30 nm) and laser pulses 
with unprecedented contrast (about 1010) must be 
used. This is because stronger prepulses would destroy 
such thin targets prior to the arrival of the main pulse 
that drives the ion acceleration. As part of this project, 
a new and elegant pulse cleaning scheme to achieve 
the required contrast has been invented at LANL and 
fully implemented on Trident [3]. That makes Trident 
the high-energy laser system with the cleanest short-
pulse in the world right now, and the only one capable 
of shooting targets in the range of 100 nm down to 3 
nm, as demonstrated experimentally. Diamond-like C 
films (in thicknesses ranging from 3 – 60 nm) have been 
successfully fabricated and fielded as laser targets on 
Trident experiments. A large suite of massive simula-
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tions (some already completed) is used to guide the 
experimental work. Initial experimental campaigns have 
been deployed on Trident in FY08, where C-ion energies 
of up to 400 MeV have been observed. A more defini-
tive experimental exploration of the scheme and valida-
tion of our understanding and modeling are planned for 
FY09.

Benefit to National Security Missions

Laser-matter interactions are important to the DOE Sci-
ence mission.  Energetic-ion interactions with dense 
plasmas are an important problem in High Energy 
Density Physics, supporting the Science and Nuclear-
Weapons missions. Energetic ions might enable the 
“fast ignition” scheme on the National Ignition Facility, 
which impacts the Energy and Weapons missions of the 
DOE. Highly compact accelerators could provide new 
means to probe for nuclear materials, with benefit to 
nuclear nonproliferation and counter-nuclear smuggling 
(homeland security).

Progress

At the end of FY08 (two-thirds into the project dura-
tion), this project can list significant accomplishments.

There has been significant progress in scoping out • 
advanced acceleration mechanisms (the originally 
conceived one, and a new candidate), with C as the 
chosen ion species, using a large number of mas-
sive, state-of-the-art simulations with the VPIC code 
in 1, 2 and 3D [2]. A typical VPIC 3D simulation fea-
tures solid-density targets, using 14 billion cells and 
21 billion particles, performed with 4096 processors 
on the base (un-accelerated) system of Roadrunner.

There has been significant progress in understand-• 
ing theoretically the physics operative in the Break-
Out Afterburner (BOA) novel acceleration mecha-
nism [4]. BOA requires a thin target (in the tens of 
nm range), and a laser intensity that is sufficiently 
high (> 1020 W/cm2).  Under those conditions, after 
an initial phase of the more familiar target-sheath 
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normal acceleration (TNSA) based on the electrostatic 
field from laser-driven charge separation, BOA sets 
in. The laser penetrates and heats the bulk of the thin 
targets, also aided by the effect known as relativistic 
transparency (the plasma frequency decreases when 
the electrons are relativistic). As the result, the laser 
ponderomotive force both heats the electrons volu-
metrically and imparts on them a large directed veloc-
ity, relative to the ions. That condition leads to a very 
fast growing instability, known as the Buneman insta-
bility, which transfers energy from the electron drift to 
the ions, resulting in dramatic ion acceleration. Initially, 
the ion gains energy as a nearly monoenergetic beam. 
As seen in simulations, if the laser pulse continues long 
enough, the ions continue to gain energy, but the ener-
gy distribution spreads due to spatial spreading of the 
electrons and other effects. As we gain more under-
standing, we are learning that the ion energy and the 
beam energy distribution depend on many parameters 
in ways that we do not fully understand yet: target 
thickness, laser pulse duration, temporal and spatial 
shape of the laser pulse, and laser intensity. The bet-
ter understanding required to optimize properly both 
ion energy and energy spread, remains as the main 
scientific thrust in the remainder of this project. Due to 
the ultra-thin targets required, and thus the ultra-high 
laser-pulse contrast required, Trident is the only laser 
in the world where BOA can be studied.

We have also begun exploring other concepts that • 
promise high-energy ion beams, especially the so-
called Radiation Pressure Acceleration (RPA) [5]. This 
scheme requires similar target thicknesses and in-
tensities as BOA, provided a circularly polarized laser 
pulse at nearly normal incidence is used. Contrary to 
a linearly polarized-beam, a circularly polarized beam 
mostly pushes the electrons longitudinally, rather than 
heating them. The ponderomotive push is so strong 
that the electron population gets pushed ahead of the 
ions, creating a huge charge- separation electric field. 
If the laser continues to drive the plasma, that field 
can accelerate the ions to ∼ GeV and beyond. We have 
implemented a circularly polarized beam on Trident, 
where, again, due to the small target thickness and 
thus the high pulse contrast required, it is the only la-
ser where RPA can be studied presently. A number of 
VPIC simulations have indicated the quantitative re-
quirements for the process to work, and initial experi-
ments on Trident have been conducted.

We have obtained and fielded on Trident the ultra-thin • 
(3 – 60 nm) diamond-like C foils required by these ad-
vanced ion-acceleration schemes. These targets have 
been fabricated, characterized and provided to us by 
our collaborators at the Ludwig Maximilians Univer-
sität (LMU) in Munich. The fabrication method is based 

on vapor deposition. We have also endorsed an SBIR 
proposal by Applied Diamond Inc., which would cre-
ate a domestic industrial supplier of these thin films 
in the US. Moreover, we have also located a source of 
similarly thin graphitic C films, sold by the TRIUMF ac-
celerator group in Canada. The project PI has actually 
seen and manipulated sample foils fabricated by that 
group. 

We have devised an elegant scheme to reach the laser-• 
pulse contrast ratio (> 1010 ) required to shoot such 
targets, named SPOPA (Short Pulse Optical Parametric 
Amplification) [3]. This work is being patented and will 
be published subsequently. This accomplishment is 
critical, because when using thin targets, the prepulse 
associated with conventional laser technology would 
destroy the target much before the high-intensity part 
of the pulse arrives. This scheme has been implement-
ed on Trident, and its ability to drive ion beams suc-
cessfully, at full laser energy, has been demonstrated 
on C targets as thin as 3 nm. There is no instrument yet 
that is capable of measuring such high laser-pulse con-
trast, so we estimated the contrast by looking at the 
survivability of targets under low energy Trident puls-
es, as surrogates for prepulses in a full energy shot. We 
have tested both ps prepulses due to multiple reflec-
tions from optics in the amplifier chain, and amplified 
spontaneous emission (ASE) pedestals of order  ns, on 
which the main pulse sits. As a result of this study, we 
have bounded the “prepulse” level to less than < 5 × 
10-10 for ps prepulses, and  < 2 × 10-12 for ASE pedestal. 
This is an astonishing level of performance.

Prior to availability of fully amplified SPOPA pulse on • 
Trident, we have fielded successfully full system shots 
with thin targets at the 1010 contrast level, using 2 
plasma mirrors in sequence.  In spite of the known, 
relatively high energy losses with plasma mirrors, we 
believe we have delivered up to 40 J on target using 
this technique. The results are consistent with our ex-
pectations that the targets with thicknesses of 10 nm 
and above survive the pre-pulse hydrodynamic shock. 
C ions with energy of up to 200 MeV energies were 
observed, as shown in Figure 1, which shows the C-ion 
energy spectrum with 40 J laser energy on target, a 
thin (60 nm) DLC foil, (with C ion energies of up to 200 
MeV), compared to the C spectra from a thin C-layer 
on a Pd substrate (black squares) [6], and from a 5 mi-
cron DLC target (green rectangles).
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Figure 1. Carbon ion spectra from the Trident 0.5 ps laser pulse 
on a 50 nm diamond-like carbon (DLC) target. The black line is 
the prediction from a VPIC simulation, the red is the data. Note 
the much better performance compared to two other targets. 
One is a thin C film on a Pd foil [6], and the other is a 5-micron 
DLC target. The TNSA prediction for the maximum C energy is 75 
MeV, showing other processes are operative.

Once the fully amplified SPOPA pulse was available on • 
Trident, we fielded successfully full system shots with 
thin targets, using various target thicknesses, down to 
3 nm. Pulses of up to 90 J were delivered to these tar-
gets. Both proton and C beams were observed. C ions 
with energy of up to 400 MeV energies were observed 
in this initial attempt.

Circularly-polarized full energy short pulses have been • 
demonstrated on Trident, a key capability required to 
study the RPA ion-acceleration mechanism.

We have developed the concept of FI based on these • 
laser-driven ion beams. Using integrated calculations 
with the LASNEX code, we have designed an integrated 
FI proof of principle experiment to demonstrate mod-
est fusion gain, suitable for Omega EP or for NIF/ARC 
[7]. This design would work equally well with a variety 
of ion species. A collaboration with Prof. Honrubia and 
Dr. Temporal at the Univ. Politecnica de Madrid has 
extended our understanding of the requirements for 
ion-driven FI, just presented at the IAEA Fusion Confer-
ence in Geneva, October 2008. These results are sum-
marized in Figure 2 and 3. Figure 2 shows three specific 
target plasmas that could be ignited by a laser-driven 
ion beam. Figure 3 shows the minimum total energy of 
a C ion beam to ignite, as a function of ion energy. It is 
seen that the optimum ignitor-beam C-ion energy , for 
the realistic target calculated self consistently with the 

LASNEX hydrocode [8], lies at 35 MeV/nucleon, where 
a 12 kJ beam energy is required. These results are pre-
sented in the conference proceedings [9].

DDDD
SGSG

isochoricisochoric

Figure 2. Three DT fuel assemblies studied for Fast Ignition (FI): 
Left, ideal isochoric sphere at 500 g/cc; Middle, a super Gaussian 
(SG) profile; Right, a direct-drive implosion using 485 kJ of laser 
energy.

400 MeV400 MeV400 MeV

Figure 3. Minimum beam energy (kJ) necessary to ignite the 
various DT fuel assemblies shown in Figure 2, versus ion-energy 
per nucleon. The minimum is around 400 MeV for C ions.

TNSA-based proton acceleration remains important for • 
the community and as a viable candidate for FI, which 
only requires moderate energy protons. On that front, 
this project is delivering important, if unanticipated, 
results. Based on Trident experiments, we are devel-
oping a consistent picture of how proton acceleration 
performance can be improved by two main factors: 
better laser-pulse contrast and better target morphol-
ogy. Morphology improvements have been explored 
using novel targets featuring a cone & "pizza-top" ge-
ometry at the 30 TW level, which gives higher proton 
acceleration performance: higher conversion efficiency 
of the laser to the ion beam, and higher peak energy 
(> 30 MeV versus 20 MeV for flat foils) [10]. For a given 
laser energy, proton acceleration on Trident using flat 
foils often outperforms the results from other lasers, 
perhaps due to better pulse contrast. E.g., on a Trident 
shot (a 10micron Mo foil target, a laser energy on 
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target of 87 J, a pulse length of 660 fs [132 TW] and a 
laser intensity of 5x1019 W/cm2) a TNSA proton beam 
on Trident has been produced with a high-energy cut-
off just above 50 MeV. This comes close to the best 
performance of lasers worldwide. The mighty Nova PW 
laser, now decommissioned, achieved just 58 MeV at 
four times the energy and 6 times the intensity.

We have successfully demonstrated the manipulation • 
and focusing of laser-produced proton beams using 
miniature quadrupole magnetic lenses, provided to 
us by our collaborators at the Max Planck Quantum 
Optics & LMU in Munich. This was accomplished on 
experiments on Trident in the Fall of 2007 and on Z-
beamlet in December 2007 [11].

Future Work

This project has a primary motivation of developing a revo-
lutionary ion beam technology based on the “laser-plasma 
afterburner” concept.  This high-risk, high payoff goal de-
pends, of course, on whether the initial modeling turns out 
to be right, and whether the desired level of performance 
can be actually realized with the performance available 
on Trident. The scientific deliverable is a validated theory 
and modeling capability that allows us to ascertain what 
experimental conditions are needed to achieve the perfor-
mance desired. Specific questions involve how the various 
ion beam characteristics depend on laser and target pa-
rameters. 

Based on the accomplishments to date, we intend to de-
liver, by the end of this project, the validated theory and 
modeling necessary to guide us to our goals, by means of a 
research program that integrates theory, modeling and ex-
periments. The remaining broad tasks include: 1) perform 
the suite of simulations corresponding to the laser pulses 
that can be delivered by the improved Trident, to the 
DLC targets that have been developed. 2) Compare those 
simulations to the results from preliminary experiments 
in FY08. 3) If the agreement is not acceptable, understand 
the discrepancy and modify the models accordingly. Oth-
erwise, assuming good agreement, refine our theoretical 
models, to provide guidance on how to optimize perfor-
mance within the scope of the targets that we may be able 
to fabricate, and the available performance on Trident. 
4) Use that understanding to run specific simulations to 
design optimized experiments for FY09. 5) Field those ex-
periments and validate our theory and modeling capability.   
6) Use that validated predictive capability to specify what 
is necessary to reach the ion-beam parameters required 
by each of our three identified stakeholders: boost, FI and 
cancer therapy.

Conclusion

Our primary goal is to develop a revolutionary class of ion 
beams, driven by high-energy short-pulse lasers.  Specifi-
cally, we intend to validate our theoretical and compu-
tational models on relativistic laser-matter interactions, 
the best in the world, with experiments using the unique 
capabilities of the LANL Trident laser. That validated ca-
pability will be used to understand what laser and target 
parameters are necessary to demonstrate high-efficiency 
conversion of laser energy into nearly monoenergetic ion 
beams, and the simultaneous ability to control the ion en-
ergy over a range of up to hundreds of MeV/nucleon. We 
are well on our way to deliver the required understanding.  
A new scheme to produce ultra-high contrast laser pulses 
has been invented and implemented on Trident. The ultra-
thin targets in the range necessary for the BOA and RPA 
mechanisms have been produced and successfully fielded 
on Trident. Laser-driven C beams, with a high-energy cutoff 
of 400 MeV, have been already produced on Trident.
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Introduction

This project exploits the laser-like coherence of cold 
atom Bose-Einstein condensate (BEC) systems for 
developing a coherent optics technique that can image 
the fields and forces near surface structures.  The 
project also aims at exploring the exquisite sensitivity 
of BEC’s to external forces to observe and probe the 
quantum fluctuation-induced forces, Casimir-Polder 
forces, that are experienced by atoms near surfaces 
and sensitive to geometrical structures as well as to 
the material composition of the surface.  The coherent 
BEC optics technique could give an imaging method 
that has access to the ten nanometer scale resolution 
that is currently hard to handle with current surface 
miscroscopy techniques.  The Casimir-Polder forces play 
an important role in nanotechnology and are difficult to 
measure with non-trivial geometries.

The participants of this project focus on quantum 
fluctuations relevant to the near-surface physics that 
plays a crucial role in nanotechnology; they propose 
ultra-sensitive probes and explore limitations and 
realizations of such probes and they develop cold atom 
optics with Bose-Einstein condensates (BEC’s) for the 
demonstration and development of a novel surface 
microscopy.  The theoretical and experimental work 
has been organized around three closely related focal 
points: 1) near-surface quantum fluctuation physics, 
2) ultra-sensitive quantum probes, and 3) slow matter 
wave holography.  The coordination of theory and 
experiment and the interplay of multiple areas of 
expertise – surface, solid state and many-body physics, 
classical and quantum optics, as well as cold atom 
physics – is creating a unique, highly visible project that 
optimizes the advantages of the Los Alamos National 
Laboratory science environment.

Benefit to National Security Missions

This project supports the DOE mission in basic science 
by developing cold atom systems, of fundamental 
interest, into practical sensing and microscopy tech-
nologies, which can probe, condensed matter surfaces 
in novel length scales.  The results can enhance the 
LANL capabilities in material science and quantum infor-
mation. Advances in sensing have potential benefit to 
multiple missions, including homeland security, support 
to DoD, and nuclear nonproliferation.

Progress

In addition to developing a new capability that we 
suggest will be useful to the laboratory in the near 
future, the project is producing a number of scientific 
products: novel concepts for cold atom and quantum 
physics and tools for experimental, numerical and 
mathematical use.  Among the concepts, we cite the 
use of phase separated Bose-Einstein condensates 
(BEC’s) to create a high-sensitivity weak force probe, 
the development of a perturbation approach to calcu-
late Casimir forces (caused by quantum field vacuum 
fluctuations constrained by boundary conditions of 
the surface) for geometrical surface structures, the 
creation of macroscopic Schrodinger cat states in first-
order quantum phase transitions and the use of freely 
expanding BEC’s to image external potentials and fields 
holographically.  The tools that are being developed 
include a mathematical framework to understand the 
effects of quantum evolution in many-body systems and 
the development of an efficient non-linear Schrodinger 
equation solver to simulate BEC-dynamics. 

Dalvit and Da Rosa have developed methods to calcu-
late Casimir forces for atoms near geometrical surface 
structures – a corrugated surface in one case and a 
wedge in another. Mozyrsky has developed a general 
non-equilibrium Green function framework to account 
for the relaxation of the BEC near the surface as a 
function of systems. Timmermans showed that the tun-
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ability of trapping frequencies of trapped phase separated 
BEC’s can nearly cancel the buoyancy and trapping force 
experienced by a phase separated bubble immersed in an 
immiscible, larger trapped BEC. This device, a BEC-level 
(analogous to the spirit’-level device in building) yields 
a hypersensitive weak force detector.  Estimates of the 
experimental accuracies suggest a sensitivity that could 
allow Casimir force measurements as far away from the 
surface as 50 or 80 micron.  By superimposing a shallow 
double well-potential experienced by the bubble, one can 
also create a many-body Schrodinger cat state - a super-
position of two states in which the entire bubble resides 
either in one well or in the other well (surface tension 
could preclude states in which the bubble gets divided 
between both wells). Mozyrsky has shown that the zero 
temperature phase separation in mixtures of fermions and 
bosons, which is a first-order quantum phase transition, can 
spontaneously create many-body Schrodinger cat states in 
which the system can oscillate between a separated and 
non-separated phase. Cucchietti proposed and studied the 
detection of critical points of quantum phase transitions 
with a Loschmidt echo, taking advantage of the sensitivity 
of the systems near criticality.  The efficiency of quantum 
probes depends sensitively on quantum effects in its time 
evolution. Berman, partly in consultation with Dalvit and 
Timmermans, has developed a novel mathematical frame-
work for treating quantum effects in many-body dynamics. 

The experimental component of the project focused on 
matter wave holography and on applying the BEC oscillator 
technique to surfaces that modify the Casimir-Polder inter-
action.  In the second year of the project, the laboratory 
work was aimed towards a first demonstration of matter 
wave holography.  This experiment would record a slice of 
the interference pattern resulting from scattering a Bose-
Einstein condensate off a complex potential painted by a 
rapidly-rastered laser beam. Rather than work in 3D and 
image a slice of the interference pattern, we have decided 
to use a cylindrically-focused red-detuned laser beam to 
form a light sheet trap which confines all of the atoms to 
a horizontal plane.  We now have in place a sophisticated 
computer-controlled deflection system that allows us to 
create completely arbitrary 2D potentials on top of the light 
sheet that can serve as the scatterer.  Superimposed on the 
sheet is a tightly-focused red-detuned beam, which propa-
gates vertically, forming an “optical tweezer” (below left) 
within the light sheet.  The tweezer traps a few thousand 
condensate atoms.  The tweezer beam is controlled by 
our deflection system, so it can be rapidly switched from 
forming a single beam trap to painting a complex potential.  
Figure 1 illustrates this capability by showing measured and 
calculated interference patterns in the density of atoms 
that were initially contained in two, three of four potential 

wells painted by our technique, and were released when all 
trapping potentials were switched off. We can also switch 
off the tweezer beam only to allow the BEC to expand in 
the plane and then image (through the sheet) the fringes 
produced when the expanding condensate scatters off 
the painted potential.  The images below show observed 
and computed matter wave interference patterns for the 
expansion and overlap of two, three, and four tweezers 
respectively, demonstrating that our imaging system has 
sufficient resolution to resolve the interference fringes.  We 
have also been able actually create and manipulate con-
densates in time-averaged potentials with various shapes.  
This new result assures us that the system will also be able 
to make smooth and well-controlled potentials to serve as 
the first holographic imaging targets, the goal we are cur-
rently pursuing. In the other experimental thread, we have 
designed, in consultation with Dalvit and with our fabrica-
tion colleagues at Sandia National Laboratory, a patterned 
surface that can be placed inside the vacuum system near 
the BEC.  Fabrication of this chip was recently completed 
at Sandia.  Figure 2 shows one of the fabricated surfaces, 
characterized by Marilyn Hawley in MST-8.

Figure 1. Observed and Simulated interference patterns of falling 
Bose-Einstein condensates (BEC’s) initially trapped in two, three 
and four potential wells.  For the observed patterns shown in the 
upper images, the BECs were trapped by painted potentials.

Figure 2. Image of a surface structures fabricated at Sandia.  
Surfaces such as these will be used to measure the modification 
of the Casimir force experienced by atoms near geometrical 
structures.
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With thirteen publications in print, four of which appeared 
in Physical Review Letters, the project has had high-profile 
output during the first two years of its duration.  The vis-
ibility of the project has lead to eleven invited talks, half 
of which where delivered at international venues, mostly 
at high-profile workshops and conferences.  The project’s 
work has been featured the popular literature – Dalvit was 
asked to prepare a contribution to the Science and Tech-
nology Section of ‘the Economist’, and Timmermans’ work 
on phase separated BEC’s for weak force measurement 
was featured in Physics World and in the Virtual Journal of 
Nanoscale Science & Technology.   

Future Work

This project will exploit the exquisite sensitivity of cold 
atom Bose-Einstein condensates (BEC’s) to external forces 
and fields for the development of a new surface micros-
copy and surface probe.  The long-term aim towards which 
this project will work is the production of BEC-devices 
that sense weak forces as well as measure electric and 
magnetic fields near physical surfaces on length scales that 
are inaccessible to current surface technology. Specifically, 
the prospective BEC-technology promises the imaging 
of surface fields with a variable in-plane resolution that 
can be tens of nanometers, the measurement of all three 
vector components (in-plane as well as out-of-plane) of 
these fields, and the measurement of vacuum fluctuation 
forces near engineered surface structures with topologies 
or surface compositions relevant to nanotechnology.

To achieve these goals, we will proceed along two differ-
ent lines (a) for the slow matter wave holography work 
and (b) for the vacuum fluctuation force measurements.  
To achieve BEC-holography (a), we will first develop the 
theoretical description of slow matter holography, then 
test the description with simulations, which will also help 
with designing the first experiments that we will under-
take to demonstrate the holographic imaging technique, 
scattering the BEC from a well-defined laser-induced 
external potential.  A next step could be the imaging of 
an electric field near a `tip’, before proceeding with full 
surface measurements.  To measure the electromagnetic 
vacuum forces with a BEC-oscillator (b), we will design a 
highly stable optical/magnetic trap that brings the BEC 
close to the surface and gives the ability to accurately 
determine the BEC-distance from the surface.  While this 
trap is being constructed and tested, we will design and 
order the relevant surface structures from Sandia National 
Laboratory, as well as perform theoretical calculations to 
estimate the outcome of the measurements and help with 
the surface structure design.

Conclusion

This project is laying the groundwork for a novel surface 
technology that will complement existing surface micro-
scopes.  Bose-Einstein condensate (BEC) based holography 
will probe surfaces with an in-plane resolution on a novel 
magnification scale, ranging, for instance, from ten to a 
hundred nanometers, a magnification that is currently not 
generally available in surface microscopy, and will measure 
all three components of electric and magnetic fields.  The 
BEC pendulum will measure the electromagnetic vacuum 
fluctuation induced forces, which are weak on a micro-
scopic scale, but dominate at the sub-micron scale of 
current nanotechnology.
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Introduction

This project focuses on the most challenging and, argu-
ably, relevant class of many-body systems: systems that 
are intractable by brute force-methods because their 
physics depends intrinsically and crucially on the role of 
interactions and correlations and/or on the interplay of 
multiple length and/or time scales.  The list of problems 
that fall within this category -- turbulence in fluids, dis-
ordered systems, classical and quantum phase transi-
tions, quantum chromodynamics (in the high-energy 
limit), conventional and high temperature supercon-
ductivity -- illustrate their ubiquity in nature, their rel-
evance and the central role they have played in the de-
velopment of science.  The complexity that follows from 
the intertwining of scales and the nonlinearity that 
results from the inclusion of inter-particle interactions 
and correlations places the description of this physics 
among the most challenging focal points of science.   In 
addition to focusing on fundamental, frontier physics, 
this project also impacts practical engineering areas and 
contributes to core missions of the laboratory.  

The participants of this project further the understand-
ing of the strength of materials including elastic and 
plastic material response, fluid turbulence and mixing, 
macroscopic quantum systems: superconductors and 
Bose-Einstein condensates, optimization of designing 
nanotechnological devices and mathematical physics of 
multi-scale problems.  

Benefit to National Security Missions

This work supports the DOE mission in Nuclear Weap-
ons by enhanced understanding of fluid turbulence and 
greater capabilities to model the dynamics of materi-
als.  It also supports the DOE Energy Security mission 
through new methods and approaches in the areas of 
superconductivity and nano science and technology.

Progress

In the past year, this project has spawned a number of 
new insights by exploring intriguing prospects of new 

Multiscale Modeling of Strongly Interacting Systems
Robert Everett Ecke

20070505DR

technologies (such as cold atom physics and nanotech-
nology), by employing non-equilibrium transport ap-
proaches to quantum problems, by applying Ginzburg-
Landau free-energy approaches to the description 
of plasticity in martensitic phase transformations, by 
transferring techniques across fields (such as between 
nonlinear physics and many-body quantum physics) and 
by exploiting the power of novel numerical techniques 
(turbulence).  This multi-disciplinary approach provides 
a powerful strategy to bring fundamental advances and 
provides different angles of attack to the description of 
multi-scale systems. Below, we provide a few selected 
highlights of CNLS postdoc research that illustrates the 
advantages of such multi-disciplinary approach.

The recent reports of an observed anomaly in the tor-
sion balance measurements of superfluid helium under 
high pressures have sharply increased the interest in a 
predicted supersolid phase (a phase in which the same 
matter exhibits solid and superfluid behavior).  Partici-
pants in this project have shown that the analogue of 
such supersolid state can be created in a spin 1 Heisen-
berg spin system of high anisotropy.  This intriguing 
result may fuel new experiments in strongly correlated 
electron matter and/or in cold atom optical lattice ex-
periments.

The increased access to and control over ultra-small 
surface structures that is provided by nanotechnology 
is leading to the creation of complex structures such 
as micro and nano electromechanical devices, molecu-
lar electronic circuits and nano-scale superconducting 
wires.  One effort in this project has aimed at providing 
a combined analytical/numerical approach to optimize 
the design of complex nanoscale devices.  A recent 
calculation determined the optimal characteristics of a 
superfluid wire at a surface to provide minimal overall 
resistance.

Cold atom technology is now creating and probing su-
perfluid fermion systems that have not been accessible 
to table top experiments previously but are expected to 
occur in matter under extreme conditions: for instance, 
the experimental study of polarized fermion superfluids 
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may be relevant to the superfluid structure inside neu-
tron stars and to quantum chromodynamics in the high 
baryon density limit.  One effort at CNLS suggests that an 
exotic form of superfluidity, in which the superfluid order 
parameter in equilibrium exhibits a double time depen-
dence which reverses sign under the exchange of the time 
variables.  This odd-frequency pairing mechanism, initially 
proposed by Berezinsky and studied as a candidate theory 
to explain high temperature superconductivity, might now 
be realizable in cold atom mixtures of quantum degenerate 
mixtures of fermion and boson gases.

Fluids mix by the continuous stretching and folding of ma-
terial elements under the action of the fluid velocity field.  
As in many chaotic dynamical systems there is exponential 
growth or decay of perturbations in the flow.  In one study 
of a periodically-forced quasi-two-dimensional fluid, we 
should how the average exponential growth, i.e, the rate of 
stretching of the field or the Lyapunov exponent, increased 
smoothly as a function of increasing forcing.  The full spa-
tial stretching field can be obtained for this experimental 
system and is shown in Figure 1.  This represents the first 
calculation of high-resolution stretching fields from experi-
mental data.

Figure 1. Stretching fields of periodically-forced 2D turbulence 
with red (blue) indicating forward (backward) in time fields:  a) 
periodic flow for Reynolds number Re = 8, b)  turbulent flow Re = 
108), c) same as in b) but one period later, d) reverse stretching 
fields for field shown in b) with virtual dye placed in the flow and 
advected by the velocity fields to demonstrate how lines of large 
stretching affect mixing of the fluid.

The discovery that certain classes of non-linearly coupled 
oscillators spontaneously synchronize has found many 
applications in nature and techniques from nonlinear dy-
namics, statistical physics and network theory have greatly 
enriched the action range of nonlinear physics.  One of he 

CNLS postdocs working in the framework of this project 
has discovered that the Kuramoto model of nonlinearly 
coupled oscillators, which has been used to illustrate 
synchronization, can be reformulated as a linear coupling 
problem, which allows the exact solution of classes of 
Kuramoto models that were previously not soluble and 
which gives novel insight into the dynamics of the synchro-
nization transition.

Future Work

In this project, we study a select group of multi-scale phys-
ics problems that are amenable to similar theoretical and 
computation treatment. The development and application 
of theoretical and computational multi-scale methods will 
address some of the most challenging problems faced by 
LANL and the DOE.  Wherever possible, we compare and 
contrast our results with physical experiment.

Our specific objectives for this project are to:

Use coarse graining/filtering to derive efficient compu-• 
tational models of turbulent flows including methods 
such as large-eddy simulation and Lagrangian-averaged 
approaches. Apply these techniques to turbulent flows 
with reduced dimensionality owing to rotation, mag-
netic field or stratification, to magneto-hydrodynamic 
systems, to flows where density fluctuations drive 
turbulence, and to turbulent fluids involving chemical 
reactions. Compare with results from turbulence phe-
nomenology and statistical hydrodynamics.

Understand and predict the behavior of systems far • 
from thermodynamic equilibrium, e.g., systems driven 
by an external force such as fracture dynamics, expe-
riencing a sudden change in their environments, or 
transitioning from one meta-stable or long-lived state 
to another.  Derive well-parameterized evolution equa-
tions for mesoscopic non-equilibrium dynamical pro-
cesses progress and validate the equations and their 
solutions against experiment.  Develop highly accurate 
and efficient computational methods that bridge the 
many relevant space and time scales.  Investigate non-
linear elasticity in a wide variety of materials of inter-
est to LANL.

Investigate how the properties of the quantum critical • 
point determine the high temperature structure of un-
conventional superconductors such as heavy Fermion 
superconductors and possibly high-Tc superconductors.  
Explore some of the implications of these theoretical 
ideas to on-going experimental efforts at LANL and else-
where.

Expand on the discovery that specific non-Hermitian • 
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Hamiltonians provide physically allowable descriptions 
of the real world.   Apply these ideas to problems in 
the fundamental nature of matter and to condensed 
matter systems where experimental confirmation of 
non-Hermitian quantum mechanics might be possible.

Conclusion

In this project, we expect to achieve the following goals:

Develop fundamental understanding of fluid turbu-• 
lence and mixing by combining new experiments, 
enhanced numerical simulations and novel theory 
and translate these advances into practical turbulence 
models for weapons and/or climate programs.

Investigate properties of materials subjected to high • 
strain through experiment and numerical simulation to 
produce better dynamic fracture models with applica-
tion to dynamic materials in weapons and geophysics.

Explore fundamental and applied aspects of super-• 
conductivity and superfluidity with applications to 
developing novel superconductors and to unraveling 
and exploiting the relationship between superfluidity, 
superconductivity, and Bose-Einstein condensates via 
cold atom physics.

Our work on using effective field theories and effective • 
action descriptions will increase the understanding of 
the dynamics and structure of quantum phase transi-
tions.  Our studies of Feshbach resonance physics will 
allow cold atom systems to explore the physics of ef-
fective nuclear Skyrme-like interactions in cold atom 
matter.

A platform of skillfully combined analytical and nu-• 
merical techniques will provide a useful framework to 
optimize the design of nanostructures and exploit the 
prospects of nanoplasmonics.  By mining and refining 
the capabilities of numerical tools such as Time-de-
pendent density functional tools, quantum chemistry 
methods will give detailed spectroscopic information 
for use in nano-technology and its use in DNA-studies.

By combining multiple optimization methods, CNLS • 
research is designing a new class of optimization tech-
niques that will greatly speed up optimization algo-
rithms in a wide variety of science fields.
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Introduction

This LDRD project is developing a magnetically driven 
cylindrical confinement system for the creation of a 
small region of material existing under extreme con-
ditions. Using a low cost multi-MA electrical current 
source, an Al cylinder will be driven radially inward until 
it impacts on a series of nested, less massive Au shells 
whose purpose is to provide a very high velocity inner 
most Au shell. Figure 1 shows a conceptual model of 
such a system. The velocity of this last shell will be at 
a level where further impact on an object in the cen-
ter will produce a region in which material conditions 
are sufficient for many types of physics studies not 
currently possible in the laboratory. One of the experi-
mental packages that might be placed in the central 
void is a cylindrical ICF target consisting of a Au pusher 
and a frozen DT core inside the pusher. This target is 
used in the project as a design tool. Other applications 
would use different central objects. The system being 
developed in this LDRD project has a broad range of 
potential applications. The system utilizes the fact that 
in a planer geometry the final velocity of a small mass 
impacted by a much larger mass can exceed the impact 
velocity by as much as a factor of two in a single colli-
sion. It is possible to use several sequential collisions to 
produce an object moving much faster than the original 
source object. A cylindrical geometry further enhances 
this multiplication due to radial convergence of sequen-
tial shells. In a cylindrical geometry, this process can 
use an Al shell imploding at several km/sec, using mul-
tiple cylindrical collisions, and produce a Au shell im-
ploding at a velocity in excess of 100 km/sec. Figure 2 is 
the velocity vs. time plot for a 4 shell, 3 collision system 
showing how such a system works. In addition to creat-
ing a high energy density platform for boost physics 
studies in the central region of the final Au shell, such 
a system provides a cylindrical configuration for the 
study of  nuclear fusion. The conditions achieved would 
be similar to those created in a spherical capsule at the 
National Ignition Facility under the Inertial Confinement 
Fusion program, and could provide an inexpensive com-
plement to the study of fusion at large laser facilities.

Development of a Magnetically Driven Target for Thermo-Nuclear Burn 
Studies (*U)
Robert Gregory Watt

20070518DR

Figure 1. A conceptual model of a current driven Al shell 
imploding a series of sequential Au velocity multiplication 
layers. The final layer in an ICF contest would comprise the Au 
pusher used to crush and heat frozen DT inside.

Figure 2. Velocity vs. time plots for 4 shells of sequentially 
smaller mass, showing how velocity multiplication works in a 
cylindrical geometry.
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Benefit to National Security Missions

Without going into undue detail, the intent of this project 
is to explore a high-risk concept to benefit NNSA/DP pro-
grams.

Progress

The LDRD project has been effectively broken into two 
sequential phases. The first phase was the study of drive 
mechanisms and velocity multiplication, potential failure 
mechanisms, and the initial engineering conceptual design 
of a system capable of achieving the necessary energy con-
tent in the inner most Au shell. The second phase is to take 
the knowledge gained and experimentally confirm opera-
tion of the system. Once the system operation has been 
confirmed in this LDRD project, the system would be used 
for physics studies in follow on work.

In phase one we have now completed the initial evaluation 
of system performance, stability, and effectiveness. The re-
sults of a large number of simulations using a variety of dif-
ferent codes have lead us to the conclusion that a system 
using an explosively driven pulsed power generator (a 1.4 
meter long Ranchero generator at Firing Point 88 at LANL 
) producing a 40 MA current pulse should suffice to drive 
the experiments. An Al liner containing approximately 4 MJ 
of kinetic energy will be used to drive a nested Au cylinder 
system to create an innermost Au multiplier shell moving 
at 100-200 km/sec for impact on a central experimental 
region. Critical to operation of the system as planned is the 
ability to drive the Al to velocities in excess of 10 km/sec, 
stably increase successive Au multiplier shell velocities to 
extreme values, and ultimately create the desired condi-
tions for impact on a cylindrical experimental package. The 
calculated maximum Al driver velocity on impact with the 
Au multiplier in simulations is presently somewhat less 
than the 20 km/sec desired and needs further study to 
couple more  efficiently into the higher density Au. Optimi-
zation of the driven liner plus coupling layers is underway. 
Assuming the Au multiplier starts at around 20 km/sec 
upon driver impact, velocity multiplication within the Au 
cylinder system has been shown to reliably give a 10x in-
crease over the driver velocity. The observed efficiency of 
multiplication is somewhat less than the ideal level, result-
ing in less multiplication than is potentially possible. The 
margin with which a 20 km/sec initial velocity multiplier 
can achieve the desired 200 km/sec final velocity will in-
crease with further refinements, but is currently adequate 
with a simple cushion between the aluminum and gold. 
The multiplier has been shown to be stable with respect 
to instability growth from surface perturbations, plastic 
cushion non-uniformity, and cylindrical axis centering er-
rors. The required tolerances will be well within the cur-
rent state of the fabrication art at LANL. The final velocity 
achieved appears in simulations to be adequate to create 

the conditions we desire. As a figure of merit, in a cylindri-
cal inertial confinement fusion (ICF) context, the system 
is capable of burning a 172 micron diameter, 1 cm long 
frozen deuterium-tritium fuel load, producing of order 1015 
DT neutrons/cm of length in the absence of significant in-
stability growth, given 200 km/sec at the pusher-fuel inter-
face. The system thus appears to satisfy the requirements 
of the original LDRD proposal, as evidenced by tempera-
tures and pressures at the center of the system suitable to 
probe the physical regime of ICF. 

A review of the project at the 16 month point concluded 
that it was sufficiently promising to continue into the ex-
perimental phase. As a result, detailed engineering is un-
derway for the Ranchero current source and all the system 
components needed to couple that generator into the Al 
load within which will reside the Au multiplier system. Di-
agnostics have been identified and demonstrated in other 
applications that are adequate to determine system opera-
tion. Initial tests of generator function and the extremely 
high current density joints needed to couple the genera-
tor to the Al liner are expected in the fall of 2008, with 
the initial test of an Al driver coupled to several internal 
shells expected in early 2009. As of the date of this annual 
report, simulations of the system still undergoing optimi-
zation indicate a final velocity achieved at the pusher fuel 
interface of an ICF load just under 100 km/sec, which is 
adequate for initial experiments in several venues. The 
achieved velocity is expected to improve significantly with 
further optimization in the drive section of the system. 

Results to date in this work have been reported in the 
Proceeding of Megagauss XII, several open presentations, 
and several classified conference proceedings, as well as in 
a classified mid-term review document (see Publications 
below).

Future Work

Applications of this platform cover many areas of high en-
ergy density physics and materials science. Classified ap-
plications are discussed in several documents in the vault. 
ICF applications have been discussed but are not currently 
funded.  Verification and optimization of the system will 
continue through the end of project in Feb. 2010.

Conclusion

Results to date have been promising and experimental 
verification should be forthcoming in the next 18 months. 
Initial system function verification using a static load as-
sembly driven by an explosive pulsed power generator cre-
ating a 40 MA current pulse is expected by January 2009. 
Operation into an imploding Al liner with several subse-
quent shells is expected by summer 2009. 
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This R&D project will advance our understanding of 
weapons performance through the refined analysis of 
existing underground test data, improved explosion 
code calculations, and new nuclear cross section 
measurements.  The main thrust is to combine neutron 
pinhole images and refined arsenic radiochemical 
diagnostic information to provide new constraints 
on weapons code simulations to advance our 
understanding of key performance processes.

Benefit to National Security Missions

This project will support the DOE/NNSA mission in 
stockpile stewardship by enhancing our understanding 
of weapons performance.  This work builds upon, 
enhances, and brings together several essential 
Laboratory core capabilities to focus on a long standing 
problem that currently limits our simulation codes from 
being fully predictive.

Progress

Significant progress has been made during the first year 
of this three year Laboratory Directed Research and 
Development (LDRD) project.  Much of the work is of 
a classified nature and details cannot be given here, 
however, the following unclassified summary of our 
accomplishments is provided.

This project involves the non-trivial production of 
radioactive targets; the undertaking of three very chal-
lenging nuclear cross section measurements; a reliance 
on nuclear theory to predict nuclear cross sections for 
other reactions that can not be measured; a re-analysis 
of prompt and radiochemical diagnostics from past 
underground nuclear tests; and weapons code simula-
tions for a selected set of Nevada Test Site (NTS) events.

Prompt and Radiochemical NTS Diagnostics and New Measurements (U)
David J Vieira

20080009DR

During the past year, updated explosion code calcula-
tions on three of the four selected NTS events have been 
performed and contrasted to prompt and radiochemical 
diagnostic data.  The PINEX (PINhole EXperiment) movie 
images for one of these events have been updated and 
contrasted to the simulations.  Important differences 
were noted and they point the way for further investi-
gation.  A re-analysis of reaction-in-flight and total neu-
tron, time-integrated PINEX images have been done for 
another NTS event and a refinement of this work and its 
extension to a second NTS event is currently in progress.

A preliminary arsenic production and destruction cross 
section network that is needed to interpret the 73As/74As 
radiochemical diagnostic has been prepared and the first 
explosion code simulation using this new library has re-
cently been performed.  These initial results are of high 
interest and we are pursing further calculations, re-ex-
amining all of the radiochemical diagnostic results, and 
studying all of the effects that contribute to and/or mod-
ify the 73As/74As “radchem” results.  Refined Hauser-
Feshbach calculations of many of the cross sections that 
cannot be measured are also being undertaken.

Future Work

To further improve the arsenic production/destruction 
network, we are undertaking a set of new cross section 
measurements.  In particular, we are planning to make 
the following three measurements: 1) 74As(n,p); 2) 
73As(n,2n); and 3) 73As(n,g).  All of these measurements 
are challenging since they involve the preparation and 
complications of doing measurements with radioactive 
targets of 74As(t1/2=18 d) and 73As(t1/2=80 d).  Related to 
the production of these isotopes, we have performed 
test runs at the Isotope Production Facility (IPF) at the 
Los Alamos Neutron Scattering Center (LANSCE).  Curie 
amounts of activity can be prepared via (p,xn) reactions 
at the IPF facility using its 250 microA (up to 100 MeV) 
proton beam with radiochemical processing of the irra-
diated target at our TA-48 hotcell facility.  Two targets, 
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one germanium and the other selenium, have been irradi-
ated and assayed in separate test runs to provide produc-
tion data.  The radiochemistries for extracting arsenic from 
these irradiated targets was developed and based on the 
production rates and ease in doing the chemical separa-
tions in a hotcell, the germanium target was selected as 
the best production target.  In September and October 
2008, a germanium target encapsulated in niobium was 
run for 20 days, but two days before it was to be removed, 
the front niobium window failed and all of the 73As and 
74As that had been produced was lost to the cooling water 
system.  The IPF is designed to handle such target failures, 
so this was not a safety incident, but this has delayed our 
experiment measurement program.  We are not planning 
the next irradiation using an Inconel-encapsulated germa-
nium target for May-July 2009.

Of the measurements mentioned above, the first experi-
ment planned is the 74As(n,p) cross section measurement 
using the Lead Slowing-Down Spectrometer (LSDS) at the 
Weapons Neutron Research (WNR) are at LANSCE.  In this 
experiment a 1 µA, 20 Hz proton beam that has been accu-
mulated in the Proton Storage Ring (PSR) of the LANSCE 
accelerator is delivered to a tungsten target to produce 
spallation neutrons.  These spallation neutrons evolve 
into a large lead cube that surrounds the target where the 
neutrons are down scattered inefficiently through several 
neutron-lead interactions, effectively accumulating a large 
neutron flux (~10,000x gain) in the lead spectrometer.  This 
property enables the measurement of neutron-induced, 
charged-particle-out reactions with small samples (down 
to the 10 ng level).  Thus by placing a ~1 microg (~100 
mCi) sample of 74As inside a proton detector that in turn is 
placed inside the LSDS, we plan to measure the 74As(n,p) 
cross section for the first time.

During the past year, we performed a test run on the LSDS 
using various samples and detector systems.  Since the 
neutron flux is so high inside the LSDS, radiation damage 
of silicon-based detectors was found to be a problem.  
Although gas ionization counters work well for the detec-
tion of fission fragments in the LSDS, the range of the 
5-MeV protons emitted in the desired exothermic reaction 
is too long without going to a highly pressurized system.  
Thus we explored using CVD (chemical vapor deposition) 
diamond detectors.  Good results were obtained with 
polycrystalline diamond detectors in detecting fission frag-
ments with no significant radiation damage found during 
the course of a 5-day test run.  Improved energy resolution 
is possible using single crystal CVD diamond detectors and 
we are currently testing these detectors off-line.  Another 
LSDS run will be scheduled in 2009 to coincide with the 
production of the 74As target.

The 73As(n,2n)72As experiment is planned to be performed 
at the Triangle University Nuclear Laboratory (TUNL) 
on the campus of Duke University.  This is a relatively 
straightforward activation measurement provided that 
a sufficiently pure 73As target can be made.  We will use 
a lead attenuator between the irradiated target and the 
germanium counter to reduce the sensitivity to low-energy 
gamma-rays emitted by the 73As target (Eg =53 keV).  We 
will also need to wait for the 74As present in the target to 
decay down to an acceptable activity level that does not 
overwhelm the gamma counting system.  This work will be 
done with our collaborators from Duke / North Carolina 
State / the University of North Carolina and Lawrence Liv-
ermore National Laboratory.  Our University collaborators 
are supported through a Stewardship Science Academic 
Alliance (SSAA) grant.

Finally, we will undertake the 73As(n,gamma) measurement 
using the DANCE (Detector for Advanced Neutron Capture 
Experiments) at LANSCE using the same set of targets 
produced for the TUNL measurement.  To this end we have 
fabricated a machinable tungsten gamma-ray attenuator 
that will surround the radioactive target.  We will test this 
tungsten attenuator in December 2008.

This LDRD project was reviewed at the Weapons Science 
Capability Review that was held in Los Alamos, May 5-8, 
2008.  This review committee consisted of experts from 
several Universities, Lawrence Livermore National Labora-
tory, NNSA/SAIC, and was chaired by Roy Schwitters (U. 
Texas at Austin).  The committee gave this project high 
marks, as exemplified by this excerpt taken from the 
unclassified report.  “This work is first rate.  The project is 
well integrated between theory, simulation, and experi-
ment.  The committee was impressed with the quality 
of the science presented.  This project is exactly what is 
needed to advance the state of predictive capability in 
Laboratory codes.”
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We are capitalizing on the exciting opportunities for 
discovery enabled by our path-finding “Thinking” Tele-
scope project by further developing this revolutionary 
technology and expanding into a distributed network 
with unprecedented capability. This telescope network 
will be the world’s most advanced network of robotic 
instruments and will be the first that is capable of accu-
rately localizing optical transients as short as a minute 
and making a series of interrogating follow-up observa-
tions while they are still bright. A revolutionary aspect 
of our system is that it is a coordinated network of 
intelligent software agents conducting sky monitoring 
and transient recognition on a global scale. This allows 
the monitoring and response instruments to feed ob-
servations back to a hierarchical decision engine, pose 
new questions for interrogation, conduct triage, and 
optimize the network hardware configuration for real-
time knowledge extraction. Our global network of sky 
sentinels and rapid response telescopes will observe 
the full night sky searching for optical transients, simul-
taneously monitor more than 10 million celestial persis-
tent sources and autonomously recognize anomalous 
behavior, select targets for detailed interrogation, and 
make real-time, follow-up observations—all without 
human intervention.This challenging goal is only within 
our reach because of significant LANL achievements in 
robotic instrumentation, distributed networks, artificial 
intelligence, advanced database technology, and time-
domain astrophysics.

Benefit to National Security Missions

This project will support DOE missions by developing a 
new paradigm employing robotic, distributed, instru-
mentation for situational monitoring. The tools and 
methodologies developed  will have general applicabil-
ity to areas of Defense, Intelligence, and Homeland Se-
curity, and have direct applicability to specific problems 
in Space Situational Awareness and ubiquitous sensing.

Global Monitoring of the Sky with Thinking Telescopes: Finding and 
Interrogating Cosmic Explosions
W Thomas Vestrand

20080039DR

Progress

There has been three key accomplishments that are 
having a significant scientific impact.

The first accomplishment is our detection of a “naked 
eye” gamma-ray burst (GRB; Figure 1). On March 19, 
2008, a little after midnight local time, we detected a 
flash of light from a gamma-ray burst (GRB080319b) 
that reached a peak apparent magnitude of 5.3 mag-
nitude while the gamma-rays were being emitted. The 
absolute magnitude of this flash that occurred at a 
redshift of z = 0.9, Mv =- 38.6,  makes it the most lumi-
nous optical transient ever detected by mankind. Our 
Thinking Telescopes (TT) system made observations 
that include measurements of location before the GRB 
burst and during the exceptionally bright flash as well as 
simultaneous multi-color observations in V,R, I band of 
the late phases of the flash and early afterglow. Our ob-
servations were made with seven different telescopes 
in our Thinking Telescope system (Figure 2) and provide 
an unmatched observational record of optical emission 
from this amazing GRB.

Figure 1. The ‘naked eye’ gamma-ray burst. This image from 
one of our RAPTOR telescopes shows the fading optical after-
glow from this explosion that formed a new black hole at a 
distance of 7.5 billion light years from earth.
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Figure 2. A panoramic view of some of the robotic RAPTOR tele-
scopes in our Thinking Telescopes autonomous network.

The extremely bright prompt optical emission we mea-
sured from GRB080319b revealed features that are nor-
mally not detectable in gamma-ray bursts. We found the 
optical and gamma-ray variability during the explosion 
were correlated, but the optical flux is much greater than 
can be reconciled with a single emission mechanism and a 
straightforward extrapolation of the flat gamma-ray spec-
trum. This extreme optical behavior is best understood as 
synchrotron self-Compton model (SSC) in which optical 
seed photons are produced as synchrotron radiation and 
Compton scattered to gamma-ray energies by the same 
population of energetic electrons. After a gradual onset 
of the gamma-ray emission, there is an abrupt rise of the 
prompt optical flux suggesting that variable self-absorption 
dominates the early optical light curve. Our simultaneous 
multi-color optical light curves following the flash show 
spectral evolution consistent with a rapidly decaying red 
component due to large angle emission and the emer-
gence of a blue forward shock component from interaction 
with the surrounding environment. While providing little 
support for a reverse shock that dominates the early after-
glow, these observations strengthen the case for the uni-
versal role of the SSC mechanism in generating gamma-ray 
bursts. Our TT system also persistently monitored the burst 
location for several hours before the gamma-ray burst. 
Those measurements rule out the presence of optical pre-
cursor for 30 minutes prior to the gamma-ray burst down 
to a flux limit of 0.5 Jy, or just 2.5% of the peak flux--the 
strongest limits yet obtained.

Another key scientific accomplishment came from our 
study of the early afterglows from all known GRB for which 
the distance is known. After correcting to a standard fidu-
cial distance (z=2), we found that the temporal behavior 
of the early optical afterglows can be divided into four 
morphological classes: fast-rising with an early peak, slow-
rising with a late peak, flat plateaus, and rapid decays since 
first measurement. The fast-rising optical afterglows dis-
play correlations among peak flux, peak epoch, and post-
peak power-law decay index that can be explained with a 
structured outflow seen off-axis, but whether the optical 
emission comes from a reverse or a forward shock cannot 

be determined. We found the afterglows with plateaus 
and slow rises may be accommodated by the same model, 
if the observer location are farther off to the side than for 
the fast-rising afterglows, or alternatively could be due to 
a long-lived injection of energy and/or ejecta in the blast-
wave. The exciting conclusion is: if better calibrated with 
more afterglows, the peak flux -- peak epoch relation ex-
hibited by the fast and slow-rising optical light-curves could 
provide a way to use these afterglows as standard candles 
for studying the very early universe. A standard candle is a 
source of known brightness, which can be used as a rule to 
measure the distance to far-off parts of the universe.

Our system also has the capability to monitor variations in 
nearby celestial objects (Figure 3).  For example, one such  
scientific accomplishment was our unique observations of 
an outburst of optical emission from Comet Holmes. Our 
persistent monitoring cameras in the Thinking Telescopes 
network measured an amazing increase in the brightness, 
from fainter than 10th magnitude to nearly 2nd magnitude 
in just a single night (This is an increase of almost 2000 
times!). The Thinking Telescopes measured the comet’s 
brightness every 20 seconds throughout the night, reveal-
ing the development of a giant gas and dust cloud that was 
blown off the surface of the comet detail.

Figure 3. A comet as imaged by one of our wide-field, persistent 
monitoring, telescopes.

Future Work

We are developing wide field sky monitors and several new 
fast response telescopes for deployment in a global grid. 
This grid will be the world’s most powerful for exploring 
the critical first minutes of a gamma-ray burst (GRB) and 
other fast optical transients. This global network, with its 
autonomous interrogation capability, will enable real-time 
marshaling of assets to observe important transients as 
well as recognize and truncate responses for uninteresting 
events.
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We will develop a generic messaging protocol for operat-
ing heterogeneous telescope networks enables high avail-
ability. The network will include redundant computing re-
sources and fail-over conditions. We will develop controls/
network topologies with multiple feedback paths which 
provide a high degree of fault tolerance and allow system 
recovery without human intervention. We will systemati-
cally examine sensor networking issues common to ubiqui-
tous sensing systems, with a view to reusable solutions. By 
testing a fully integrated system under field conditions, we 
will develop techniques for robust operation with a data 
that are intermittent and of varying quality—experience 
essential for building practical systems of any kind.

To maximize scientific yield, we will construct Decision 
Engines that continuously cross-correlate the data stream 
with context information and have the ability to immedi-
ately command an optimized follow-up response. We will 
develop architecture capable of handling the optimization 
problems specific to a fully networked and globally dis-
tributed environment. The global context information will 
include both static and dynamic external data (e.g. archival 
catalogs and alert feeds from space-based instruments), 
and the metadata describing the state of the system itself. 
Time-sensitive and otherwise critical information is orga-
nized into “events” that can be efficiently passed between 
the nodes of the network. Events represent the most im-
portant states and state transitions that characterize both 
the monitored objects and system components.

Conclusion

We will make the first simultaneous multi-color observa-
tions of prompt optical emission while the gamma-rays 
are being emitted by Gamma Ray Bursts (GRBs).  Our 
telescopes, the world’s most powerful for exploring those 
critical first minutes, allow us to probe the nurseries of the 
first black holes. We will  make the first comprehensive 
search for GRB Precursors, Orphans, and other Transients.  
We expect to discover “orphan” GRBs, extreme flares and 
novae, constrain the frequency of GRB precursors, find 
unpredicted encounters with nearby solar system objects, 
and find the nearby supernovae needed to calibrate esti-
mates of dark energy in the universe.
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Introduction

The solution to the global energy challenge requires 
revolutionary breakthroughs in areas such as the 
conversion of solar energy into electricity. One such 
breakthrough is high-efficiency generation of multiple 
electron-hole pairs (excitons) from absorption of single 
photons, which is known as carrier multiplication. For 
more than 20 years it has been recognized theoretically 
that such a process has the potential to significantly in-
crease the power conversion efficiency of photovoltaic 
devices, by yielding an increased photocurrent for the 
same photovoltage. In 2004, using a novel experimental 
approach, we discovered that semiconductor nano-
crystals, in distinction from bulk materials, undergo this 
process very efficiently within the range of solar photon 
energies. Here, we conduct theoretical and experi-
mental studies of the fundamental physics of carrier 
multiplication and relevant phenomena (e.g., charge 
and exciton extraction from the nanocrystals) with 
the goal to develop novel principles, materials, and 
architectures for making use of this process in practical 
photovoltaic technologies. Specifically, to identify the 
factors that control the energy onset and the efficiency 
of multiexciton generation, we perform detailed stud-
ies of the carrier-multiplication mechanism. Further, 
we test the carrier multiplication performance of elon-
gated nanocrystals (quantum rods) and quantum wires 
because these two types of nanostructures have good 
transport properties and are readily incorporated into 
devices, which could simplify practical realization of 
photovoltaics utilizing multiexciton generation.  Finally, 
we investigate energy- and charge-transfer processes in 
engineered energy-gradient structures in the context of 
extraction of multiple charges produced via carrier mul-
tiplication from the nanocrystals.

Benefit to National Security Missions

This project directly supports the DOE mission in En-
ergy Security, specifically, in areas of alternative energy 
sources and energy efficiency. The proposed studies 
also address several critical research areas relevant 

Carrier Multiplication in Nanoscale Semiconductors for High-Efficiency, 
Generation-III Photovoltaics
Victor Ivanovich Klimov
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to LANL challenges in  “Carbon-Neutral Energy” and 
“Design, synthesis and properties of photoactive nano-
structures.”

Progress

The key accomplishments in this project during the 
review period are 1) the first observation of carrier mul-
tiplication in photoluminescence of PbSe nanocrystals 
using a femtosecond up-conversion experiment, 2) the 
development of a new model of carrier multiplication, 
which considers the process of photostimulated gen-
eration of biexcitons from vacuum, and 3) the first com-
parative study of multiexciton dynamics in nanocrystals 
of direct- and indirect-gap semiconductors.

Carrier multiplication signatures in photoluminescence 
and transient absorption 

In most of the published reports, carrier multiplication 
was probed with femtosecond transient absorption, 
which allowed detection of multiexcitons based on 
their fast Auger recombination dynamics [1, 2]. In this 
project, we investigate carrier multiplication in PbSe 
nanocrystals by applying time-resolved photolumi-
nescence and transient absorption. Both techniques 
show clear signatures of carrier multiplication with ef-
ficiencies that are in good agreement with each other. 
Nanocrystals of the same energy gap show moderate 
batch-to-batch variations (within ~30%) in apparent 
multiexciton yields and larger variations (up to a factor 
of 3) due to difference in sample conditions (stirred vs. 
static solutions). These results indicate that nanocrystal 
surface properties may affect the carrier multiplication 
process. They also point toward potential interference 
from “extraneous” effects such as photoionization that 
can distort the results of carrier multiplication studies. 

Multiexciton yields measured under conditions when 
“extraneous” effects are suppressed via intense sample 
stirring and the use of extremely low pump levels (0.02 
- 0.03 photons absorbed per particle per pulse) indi-
cate that both the electron-hole creation energy and 
the carrier multiplication threshold in nanocrystals are 
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reduced compared to those in bulk solids (Figure 1). These 
results indicate a confinement-induced enhancement in 
the carrier multiplication process in nanocrystalline materi-
als, which might make possible more efficient photovoltaic 
cells.

Figure 1. Quantum efficiencies of photon-to-exciton conversion 
derived for PbSe nanocrystals (stirred samples) from time-
resolved photoluminescence, PL (red circles; excitation at 3.08 
eV) and transient absorption, TA (black crosses correspond to 
excitation at 3.10 eV and blue squares 4.65 eV). Black diamonds 
are data for bulk PbS. Gray solid line is the “ideal” QE line, which 
corresponds to the electron-hole creation energy, e, equal to the 
energy gap. The slope of the dashed lines was used to evaluate 
the electron-hole creation energies for nanocrystals (indicated in 
the figure).

Carrier multiplication mechanism 

In this project, we have also analyzed a physical mecha-
nism for photogeneration of multiexcitons by single pho-
tons, which involve intraband optical transitions within the 
manifold of biexciton states. In this mechanism, the virtual 
biexciton is generated from the nanocrystal vacuum by the 
Coulomb interaction between two valence-band electrons, 
which results in their transfer to the conduction band. 
The virtual biexciton is then converted into a real, energy-
conserving biexciton by photon absorption on an intraband 
optical transition. The proposed mechanism is inactive in 
bulk semiconductors because momentum conservation 
suppresses intraband transitions. However, it becomes 
highly efficient in the case of zero-dimensional nanocrys-
tals, where quantum confinement results in relaxation of 
momentum conservation, which is accompanied by the 
development of strong intraband absorption.  Our calcula-
tions show that the efficiency of the carrier multiplication 
channel mediated by intraband optical transitions can be 
comparable to or even greater than that for impact-ioniza-
tion-like processes mediated by interband transitions.

Mechanisms for multiexciton decay: Auger recombination 
in nanocrystals of direct- and indirect-gap semiconductors 

Practical utilization of carrier multiplication in solar-energy 
conversion technologies requires detailed understanding 
of mechanisms for carrier recombination in both single- 
and multiexciton regimes. Whereas the intrinsic channel 
for single-exciton recombination in nanocrystals is radiative 
decay, multiexicon decay is dominated by the nonradia-
tive Auger recombination [3]. To understand the influence 
of quantum confinement on Auger decay rates, we have 
performed side-by-side studies of Auger recombination in 
nanoparticles of several different compositions including 
Ge, PbSe, InAs, and CdSe. We have observed that the only 
factor that has a significant affect on the measured recom-
bination rates is the size of the nanocrystals – but not the 
details of the material’s electronic structure. Most surpris-
ingly, comparable rates are measured for nanocrystals of 
direct- and indirect-gap semiconductors despite a dramatic 
(four-to-five orders of magnitude) difference in respective 
bulk-semiconductor Auger constants (Figure 2). We explain 
this unusual observation by the lack of translation motion 
in these ultrasmall particles, which eliminates the need for 
meeting the momentum conservation requirement, which 
is the major reason for the difference in Auger decay rates 
in the direct- and indirect-gap semiconductors.

Figure 2. Universal size dependence of Auger constants in semi-
conductor nanocrystals. When plotted as a function of nano-
crystal radius, the Auger constants (CA) for nanocrystals of both 
direct- and indirect-gap semiconductors show a similar cubic size 
dependence.  

Future Work

We plan a combination of theoretical and experimental 
studies of the fundamental physics of carrier multiplica-
tion, which can help in practical realization of the benefits 
of this process in solar-energy conversion technologies. 
In order to better utilize the available spectrum of solar 
energies for multiexciton generation, it is desirable that 
the carrier multiplication onset energy is minimal and that 
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the efficiency of this process above the onset is as large 
as is allowed by energy conservation. However, at present 
the factors that control the carrier multiplication thresh-
old as well as its efficiency are not known, which is largely 
because of poor understanding of the mechanism for mul-
tiexciton generation in nanomaterials. In our future work, 
we plan to elucidate this mechanism by conducting side-
by-side studies of multiexciton generation for the regimes 
of hot-electron and hot-exciton injection.

Further, we will study the impact of material dimensionali-
ty on the carrier multiplication process. Specifically, we will 
try to determine whether high multiplication efficiencies 
are unique to zero-dimensional nanocrystals or can also be 
obtained in other nanomaterials such as one-dimensional 
quantum wires. Because of their good charge transport 
properties nanowires can be incorporated into devices 
more readily than nanocrystals.

Finally, we will address the issue of extraction of multiple 
charges produced via carrier multiplication from the nano-
crystals.   Specifically, we will develop energy-gradient ar-
chitectures, which will allow us to quickly separate excitons 
spatially through the energy transfer process. We will also 
study hybrid structures, in which monolayers of nanocrys-
tals are assembled at the interface between electron and 
hole transporting layers.  Alternatively, established elec-
tron (metal oxides) and hole transporters (organic poly-
mers) will be used in an arrangement where the offsets 
of conduction and valence bands will provide the driving 
force for charge separation. 

Conclusion

Large exciton multiplicities produced by carrier multiplica-
tion can be exploited to increase the efficiency of photo-
voltaic cells. In the case of a traditional photoexcitation 
process (one exciton per absorbed photon), the detailed-
balance power conversion efficiency of a single-junction 
solar cell can reach approximately 31% [4]. Using carrier 
multiplication one can surpass this limit. Specifically, in 
the case of a two-energy-gap multiplication threshold 
(minimal value as defined by conservation of energy), the 
power conversion efficiency increases to 42% [5]. Practical 
implementation of carrier multiplication, however, faces a 
number of challenges. Some of these challenges (of both 
fundamental and applied character) are being addressed 
in the present project.  We expect that as a result of our 
work, we will understand the fundamentals of carrier mul-
tiplication (with the intent of optimization of its efficiency) 
and develop proof-of-principle device architectures that 
implement carrier multiplication for producing increased 
photocurrent. 
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Introduction

This project explores for Physics Beyond the Standard 
Model by using neutron beta decay in three ways, each 
at the cutting edge of the field.  First, it uses ultra-cold 
neutrons, neutrons that have such low temperature 
that they can be stored for hundreds of seconds in 
material bottles, to measure the neutron lifetime.  
This lifetime, with a value of about 15 minutes, is only 
known to about one second.  Unfortunately, existing 
experiments disagree at the six second level.  The pres-
ent work is unique in using a gravito-magnetic trap 
(Figure 1) to store the ultra-cold neutrons while they 
decay, thus eliminating the leading uncertainties in 
previous work.  Second, this project intends to establish 
the technology that will be used for the next generation 
of neutron beta decay correlation experiments, which 
measure the correlations between the outgoing parti-
cles from neutron decay and the original polarization of 
the neutron.  Previous experiments have detected only 
the outgoing beta particle, with rough energy calibra-
tion; the result of the present work will be a new gen-
eration of experiments that measure the outgoing elec-
tron and proton in coincidence, with unprecedented 
energy resolution.  Finally, we will advance the theory 
of neutron beta decay in two ways: first, by linking low 
energy neutron experiments to high energy kaon decay 
experiments that follow similar decay processes, and 
second, by exploring the impacts that different values 
of the decay correlations and neutron lifetime can have 
on the new physics emerging beyond the standard 
model.

Benefit to National Security Missions

This project will support the DOE mission in Nuclear 
Physics by enhancing our understanding of physics 
beyond the standard model.  This project will provide 
measurements of neutron properties, a main goal of 
the DOE Nuclear Physics Long Range Plan. Fundamental 
nuclear science underlies the weapons program and 
nuclear threat reduction.

Probing Physics Beyond the Standard Model through Neutron Beta Decay
Alexander Saunders

20080116DR

Figure 1. Schematic of the neutron lifetime experiment.  
Neutrons are filled into the experiment through the bottom 
fill port, then trapped by the magnetic trap.  The electrons 
from the decaying neutrons are detected by wire chambers at 
each end of the trap.

Progress

Progress has been made on all three main goals of 
the project.  The first goal is developing and building a 
prototype experiment that will measure the neutron 
lifetime.  The ultimate goal of the full experiment is 
to measure the neutron lifetime to a precision better 
than any previous experiment (<1 s), and with entirely 
unique systematic uncertainties.  The goal of this part 
of the LDRD project is to build and test a prototype, 
which will make a measurement of the neutron lifetime 
to about the 10 second level or better.  The experi-
ment is based on storing ultra-cold neutrons (UCN) in a 
gravito-magnetic trap[1]; that is, a trap which is closed 
on the bottom and sides by an array of permanent 
magnets and on the top by gravity.  Since UCNs rise 
about one meter in the earth’s gravity field, the scale 
of the trap is about one meter high by one meter wide 
by two meters long.  The magnetic trap and its support 
structure are now under construction: acquisition and 
fabrication of the parts and raw materials are complete 
and final assembly is in progress.  The vacuum canister 
that surrounds the whole experiment is complete and 
delivered, and is now in the process of being leak tested 
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before installation of the experiment.  We expect to take 
first data with the experimental apparatus during the sec-
ond year of the LDRD project.

At the same time, we have made progress on the devel-
opment of future neutron beta decay correlation experi-
ments.  We have designed and worked with the manufac-
turer to construct the first large-area ion-implanted silicon 
detectors for neutron beta decay studies. We currently 
have working prototypes of detectors with a thickness of 
0.5 mm. We are currently testing the critical properties 
of these detectors, including entrance window thickness, 
energy resolution, and rise time.  1.0 mm thick detectors 
have been constructed and are being tested for basic op-
eration by the manufacturer before shipping. 1.5 and 2.0 
mm detectors will be attempted in the next year. Detectors 
of at least 1.5 mm thickness are required to determine the 
energy of all electrons from neutron beta decay.

We have explored improved measurements of neutron de-
cay correlations using UCNs and the silicon detectors being 
developed in this project. The most promising appear to be 
the parameters b and B. b is the Fierz interference term in 
the neutron decay that distorts the shape of the electron 
spectrum, if scalar or tensor interactions due to physics 
beyond the Standard Model interfere with the vector or 
axial vector interactions in the Standard Model. 

B is the correlation between the neutron spin and the mo-
mentum of the anti-neutrino. Although the anti-neutrino 
is not detected, there is enough kinematic information to 
extract B from the neutron spin-proton momentum cor-
relation C. Because the proton mass is much greater that 
that of the other two decay particles, it carries very little 
kinetic energy from the decay, but substantial momentum. 
To good approximation, the electron and anti-neutrino 
share the kinetic energy from the decay. For low electron 
energy, the neutrino carries most of this energy. For mo-
mentum to be conserved, the proton must be emitted 
opposite to the anti-neutrino. Therefore, C = -B as E_e ap-
proaches zero and B can be extracted from the decay data 
for low electron energy. Since we are only interested in the 
low-energy portion of the spectrum for this measurement, 
full thickness silicon detectors may not be required, mak-
ing a measurement of B possible in the near future. There 
is recent interest in precision measurement of B, as it has 
been shown to be sensitive to certain classes of supersym-
metric extensions to the Standard Model[2].

Finally, we have begun our theoretical investigations of 
the consequences of the next generation of neutron beta 
decay experiments.  The theory effort in this LDRD-DR  
project has two main goals, aimed to assess the impact 
and significance of the proposed experimental effort.  The 
goals are: 1) Reduce the theoretical uncertainty on Delta 
= (|Vud|

2  +  |Vus |
2 + |Vub|

2  - 1) below the 0.001 level. This 

entails a better understanding of the uncertainty in extract-
ing Vus from kaon semileptonic decays (K -> Pi l nu), and 2) 
Investigate the effects of TeV-scale new physics scenario 
on violations of the quark-lepton weak universality (which 
would imply delta  not equal to 0).  Below, we review prog-
ress achieved in both items one and two during the first 
year of this LDRD-DR project. 

Reducing theoretical uncertainties We have focused on 1. 
the cleanest source of information on Vus , namely the 
kaon semileptonic decays K -> Pi l nu  (where l denotes 
an electron or muon).   Here theory input is needed to 
pin down the size of electromagnetic corrections  and 
effect of second order SU(3) flavor symmetry breaking 
(due to mass splitting among s-quark and u-quark) in 
the  K -> Pi   matrix element of the weak vector cur-
rent.  In this first year we have completed the analysis 
of electromagnetic corrections, which has led to a pub-
lication [3] in collaboration with  Dr. Maurizio Giannotti 
(LANL T-2  postdoc) and Prof. Helmut Neufeld (Univer-
sity of Vienna, Austria). 

Probing physics beyond the Standard Model   Whether 2. 
or not a significant deviation of ∆ from zero is observed 
(or signals of non V-A interactions appear in the corre-
lation measurements), beta decays will provide unique 
information on the nature of  physics beyond the 
Standard Model,  i.e.  on new particles and  interac-
tions existing above the electroweak scale (~100 GeV ).  
Quantitatively, the size of non-standard effects that are 
being probed by the current CKM unitarity tests is at 
the level of   alpha/Pi (MW /Mnew)2 , which corresponds 
to the mass range 100 GeV  < Mnew < 1 TeV   that will be 
directly accessible at the Large Hadron Collider (CERN).  
Therefore, beta decays  have the potential to constrain 
couplings and mixing patterns for new particles discov-
ered at the LHC.  

During this first year we have joined the FlaviaNet Work-
ing Group on Kaon Decays,  an international effort based 
at the Frascati Laboratory in Italy (INFN). The aim of this 
Working Group is to compile and update a database with 
all relevant experimental and theoretical results in  kaon 
physics.  Within this collaboration, we have produced a 
first publication [4] summarizing the status  of  CKM unitar-
ity tests as of January 2008.  Using theoretical input from 
lattice QCD (whose uncertainty is under scrutiny, see  item 
(1) above),  the status of  Vud and  Vus is summarized in 
Figure 2 [4].    Using this,  in  [4] we have derived stringent 
constraints on the parameter space of the two-Higgs dou-
blet extension of the standard model, see Figure 3. 
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Figure 2. Results of fits to Vud, Vus and Vus/Vud  [4]. The theo-
retical input on form factor and ratio of decay constants is from 
lattice QCD. 

Figure 3. Excluded region in the plane  of charged Higgs mass 
vs tan(beta)  (ratio of two neutral Higgs vacuum expectation 
values). 

Future Work

In the remaining two years of this project, we intend to 
bring to conclusion all three parts of this project.  First, we 
will complete a prototype measurement of the neutron 
lifetime using our revolutionary magnetic ultra-cold neu-

tron trap.  Second, we will establish the optimal approach 
to next-generation experiments measuring the neutron 
beta decay parameters, and demonstrate our silicon de-
tectors, which will likely be used for these experiments.  
Finally, we will complete our investigations into the theory 
of neutron beta decay, including pushing down the theo-
retical uncertainties in the decay process and studying the 
impact of more precise measurements on the Standard 
Model of Nuclear and Particle Physics.

Conclusion

Relying on LANL traditional capabilities and strengths, this 
program of neutron decay experiments and theoretical 
support will:

Result in a world-class measurement of the neutron • 
lifetime during the project and justify  future program-
matic funding of asymmetry measurements;

Significantly improve our knowledge of light quark • 
(up and down) mixing induced by weak interactions, 
and as a consequence, put stringent constraints on or 
detect the presence of a fourth generation of  quarks, 
the violation of quark-lepton universality (due to su-
persymmetry or extra-dimensions),  or the presence of 
new gauge bosons.
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Introduction

Explosions on neutron stars (x-ray bursts, superbursts 
and giant-flares) provide a window to observe phenom-
ena in extreme environments and probe the fundamen-
tal nature of matter at the most extreme density. One 
of the goals of this project is to develop the theory and 
simulation tools need to model the outer 1 km of the 
neutron star (neutron star crust) where these explosive 
phenomena are expected to occur. We will use these 
tools for detailed astrophysical simulations of neutron 
star bursts and flares, to directly confront the observed 
light-curves. The other major goal of the project is to 
develop computer programs and to use existing com-
puter codes to simulate hydrodynamics and radiation 
transport to accurately predict light curves to study a 
wider class of cosmic explosions, especially superno-
vae, both thermonuclear and core-collapse.  In this 
report we describe progress made on both fronts. First, 
we briefly outline our research in the past year that has 
addressed several important issues about the physical 
processes and the properties of matter in the neutron 
star crust.

Benefit to National Security Missions

This project involves the modeling of multi-scale (explo-
sive) phenomena in extreme environments. The under-
lying nuclear, plasma and atomic physics, and the com-
putational techniques for radiation hydrodynamics, are 
relevant to Department of Energy missions, especially 
the nuclear weapons mission.

Progress

Thermal conductivity, neutrino and nuclear reactions 
in the crust play a critical role in the thermal evolution 
of accreting neutron stars. They are responsible for set-
ting the temperature profiles in the crust and in turn 
determine where explosive nuclear burning that pow-
ers x-ray bursts and superbursts can occur [1]. We have 
already made key contributions to all of these areas: 

Cosmic Explosions Probing the Extreme: X-Ray Bursts, Superbursts, and Giant 
Flares on Neutron Stars
Sanjay Reddy
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Reddy and collaborators showed that a new mecha-• 
nism for heat conduction exists in the inner crust, 
wherein heat is carried by superfluid neutrons rath-
er than electrons [2] (see Figure 1 where the new 
mode of conduction labeled “sPh”: is shown to be 
more effective, at times, than electron conduction);

Gupta, Moller and Kawano showed that a new set • 
of nuclear reactions in which excited nuclear states 
emit neutrons fundamentally changes the nuclear 
flows and energy release, leading to robust heating 
at shallower depth [3]; 

Steiner and Reddy showed that neutrino cooling • 
in the inner crust, where neutrons are superfluid, 
is strongly suppressed due to Cooper pairing cor-
relations and the superfluid gap [4]. These new in-
gredients are now being incorporated in numerical 
simulations of the cooling of accreting neutron stars 
to ascertain if the temperature in the crust is large 
enough to account for the observed thermonuclear 
explosions.     
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Figure 1. Superfluid heat conduction (red, dashed) can 
compete with electron conduction (blue) both parallel and 
transverse to the magnetic field.
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One of the key ingredients in modeling the neutron star 
crust is the superfluid behavior of low-density neutron 
matter in the inner crust. As mentioned earlier the pair-
ing gap and the resulting superfluid behavior particularly 
impact neutron star cooling.   The only accurate method 
to compute these quantities is the Quantum Monte Carlo 
method that requires a large-scale computational effort. 
During the past year Carlson and collaborators have carried 
out these Quantum Monte Carlo calculations for neutron 
matter and tested their methods by comparing to simi-
lar strongly interacting Fermion cold atom experiments 
[5].   These calculations represent the state of the art and 
predict a significantly larger superfluid gap than those ob-
tained using diagrammatic techniques.   

Giant flares are powered by the enormous magnetic fields 
(1014 – 1015 G) characteristic of Magnetars (magnetized 
neutron stars). In the standard scenario, the mechanism 
for energy release and storage depends on the mechanical 
properties of the solid neutron star crust [6]. The breaking 
of the neutron star crust is expected to trigger the giant 
flare, yet very little is known about the mechanical proper-
ties of the crust. Modeling these dense ionic solids where 
the electrons are both relativistic and extremely degener-
ate requires large-scale molecular dynamics (MD) simula-
tions involving 105-106 ions. Jerome Daligault, Kai Kadau 
and Mike Warren have developed computer programs to 
perform these large-scale MD simulations to predict how 
the crust would respond and break due to the large (mag-
netic) stresses. We are currently in the process of running 
a suite of simulations that will be reported shortly.  Richard 
Epstein, Hui Li & Steve Price have proposed an alternate 
mechanism, where thermo-resistive instabilities in the 
crust trigger large-scale magnetic field reorientation and 
power the observed magnetar flares. This instability occurs 
because of the increase of ohmic resistance with tempera-
ture in neutron star crusts. They have computed eigen-
modes for thermal perturbations and shown that stars 
with ~5x107 K interiors, typical for neutron stars of age 104 
years, exhibit thermo-resistive instabilities. 

The supernova light curve task focuses on modeling emis-
sion (both spectra and light-curves) of cosmic explosions. 
Here there are 5 key focus areas: 1) studying progenitors, 
2) modeling light-curves with existing or easily developable 
technologies, 3) atomic opacity studies, 4) porting tech-
niques to Roadrunner and 5) preparing new techniques. 
During the first year, a series of pilot studies focused on 
proving the techniques outlined in our proposal to learn if 
new capabilities were necessary to produce our intended 
results. 

To study the emission from cosmic explosions, we must 
understand the environments through which the explosion 
propagates.  Our project has led several efforts in studying 
supernova progenitors by modeling the white dwarf merg-

ers.  In the merger process, material is ejected into the sur-
rounding medium.  It is this material that the subsequent 
explosion collides with, producing additional emission. In 
our progenitor studies, we have also begun studying the 
formation rates of various supernova progenitors with C. 
Belczynski (Oppenheimer Fellow) and his student Ashley 
Ruiter (currently at Harvard).

We seek to model the photon emission from these explo-
sions.  This year we completed a suite of 1-dimensional 
simulations using an enhanced RAGE code (we added a 
discrete ordinate method to model gamma-ray transport).  
Using the TOPS monochromatic opacities, we were able 
to calculate the first supernova spectra that are based on 
from radiation hydrodynamics codes (see Figure 2).  This 
success marked the completion of the major milestone for 
the 1st year of this proposal. Its completion allowed us to 
focus on projects to succeed in the milestones of year 2 
(which include multi-dimensional calculations and more 
complex transport schemes for the thermal transport).  We 
ran into a number of technical issues with transport and 
with our opacities, which we discuss below.

Figure 2. Photon flux vs energy for a type Ib supernova (exploding 
Wolf-Rayet Star) at 4 different times during the explosion.  This 
theoretical curve shows detailed spectral features. By matching 
this structure to an observed spectrum, we can determine yields 
and explosion energies.

Supernovae create some conditions that were not consid-
ered by the TOPS opacity database. We have worked close-
ly with the opacity team to correct for these differences in 
our supernova calculations.  As a result, we have identified 
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many of the problems we need to pursue in years 2 and 
3.  One major project will be the inclusion of opacities for 
matter that is out of local thermodynamic equilibrium 
(NLTE).  Although a full study of NLTE opacities is beyond 
the scope of this project, we hope to make some serious 
progress into our understanding of what we need to do 
regarding NLTE by the end of this proposal. We will gauge 
the importance of NLTE by doing some focused problems.

Another part of this project was to make our transport 
methods more accurate. Here we have focused on Im-
plicit Monte Carlo (IMC).  In the first year of this proposal, 
we outlined what we needed to implement IMC into the 
RAGE-style hydrodynamics.  We began work on a code 
termed “Cassio” which will have this transport feature.  In 
addition, this technique has been modified to run on the 
Roadrunner hybrid architecture.  At the same time, we 
would like to move to 3-dimensional calculations to better 
study asymmetric explosions.  We ran a first test model in 
year 1 and it is now being used to test the new Roadrunner 
machine.  We plan to be running these calculations by the 
second half of year 2.

This calculations discussed are building upon work done 
with the RAGE code.  This will allow us to attack a number 
of applications.   But to truly attack a wide number of cos-
mic explosions, we need a relativistic code.  As originally 
proposed, our project planned to develop this code by the 
end of year 2 and run it in year 3.  At our actual level fund-
ing, we plan to complete development of the code in year 
3 and have our first test runs in year 3.  This year we have 
completed the analysis and physics discussions, and can 
begin to develop the code.

Future Work

We propose to develop a model for the neutron star crust 
which incorporates: (1) heat deposition due to electron 
capture, and nuclear and pycnonuclear reactions, (2) heat 
transport due to the flow of degenerate electrons in a 
strongly interacting multi-component plasma, (3) neutrino 
cooling due to weak interactions in dense matter.  To ad-
dress how magnetic fields can power giant flares we will 
simulate the evolution of magnetic fields in the crust. We 
will explore a new class of resistive MHD instabilities as a 
trigger for the outburst, as suggested by recent observa-
tions. In this context, we will also study the coupling be-
tween magnetic modes and crustal modes to explain the 
quasi-periodic oscillations observed in giant flares. In the 
context of supernova light curves, our quantitative models 
of explosions and light curves will be used to extract infor-
mation about supernova dynamics, nucleosynthesis and 
asymmetries.  
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Introduction

A new era in our understanding of the basic 
constituents and forces of nature will begin when 
the Large Hadron Collider (LHC) at CERN, Geneva, 
starts taking data in 2009. It will explore the energy 
range up to a few TeV where current experiments and 
theory suggest that new physics must appear. The key 
unanswered questions of physics beyond the standard 
model are the origin of the scale of electroweak 
symmetry breaking and the nature and mass of the 
Higgs boson, the particle responsible for giving mass to 
all elementary particles. What we do know is that this 
physics must cause phenomena that occurs below a 
few TeV. This is precisely the energy range that the LHC 
will probe. Equally important, the physics that stabilizes 
the Higgs under quantum corrections, of which broken 
supersymmetry is the leading candidate, must also 
appear at the same scale. 

The signal of new physics, however, is very likely 
to be buried in background of known phenomena. 
Elucidating possible production and decay mechanisms 
of Higgs bosons and supersymmetric particles are 
crucial to uncovering new phenomena. This proposal 
will develop an understanding of Higgs bosons and 
supersymmetric particles and devise strategies for their 
detection and analysis as a function of their possible 
masses. We will explore in detail the possibility of light 
right-handed neutrinos into which the Higgs particles 
will decay, and supersymmetry breaking mediated by a 
combination of gauge fields and gravity. Developing the 
capability to lead in this area is central to Beyond The 
Standard Model Grand Challenge.

The Standard Model has been developed over the 
past three decades and there are no particle physics 
experiments that disagree substantially with any of its 
predictions. Yet there is still something fundamentally 
missing. Despite the common theoretical framework 
the Standard Model provides for describing three 
of the gauge forces observed in nature, it does not 

Novel Signatures of Beyond the Standard Model at the Large Hadron Collider
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adequately explain why two of gauge bosons (W and Z) 
are massive. 

Another gap in the Standard Model is the Higgs 
mechanism, which gives particles mass - the simplicity 
of the Higgs mechanism belies some troubling aspects 
of its dynamics. The mechanism does not explain why 
the Higgs boson condenses - it is purely descriptive; the 
condensation is put into the theory by humans. Also 
troubling, the quantum mechanical interactions the 
Higgs boson has with itself and fermions, especially the 
top quark, cause its mass to diverge as its ``size’’ is sent 
to zero. Something must exist in Nature – outside of the 
Standard Model - to cancel this divergence if the Higgs 
boson exists at the TeV scale.  

Supersymmetry is a strong candidate for new physics 
at the LHC because it can potentially solve these 
problems of the Higgs. It is the unique extension of 
the Poincare symmetry, and predicts the presence of 
a superpartner with a different spin for each particle. 
It is analogous to the successful prediction of special 
relativity that there exists an anti-particle with an 
opposite charge for each particle. The null observation 
of superpartners suggests that our vacuum is not 
supersymmetric, i.e., the vacuum distinguishes bosons 
and fermions, while keeping special relativity as a good 
symmetry. The realization of such a vacuum where the 
space-time symmetry is partially broken has not been 
easy; a complicated structure has been necessary for 
supersymmetric models to be realistic. 

Since there are, in general, many speculative models 
that provide mechanisms that solve the problems of 
mass, scientists would like to know which of these, if 
any, are favored by the new discoveries, and which are 
not. 

Graesser and Kitano are developing techniques to find 
and interpret the new particle physics discoveries.  
Discoveries at the LHC are not an end, but a beginning: 
once a discovery has been established, what is it? What 
are the new particles; what are their masses; what are 
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their quantum numbers; and what are their interactions 
with other particles? The last two questions are difficult 
to determine experimentally, but they are also the most 
relevant for identifying the new physics. 

Benefit to National Security Missions

Physics beyond the Standard Model is one of the five 
Grand Challenges that define the science mission of LANL.  
The work of Kitano and Graesser in understanding super-
symmetry, the Higgs boson and signatures of novel events 
at the LHC are core areas of this grand challenge.  Their 
work is also aligned with the highest priority areas of the 
High Energy program of the DOE Office of Science as docu-
mented in the 2008 HEPAP P5 report. 

Progress

Supersymmetric models have many new particles and 
therefore a complicated spectrum. When superparticles 
are produced at a collider they quickly decay to Standard 
Model particles and other superparticles. This cascade 
decay ends when a stable superparticle is produced. In 
many models this particle is electrically and color neutral, 
so it escapes the detector, undetected. The production of 
superpartners at the LHC then leads to events with many 
Standard Model particles and two superparticles (dark 
matter candidates) that escape the detector. 

In LA-UR- 08-04335, Graesser and Rutgers University col-
laborators J.Shelton and S.Thomas focus on such decay 
chains, and examine the correlations between the energy-
momenta of muons and electrons. The theoretical distribu-
tions for these quantities provide important information 
such as the spins of the intermediate particles and their 
interactions. They have found different patterns can be 
obtained under different hypotheses about the underlying 
particle spectrum and interactions between the new parti-
cles, which can then be used to confirm or falsify different 
hypotheses. 

Graesser and Shelton have completed a follow-up study 
(LA-UR 08-07771, arXiv:0811.4445). They focus on events 
containing taus and leptons, and on events containing b-
quarks and leptons. They find that distributions formed 
from b-quarks and leptons are sensitive to the spectrum 
of stops and also sbottoms. They further propose to use 
signed b-quarks as a tool to further discriminate sbottom 
and stop contributions, and to also experimentally confirm 
the hypothesis. This can be done with a realistic signing 
rate for the charge of the b-quark. 

This preprint also examines distributions formed from pairs 
of taus or a tau with an electron or muon. They find fea-
tures that are strongly correlated with whether the slep-

tons and staus involved in these processes have the same-
handedness or opposite-handedness. Further, a precision 
measurement of these distributions could in principle tell 
us the separate handedness of the sleptons and taus. Such 
results would provide valuable information about the in-
teractions between the new particles, which would allow 
us to discriminate or favor specific models. Similar conclu-
sions are obtained for distributions involving two taus. 
We have also suggested algorithms for fitting tau-tau and 
lepton-tau distributions. 

In LA-UR-08-3550, Graesser, Friedland (LANL) and Gian-
notti (LANL) investigate theoretical properties of ``un-
particles’’, recently proposed by Georgi at Harvard [1]. 
Unparticles have attracted significant theoretical attention 
since they have curious theoretical properties and can be 
produced at the LHC. Our work uses AdS/CFT to clarify a 
number of confusions in the literature, and has implica-
tions for signals at the LHC.

Future Work

Investigate b-l correlations further by using a Monte • 
Carlo event generator for a few representative super-
symmetry parameter points. Graesser will collaborate 
with Shelton (Rutgers U.).

Implement non-standard decays of the Higgs boson to • 
right-handed neutrinos into event generators such as 
PYTHIA or MadEvent/MadCalc. These processes have 
been proposed by Graesser in previous publications. 
Investigate the discovery potential of Tevatron (at 
Fermilab) or LHC and identify most important channels 
for discovery.  

Recently, there has been progress in the study of super-
symmetry breaking [2]. Model building is simplified once 
we allow for our universe to be in a meta-stable vacuum, 
rather than the true vacuum. With M.Ibe at SLAC, Kitano 
has proposed a new class of supersymmetric models [Phys.
Lett.B663:242 246,2008,Phys.Rev.D77:075003,2008]. In 
these models, a new force operating at a short-distance 
scale creates a meta-stable non-supersymmetric vacuum. 
The dynamics also contains a mechanism for directly giving 
masses to the superpartners. It was possible to perform 
a reliable calculation of the mass spectrum by using the 
effective description of the theory by composite fields, 
thanks to our understanding of the non-perturbative dy-
namics of supersymmetric theories.

In gauge-mediation models [3] (GM), the spectrum of the 
superpartners can be calculated with only a few param-
eters. An interesting possibility, which is often realized in 
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GM models, is that the stau is the next-to-lightest super-
partner. In this case, the lifetime of the stau can be very 
long. For collider physics, such a long-lived particle is use-
ful in studying new-physics events because its charge and 
momentum can be directly measured just like the muon. 
Once we have such a particle, various precision tests of 
supersymmetry can be done at the LHC, which are usually 
thought to be difficult.

In this long-lived stau scenario, Kitano has proposed a 
search strategy of lepton flavor violation at the LHC [JHEP 
0803:023,2008]. It was shown that the decay of the neu-
tralino into a stau and a muon is sensitive to the flavor mix-
ing parameters in the supersymmetric standard model. He 
also performed a study of Drell-Yan production of super-
particles in this scenario and found various measurements 
such as masses, spins, parity and CP asymmetry are possi-
ble at the LHC [JHEP 0811:045,2008] by looking at angular 
and energy correlations of decay products.

Supersymmetry also provides a dark matter candidate. In 
collaboration with H.Murayama (UC Berkeley) and M.Ratz 
(Technische Universitat Munchen), Kitano proposed a 
cosmological scenario where the baryon asymmetry and 
dark matter of the universe are both generated from a 
single scalar condensation in the early universe [Phys.Lett.
B669:145-149,2008]. Not only is this a realistic scenario, 
it explains one of the puzzling features of the universe, 
namely that the energy densities of baryons and dark mat-
ter are similar to each other. Such a consistent framework 
will be an important input to LHC physics.
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The discovery of time variation of a fundamental con-
stants would fundamentally change the way we inter-
pret nature and the universe around us. It is well known 
that our currently accepted physical theories possess 
too many “fundamental” constants; that is, there are 
too many parameters which we cannot calculate and, 
taken together, overdefine the scales of mass, charge, 
distance, time, etc. It is therefore conclusive that our 
current physical theories are, at best, incomplete. Data 
from astrophysical sources have been analyzed to imply 
that the Fine Structure Constant (α) was smaller in the 
distant past compared with its current value. The Fine 
Structure Constant is ubiquitous in physics, setting for 
example the size of the atom and the rate of nuclear 
reactions.

We are developing an experimental apparatus capable 
of searching for modern-day variation of α with unprec-
edented sensitivity. Our technique will use two optical 
frequency standards (laser sources locked accurately to 
narrow transitions in atomic ions) which will be com-
pared through a femtosecond laser-based frequency 
comb (FLFC). The femtosecond laser will be referenced 
to an optical frequency standard locked to a transition 
in singly-ionized ytterbium (Yb+) and some light from 
the FLFC will be frequency multiplied by a factor of 
four, then used to drive a narrow transition in trapped, 
doubly-ionized ytterbium (Yb2+). In this way, the FLFC 
becomes the second optical frequency reference. Mea-
surements of the FLFC’s frequency offset and repetition 
rate in this “locked” state are sufficient to determine a 
possible time variation of α at a rate of one part in 1018  

per second. In addition to possibly changing the way we 
view nature, this experiment will perfect the technique 
of optical atomic spectroscopy with light generated di-
rectly from a FLFC. 

We are also working in parallel with collaborators at 
the University of California, Berkeley (UCB) to search 
for time variation of alpha by taking advantage of two 
nearly degenerate states in atomic dysprosium (Dy) 

High-Precision Spectroscopic Search for Variation of the Fine-Structure 
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that are also highly dependent upon the value of al-
pha. In this experiment, the energy levels are so close 
that transitions between them can be make with a 
radio-frequency (rf) source that can be compared to a 
laboratory cesium clock. This differs dramatically from 
the trapped-ion experiment in that the comparison of 
frequencies is straightforward. However, the systematic 
effects that can limit the sensitivity are less understood 
so that neither experimental approach possesses a clear 
advantage over the other.

Benefit to National Security Missions

The primary research proposed here directly supports 
the Grand Challenge of “Beyond the Standard Model” 
and is directly relevant to DOE, Office of Science mis-
sions. The intellectual merit of this project rests upon 
the implications of a nonzero variation of α on physics 
and metrology. Variation of α would play a crucial role 
in the development of an ultimate unified theory of 
Nature. In metrology, such a variation would signify a 
fundamental limit for the stability of next-generation 
atomic clocks and, thus, inevitably alter the definition of 
the second. 

LANL’s work on Yb2+ is also of interest to the National 
Institute for Science and Technology (NIST), since it can 
be the basis for a new optical frequency standard of 
exceptional stability, which can be important for both 
national security and information security as advocated 
by NIST. Clocks of sufficient accuracy could be used for 
navigation, the detection of underground facilities, and 
the detection of massive smuggled objects, impervious 
to any shielding. Our technique for spectroscopy with 
light generated directly with a FLFC opens a new para-
digm in optical spectroscopy since nonlinear optics and 
a FLFC can be used to generate nearly any color of light: 
a serious limitation for many transitions of interest in 
the science community.
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Progress

Our most exciting progress this year has been the trapping 
of isotopically pure 174Yb2+ in an rf Paul trap. This is the first 
time in history that this ion has been trapped and cooled 
and also the first time that any doubly-ionized atom has 
been trapped in a Paul trap. We subsequently reduced 
the temperature of the Yb+/Yb2+ dual-species ion cloud by 
direct laser cooling of Yb+, which then cooled the Yb2+. We 
have now begun a series of investigations that will allow 
us to create an optical frequency standard based upon 
the trapped Yb2+. Our short-term goal is to develop direct 
laser cooling of the Yb2+ by driving the cooling transition at 
252nm with a laser source that we previously constructed. 

Direct laser cooling of the Yb2+ also requires several “re-
pump” sources to drive the population out of metastable 
energy levels that lie below the excited state of the cooling 
transition and become populated over time. Figure 1 shows 
a schematic of some of the energy levels of 174Yb2+. Of par-
ticular interest is the 3Po

2 state that can be populated after 
a few hundred milliseconds. While this is a long time com-
pared to the 230ns lifetime of the 3P1 state that populates 
it, it is still short on a laboratory time scale and makes the 
ion difficult or even impossible to detect depending upon 
the experimental arrangement.

Figure 1. Partial Energy Level Diagram for Yb III: The cooling 
and interrogation transition is at 252 nm. When the ion is in the 
upper state accessed by this transition, the ion can decay into 
several lower states which are long-lived through either radiative 
decay or collisions with residual gas atoms in the vacuum. With 
the plasma-repump source and either the 501nm source (green 
line) or 1578nm source all the population can be returned to the 
ground state and the ion will again fluoresce at 252nm.

We have completed the construction of the three repump 
sources which we will need to depopulate the metastable 
states, including the problematic 3Po

2 state, under various 
conditions. Two of the sources are based on tunable ex-
ternal cavity diode lasers at 1578nm and 1002nm with the 

latter being frequency-doubled to 501nm. Both of these 
systems are tunable over the necessary range of ~100GHz 
and supply 1-2mW of power at the final wavelengths; 
about 100 times more than the required 10mW.

The third repump source is a high-current plasma discharge 
of Yb/Kr and will only be necessary for long interrogation 
times (tens of minutes) and for initial searches for the 
cooling transition near 252nm. There are six energy levels 
below the 3P1 excited state of the cooling transition and 
four of them can only be populated efficiently through col-
lisions with background gas (or buffer gas). Since a plasma 
discharge can, in principle, be made to produce many lines 
specific to Yb, Yb+ and Yb2+, the spectral density of these 
lines will be of order 105-106 times higher than an LED or 
other lamp source. We are currently installing our first ver-
sion of this source will begin to use it immediately.

We have also investigated collisional decay channels in 
174Yb+ not previously studied as illustrated in Figure 2. It is 
important for us to understand the various mechanisms 
that can cause decay in the excited states of Yb+ upon 
which one of our optical frequency standards will be based. 
For a reliable optical frequency standard, knowledge of the 
long-term behavior of Yb+ is necessary. Even small amounts 
of residual gas can occasionally move population from the 
useful cooling and clock state to two other metastable 
states. We have largely concluded this study and have been 
able to, respectively measure and put an upper limit on the 
collisional cross-sections for the two dominant collisional 
decay channels involving these transitions. These studies 
have also allowed us to develop techniques that we will use 
with Yb2+ once we have identified the cooling transition and 
are directly laser-cooling Yb2+ as well.

Figure 2. Partial Energy Level Diagram for Yb II: The cooling and 
interrogation transition is at 370nm. There are several parasitic 
decays that can occur that are all driven by collisions with residual 
background gas (grey dashed lines). We have studies these in detail 
by measuring the decay of fluorescence at 370nm under various 
background gas pressures and laser intensities and building an 
accurate mathematical model of the fluorescence/decay process.
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We acquired apparatus for, and have begun construction of 
the frequency-quadrupled femtosecond frequency comb 
for direct spectroscopy of the Yb2+ “clock” transition at 
221nm. We anticipate having the frequency comb opera-
tional in the next few months and the frequency-quadru-
pling operational shortly thereafter.

We have also worked closely with our collaborators at 
UCB on our second search for time variation of α based 
on nearly-degenerate levels in atomic dysprosium. Last 
year, we reported our first limit on variation of α, (da/dt)/
α<4x10-15/yr [1] from this experiment. This result itself 
is limited by several technical systematic problems from 
our imperfect apparatus and our time this year has been 
spent constructing a new measurement apparatus with 
more ideal properties such as a better vacuum, magnetic 
shielding and more homogeneous electric fields in the test 
region of the apparatus. Figure 3 shows a schematic of the 
new apparatus that we have constructed and are in the 
process of testing.

Figure 3. Cut-away schematic of the new version of the dys-
prosium apparatus: We now have the capability to operate the 
experiment at low temperature, with high magnetic shielding 
and with homogeneous electric and laser fields.

Future Work

We will extend our work with single trapped ytterbium 
ions to create two optical frequency references based on 
field-insensitive transitions in ytterbium. Our work with 
Yb2+ represents the first trapped-ion investigation with a 
doubly-charged species and opens a new paradigm for 
trapped-ion laser spectroscopy studies as well as optical 
frequency standards. We will perform high resolution spec-
troscopy on Yb2+ with light synthesized directly from the 
frequency comb with a resolution of 5×10-14 which is 50 
times better than the current state-of-the-art comb as de-
fined by our NIST collaborator and one of our postdoctoral 
researchers. Our advantages in this aspect of the experi-

ment are gained through our use of a narrow transition 
of a trapped ion and elimination of a noisy amplification 
process. Through the high sensitivity of Yb+/Yb2+ transitions 
to α, this provides a sensitivity to fractional changes in α of 
~10-15 which is approaching the best laboratory limits.

Our second proposed effort involves measuring rf electric-
dipole transition frequencies between nearly degenerate 
opposite-parity levels in atomic dysprosium. Our mea-
surements on dysprosium at UC Berkeley have allowed 
investigation of systematic uncertainties and have solidi-
fied the design criteria for a dysprosium-base search for 
α-variation. We will  complete the assembly and character-
ization of the apparatus and expect to reach a sensitivity of 
(da/dt)/α~1x10-16/yr within the next two years.

Conclusion

Both of experimental efforts discussed above can each pro-
vide a factor of ~100 improvement over the current best 
experimental results for variation of the fine structure con-
stant, α. These experiments have the potential to achieve 
this sensitivity with only one year of averaging compared 
to the current best measurement that averaged over six 
years of data [2]. Furthermore, in contrast to the current 
best measurement, the levels that are being compared 
are electronic levels, which allows for α-variation to be 
deduced without assumptions regarding the variation of 
other fundamental constants.

References

Cingoz, A., A. Lapierre, A. -T. Nguyen, N. Leefer, D. 1. 
Budker, S. K. Lamoreaux, and J. R. Torgerson. Limit on 
the Temporal Variation of the Fine-Structure Constant 
Using Atomic Dysprosium. 2007. Physical Review 
Letters. 98: 040801.

Fortier, T. M., N. Ashby, J. C. Bergquist, M. J. Delaney, 2. 
S. A. Diddams, T. P. Heavner, L. Hollberg, W. M. Itano, 
S. R. Jefferts, K. Kim, F. Levi, L. Lorini, W. H. Oskay, T. E. 
Parker, J. Shirley, and J. E. Stalnaker. Precision Atomic 
Spectroscopy for Improved Limits on Variation of the 
Fine Structure Constant and Local Position Invariance. 
2007. Physical Review Letters. 98: 070801.



714 Los Alamos National Laboratory

directed research

Physics
fu

ll 
fin

al
 re

po
rt

Abstract

A quantum phase transition is a discontinuous change 
of the properties of a quantum system that occurs as a 
consequence of a continuous change of its Hamiltonian. 
Bose-Einstein condensates (BECs) offer clean and el-
egant examples of quantum phase transitions, including 
especially the insulator-superfluid transition.  This proj-
ect studies the dynamics of quantum phase transitions 
in Bose-Einstein condensates and explores the utility of 
phase-transition dynamics for quantum computation.  
As with the usual (thermodynamic) phase transitions, 
most work on quantum phase transitions has focused 
on equilibrium behavior.  However, the dynamics of 
phase transitions is a rich problem of obvious funda-
mental interest, with applications that span the range 
from low temperature physics to cosmology.  More im-
portantly, a thorough understanding of quantum phase 
transition dynamics in general, and in BECs in particular, 
is necessary to implement quantum computation in 
BECs. We will also use feedback from the BEC studies to 
develop powerful nonstandard approaches to quantum 
computing, including topological QC and adiabatic QC, 
and to study decoherence in quantum phase transi-
tions. LANL has a unique combination of theoretical and 
experimental capabilities to study quantum phase tran-
sitions in BECs and to become a leader in this emerging 
field.

Background and Research Objectives

The goal of this project is to develop and test new ap-
proaches to quantum computation by studying the non-
equilibrium dynamics of quantum phase transitions, 
especially those in ultracold gaseous Bose-Einstein con-
densates (BECs).  A typical quantum phase transition 
(QPT) is a discontinuous change of the character of the 
ground state of a quantum system as a consequence of 
a continuous change of its Hamiltonian.

Our program focuses on the dynamics of the Mott in-
sulator-superfluid transition in a BEC, because this QPT 
is essential for proposed BEC QC designs and because 

BEC is a clean, experimentally accessible system for 
QPTs and information processing.    Specific objectives 
include:

Characterize the dynamics of quantum phase transi-• 
tions (e.g., investigate their role in the formation of 
topological defects, and explore topological control 
of quantum states in the BEC setting).

Investigate the suitability of BECs for quantum infor-• 
mation processing (e.g., study utility of entangle-
ment and large-scale quantum superpositions left 
behind by a QPT).

Develop and evaluate nonstandard quantum infor-• 
mation processing strategies, including in particular 
adiabatic and topological quantum computation that 
can be modeled using BECs.

Study decoherence in the BEC setting. Investigate • 
its implications for fundamental physics (condensed 
matter, etc.). Assess limitations it imposes on infor-
mation-processing strategies.

These aims are interconnected: they involve gener-
ally applicable theory closely tied to experiments.  Our 
proposed implementation of the Mott QPT is discussed 
further in the Scientific Approach section below.  In es-
sence, we aim to understand how a single condensate 
wavefunction with coherent phase throughout forms 
out of several pre-existing pieces, and how it can be co-
herently manipulated.  Such manipulations are interest-
ing because they can be used to process information.  
For instance, a superfluid-insulator QPT transforming a 
single BEC superfluid into a million-particle “insulator” 
with exactly one atom per site performs the initializa-
tion of a BEC QC.  Besides such standard QC strategies 
(analogous to classical computing but with quantum 
logic gates that use qubits), our experiment will let us 
explore nonstandard QC.

For example, in adiabatic QC the system starts in an 

New Approaches to Quantum Computing and the Dynamics of Quantum 
Phase Transitions
Wojciech Hubert Zurek
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easily accessible ground state of a standard Hamiltonian, 
which is then smoothly changed to one whose ground 
state encodes the answer to a problem.  Remarkably, it has 
been shown to be equivalent to standard QC. Topological 
QC is another relevant nonstandard strategy.  The key idea 
is that topological defects can be manipulated to imple-
ment QC with the advantage of being more robust to envi-
ronmental perturbations than conventional qubits.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

Understanding the dynamics of quantum phase transitions 
is of fundamental interest; applications range from low 
temperature and condensed matter physics to cosmol-
ogy.  Most importantly for LANL’s strategic priorities, a 
thorough understanding of QPT dynamics in BECs is neces-
sary for implementing quantum information processing in 
this promising setting. Quantum techniques are the most 
general means known to promote—or for adversaries to 
jeopardize—security (quantum crypto key distribution, and 
breaking public key cryptography with quantum computers 
are concrete examples), so pursuing BEC quantum informa-
tion processing also contributes to LANL’s strategic goal of 
becoming a Preferred Laboratory for Defense.  Moreover, 
since computer components are rapidly shrinking towards 
the size of single atoms, quantum computing (QC) will be-
come a required technology for cutting-edge computation, 
a critical lab capability.

Scientific Approach and Accomplishments

The research program has three inter-connected com-
ponents.  Wojciech Zurek leads the effort directed at de-
veloping the theory of non-equilibrium quantum phase 
transitions.  Malcolm Boshier leads the effort to build the 
tools for the experimental realization and verification of 
these ideas.  Howard Barnum leads the team looking at the 
connection of these two threads to information theoretic 
aspects of quantum information processing.

We first discuss the accomplishments of the theory com-
ponent.  Extensive studies of the dynamics of a quantum 
phase transition of cold atoms in a periodic potential were 
performed by Damski, Zurek, Cucchietti and Dziarmaga 
(external collaborator) and published in Physical Review 
A [1].  They explain how the correlations between atoms 
arise during a transition from the insulator to the super-
fluid phase.  The scaling of the asymptotic value of atom-
atom correlations with the rate at which the height of the 
periodic potential is ramped down was found.  Different 
analytical approaches were developed and numerically 
verified.  This study is relevant to a number of current ex-
periments where BECs are placed in a standing laser field 
producing a periodic potential.

We have studied the formation of entanglement in a quan-
tum phase transition in a quantum Ising model. The results 
[2] show that the basic mechanism responsible for the for-
mation of defects in phase transitions explains the reach of 
entanglement in chains of spins described by the quantum 
Ising model.  It is suggestive (but far from established) that 
this result will generalize to other quantum phase transi-
tions.

Formation of a single Bose-Einstein condensate (BEC) with 
a torus topology from a collection of initially disconnected 
BEC “pools” was studied by Dziarmaga, Meisner, and Zurek 
[3].  The transition that occurs in this setting has a differ-
ent character than the “usual” second order phase transi-
tions.  In particular, one starts the quench that induces the 
transition at the critical point. In spite of that, we were 
able to produce a simple and compelling model of this 
process that seems to accord rather well with numerical 
simulations of the discrete version of the Gross-Pitaevskii 
equation.  We expect that its key prediction – scaling of 
the typical velocity of the superflow in the final torus with 
the rate of quench – will be soon tested experimentally in 
Boshier’s laboratory.

Damski and Zurek have studied extensively dynamics of 
quantum phase transitions in a ferromagnetic Bose-Ein-
stein condensate, i.e., a cold cloud of spin-1 atoms. Such 
a condensate is considered as one of the most relevant 
systems for investigations of dynamics of quantum phase 
transitions. Indeed, it is easily experimentally accessible 
and its parameters are well controlled in temporal and 
spatial domains.  Three papers have been written on the 
subject.

The first one [4], describes dynamics of magnetization 
during a symmetry breaking quantum phase transition 
taking place from the unmagnetized (polar) phase to the 
magnetized (broken-symmetry) phase. In particular, time 
and length scales for the creation of magnetic topological 
defects were found using various theoretical approaches.  
A quantum version of the Kibble-Zurek approach known 
from classical phase transitions was developed and suc-
cessfully applied to this problem.  Analytical predictions 
have been found to be in full agreement with numerics.  
Experimentally relevant quench parameters have been 
determined as well.

The second paper [5] describes the transition in the op-
posite direction, i.e., from the magnetized to the unmag-
netized phase. Here all the details of condensate dynamics 
near a critical point were unraveled and the Kibble-Zurek-
like theory was fully verified. Condensate dynamics after 
the quench ends were also described in an effort to pro-
vide easily experimentally measurable signatures of the 
non-equilibrium dynamics during a quantum phase transi-
tion. In particular, (an)harmonic oscillations of magneti-
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zation were predicted with the amplitude and/or period 
carrying crucial information about dynamics near a critical 
point. Excellent agreement was found again between ana-
lytical calculations and numerical simulations.

The third paper [6] describes a quantum phase transition 
induced by a spatial variation of the external magnetic field 
imposed on the condensate. Here the novel Kibble-Zurek-
like theory developed within this LDRD project [7] was 
used.  It was found that the condensate magnetization is 
non-trivially affected by the gradient field around the criti-
cal point on the length scale depending on the critical ex-
ponent nu of the condensate. In addition to showing how 
the quantum phase transition can be induced in space, 
this work suggests a new promising way for the measure-
ment of the spatial critical exponent “nu”. As before, both 
analytical and numerical simulations were found to be in 
agreement. 

Zurek has also studied (alone, as well as in collaboration 
with colleagues, including Robin Blume-Kohout) various 
processes that transfer information between quantum 
systems. This led to several papers [8,9] that elucidate 
the nature of quantum jumps as well as studies of the so-
called quantum Darwinism that sheds new light on the way 
in which classical reality of our everyday experience arises 
within our quantum Universe.

The experimental effort in Boshier’s laboratory focuses on 
building a flexible experimental system, which can create 
and manipulate BECs in arbitrary dynamic potentials.  This 
is a challenging task because the extremely delicate na-
ture of ultracold BECs imposes stringent requirements on 
the smoothness and stability of potentials, which confine 
them.  We have recently shown that an extension of the 
scheme that we originally proposed, based on painting 
time-averaged optical dipole potentials, provides a robust 
and straightforward way to create and manipulate BECs in 
complex, arbitrary and dynamic potentials.  Here the opti-
cal dipole potential is a focused, off-resonant laser beam, 
which exerts a force on atoms through the interaction of 
the non-uniform laser field and the atomic polarizability.  
This demonstration represents the first realization of such 
a broad and general capability, and a paper describing the 
technique is now in preparation.

Figure 1 (a) shows the additions made to our existing 
BEC machine to allow for manipulating BECs in painted 
potentials.  The optical trap is a combination of a static 
horizontal light sheet (which supports atoms against grav-
ity and provides tight confinement in the vertical direction) 
and the rapidly-moving tightly-focused laser beam, which 
paints the potential on top of the sheet.  The painting is 
controlled by a sophisticated computer system which per-
mits arbitrary scan patterns of a few seconds duration.  As 
long as the scanning frequency (several kHz) is faster than 

the trapping frequencies (several 100’s of Hz) the conden-
sate sees the time-averaged potential.  Condensates are 
created in the combined optical trap by transferring a very 
cold atomic cloud from the magnetic trap of the original 
machine and then evaporating by lowering the optical trap 
intensity to allow the hottest atoms to escape.  Figure 1 
(b-e) show in-situ absorption images of complex BECs cre-
ated with this system.

Figure 1. (a) shows the setup for creating and manipulating BECs 
in painted dynamic and arbitrary potentials. (b)-(e) show in-situ 
absorption images of BECs in a variety of static geometries, none 
of which have been realized previously in the laboratory.

For the specific experiment of studying the BEC QPT pre-
dictions we wanted to create a ring of independent BECs, 
reconnect them into a single toroidal geometry at variable 
rate, and then make a measurement of winding number.  
Figure 2 shows that we now have the tools to perform this 
process.  Further, since the individual BECs can be created 
from a single toroidal BEC, there exists the possibility of 
preparing them with known phases.  As an aside, it may 
now also be possible to probe carefully the predictions of 
the KZ theory for the BEC phase transition by creating BECs 
in a large ring and measuring the winding number statistics 
as a function of the quench time.



LDRD FY08 Annual Progress Report 717

Physics

Figure 2. Examples of time-dependent manipulation of a BEC in 
a painted potential.  (a) shows two condensates made to orbit 
each other with increasing separation.  The lower sequence 
(b) realizes the dynamics required to test the predictions of the 
theory component of this project for the results of a non-equilib-
rium quantum phase transition.

Finally, we summarize the accomplishments of the infor-
mation theoretic thread.  In a paper in Physical Review 
Letters, Barnum and collaborators showed that some 
quantum computations using Lie-algebraic gates could be 
efficiently simulated classically [10].  These include gates 
implemented using the interactions of certain solvable 
condensed-matter physical models (such as the quantum 
Ising model interactions) which exhibit quantum phase 
transitions, strongly suggesting that not all systems sup-
porting phase transitions are usable for universal quantum 
computation.  Barnum also formulated a lower bound 
method for quantum query complexity with arbitrary uni-
tary queries, a problem closely related to parameter esti-
mation, in terms of semidefinite programming [11].

In a paper in Physical Review Letters, and follow-on pa-
pers in Physical Review A, Boixo and collaborators dem-
onstrated advantages for quantum parameter estimation 
obtained with long-range interactions, with multibody 
interactions, and with entangled states in both closed and 
open-system scenarios.  A major result is that---with mul-
tibody interactions---the quantum “Heisenberg limit” of 
1/N, for using an N-body system with single-body interac-
tions to measure a parameter, can be surpassed (although 
a generalized version of the Heisenberg limit involving the 
total action of the estimation process, in units of Planck’s 
constant, is still respected) [12].  Another major, and some-
what surprising, result is that with multibody systems, a 
quantum advantage can be gained even without using ini-
tial entanglement [13,14].

As part of this work, Boixo and collaborators showed how 
such estimation procedures may be experimentally real-
ized using BECs (leading to an invited presentation by Boixo 
at a major international cold-atom physics conference).  
Boixo and collaborators also showed that mixed-state 
quantum computation with a fixed number of pure qubits 

resembles standard quantum computation in providing 
fast parameter estimation in many cases, but unlike stan-
dard quantum computation it cannot speed up Grover’s 
“search” problem [15].  Boixo and a collaborator showed 
that a well-known multi-qubit entanglement measure, that 
has been shown to signal quantum phase transitions in a 
variety of systems including spins, has an operational inter-
pretation as a measure of the usefulness of a multipartite 
state for precision estimation of the level of “depolarizing 
noise” acting independently on each spin [16].

As part of the project’s push toward investigating new ap-
proaches to quantum computation, including adiabatic 
computation, Barnum, Boixo, and collaborators investi-
gated the possibility that adiabatic quantum computation 
could be used to speed up classical “simulated annealing” 
processes.  This led to a measurement-based version of 
an adiabatic process, using the “Zeno effect” of quantum 
measurement to keep the system following the ground 
state of a sequence of different Hamiltonians.  When ap-
plied to a sequence of “quantum coherent random walks” 
corresponding to the stochastic transition matrices of a 
classical simulated annealing algorithm, the procedure 
allows one to prepare a quantum superposition of all 
the ground states of the classical problem, allowing one 
to achieve the effect of classical simulated annealing al-
gorithms, but with computational cost scaling inversely 
with the square root of the gap of the classical transition 
matrices, rather than with the inverse gap as in simulated 
annealing [17].  They have begun work on versions of this 
algorithm having improved performance in other param-
eters, and applications to genuine continuous-time evolu-
tion adiabatic theorems and computation.
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Abstract
Intriguing evidence exists that a new state of matter 
(the quark-gluon plasma or QGP) is formed in colli-
sions of heavy ions at the Relativistic Heavy Ion Collider 
(RHIC). We have developed a unique experimental 
capability for the direct identification of heavy quarks 
that will be used to accurately determine the proper-
ties of the QGP. We have constructed a silicon micro-
vertex detector (SVD) that can measure heavy quarks 
produced in nuclear collisions. In parallel, we have 
developed new capabilities in theory and simulation to 
interpret future heavy quark data. 

Background and Research Objectives

The quark-gluon plasma is the state of matter in the 
early universe prior to the phase transition into protons 
and neutrons. Heavy quarks (charm and beauty) are 
the cleanest probes in the laboratory quest for the QGP. 
We have developed a silicon vertex detector to identify 
these heavy quarks. We have developed many of the 
theoretical tools necessary for the interpretation of 
the future data, including lattice and non-equilibrium 
field theory calculations. A pressing question we have 
addressed is: What is the mechanism of energy loss for 
heavy quarks in the plasma? Upcoming data and cor-
responding theoretical calculations of these processes 
will allow us to determine the physical properties of the 
QGP.

Importance to LANL’s  Science and 
Technology Base and National R & D Needs

The primary focus of this proposal was to exploit an 
exciting opportunity in the basic physics of nuclear 
matter at the extremes of high temperature and 
density. The experiments at RHIC are among the 
highest priorities of the national nuclear physics 
program. Heavy quark measurements have the unique 
ability to isolate signatures specific to the QGP from 
background processes.  We have constructed a silicon 
micro-vertex detector with state-of-the-art position 

resolution, speed and power consumption to make 
these heavy quark measurements. Integrating an SVD 
with the forward arm of the PHENIX detector will 
ensure a leadership role for LANL in this flagship of 
the national nuclear physics program.  Development 
of the theory and simulation of matter under extreme 
non-equilibrium conditions met LANL’s strategic goal of 
predictive modeling of complex systems. Pushing the 
state-of-the-art in lightweight, silicon technology is the 
next frontier for nuclear verification and non-prolifera-
tion applications. 

Scientific Approach and Accomplishments

Theory 

Equilibrium and Non-Equilibrium Field Theories

To study the non-equilibrium evolution of the QGP 
from first principles of the theory of strong interactions 
known as quantum chromo-dynamics (QCD), sophisti-
cated theoretical techniques to add the contributions 
of the different sub-processes that affect a physically 
measurable quantity are necessary. We have developed 
a method of re-summing those contributions within 
a theoretical framework known as the Hard Thermal 
Loop approximation and assuming that the interactions 
between the constituents of the plasma are weak. In 
quantum field   theory particles are able to emit and 
re-absorb other particles (called virtual particles). This 
property determines their behavior in physical pro-
cesses. We carried out the complete analysis for the 
properties of the electron given by the emission of up 
to two virtual particles when this electron propagates 
in a high-temperature electro-magnetic plasma. The 
relevant emission and absorption processes, graphically 
expressed as diagrams, are shown in Figure 1. 

This work opens the way to a systematic and indepen-
dent computational  approach to the re-summation of 
sub-processes in both the electromagnetic theory and 
the theory of the strong nuclear force.  We will now be 
able to capture the hydrodynamic and dissipative pro-
cesses in the quark-gluon plasma from first principles. 
Future work may explain why the QGP appears to be-
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have more like a liquid than a gas of free particles. In our 
approach we will also be able to calculate the Equation-
of-State of the plasma above the critical temperature and 
compare it to lattice simulations described in the next sec-
tion. 

Figure 1. Two-loop fermion self-energy diagrams, showing the 
hard thermal loop (red, boxed), the soft loop (blue), and the con-
traction to effective one-loop processes. 

The QCD Equation-of-State from Lattice simulations

The analysis of the data coming from RHIC has relied on 
relativistic hydrodynamics simulations. The results suggest 
a strongly-interacting plasma with very small viscosity. A 
crucial ingredient of this analysis is the characterization 
of its Equation-of-State (EoS) over the temperature range 
relevant to RHIC and LHC energies. The only way to cal-
culate the EoS from first principles is via numerical Lattice 
QCD simulations. We have initiated and co-lead a US-wide 
“HotQCD” collaboration of experts working on QGP prop-
erties. Our HotQCD collaborative effort will extend well 
beyond the term of this project.

We obtained high-statistics results for two different ways 
of approximating the continuous strong interaction theory 
on a discrete lattice. In our approach it was very important 
to be able to have enough lattice steps in the “time” direc-
tion, since they determine the accuracy of the calculations. 
Our lattices were state-of-the-art with temporal extent Nt = 
6 and 8. As shown in Figure 2, we find that the two approx-
imations give consistent results and estimate that the EoS 
obtained on Nt = 8 lattices represents the actual continuum 
value to better than 20% uncertainty over the temperature 
range relevant for RHIC and LHC.  This precision has al-
ready reached a stage where these lattice estimates of the 
EoS should be used in the phenomenological analysis of 
RHIC data. A related quantity of high interest in heavy ion 
physics is the transition or “critical” temperature from par-
ticles to a QGP and the nature of this phase transition. Pre-
vious calculations have found a type of transition known as 
“rapid crossover”.  We confirmed this finding and all of our 
studies produced an estimate of the critical temperature in 
the range of 185-195 MeV.
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Figure 2. Preliminary results for the QCD Equation of State as a 
function of temperature in MeV and in units of r0.

Novel approach to heavy particle attenuation in the QGP: 

One of the outstanding theoretical puzzles in heavy ion 
physics has been the large 4-fold suppression, RAA ~ 1/4, 
in the production rate of electrons coming from the decay 
of massive particles (known as D-mesons and B-mesons) 
carrying the exotic quantum numbers called “charm” and 
“beauty”, respectively. We identified the lack of proper 
treatment of the time that such particles take to form and 
the naïve application of energy loss approaches developed 
to describe the attenuation of light particle production in 
strongly-interacting plasmas as the leading source of this 
discrepancy. We proposed a novel mechanism of heavy 
particle suppression based on their dissociation when they 
collide with the constituents of the quark-gluon plasma. 
We showed that our results not only provide a solution to 
the above theoretical puzzle but they can also be used to 
assess the QGP properties, such as the time during which 
this new state-of-matter exists, its temperature, and its 
density. Our approach allowed for an improved description 
of the large attenuation of the decay electrons from heavy 
particles produced in reactions with gold nuclei at RHIC as 
shown in Figure 3.
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Figure 3. Suppression of electron production from QGP-induced 
dissociation of heavy mesons compared to experimental data.

The new theory that we developed makes unique experi-
mentally testable predictions, namely, the suppression of 
the “beauty” particles is comparable to that of the “charm” 
particles.  Alternative theoretical models, such as particle 
diffusion in the plasma, have always had problems with 
describing the suppression of the “beauty” particles since 
they are, on average, four times as heavy as the “charm” 
particles. We verified numerically and independently that 
the diffusion mainstream approach has difficulty in pro-
ducing B-meson suppression. As a result, two different 
theoretical paradigms have been now presented to the 
experimental community and the main difference is the 
relative degree to which the “beauty” particles are attenu-
ated relative to the “charm” particles. The detector tech-
nology developments described below will allow direct and 
unambiguous measurements of B and D-mesons, thereby 
identifying the correct mechanism for the suppression of 
their production rate in the QGP and, consequently, yield a 
correct assessment of the QGP properties. 

Experiment

Silicon micro-vertex detector construction

We have completed the design and construction of a sili-
con micro-vertex detector that can be used to detect heavy 
quark decays. Three detector stations were designed that 
are compatible with the PHENIX detector at RHIC. Each sta-
tion consist of two identical planes mounted vertically off-
set to each other to allow for complete tracking coverage. 
Each plane has ten pixel detector modules, approximately 
1 by 8 cm, mounted on a cooled support plane. The entire 
detector consists of about 1.4 million pixels. The steps re-
quired to construct the detector were: silicon pixel detec-

tor procurement, readout chip procurement, hybridization, 
module production, plane production and assembly.

The silicon detectors used were the ATLAS silicon pixel sen-
sors. We obtained and tested a total of 25 silicon wafers, 
each of which contains 6 detectors. The detectors are 
readout using the custom FPIX2.1 chip. It incorporates a 
dead-time free readout by continuously processing all of 
the detector hits in real time.  10 wafers of readout chips 
were tested, each containing 138 FPIX chips. 

The electrical connection of the readout-chips with the 
silicon sensor (called hybridization) was performed by 
solder bump bonding 8 readout chips to each sensor.  90 
of these hybrids were produced and tested. A custom flex-
ible kapton circuit board was used to connect the signals 
from the hybrids to the detector planes. The hybrids were 
assembled to form a detector module by precisely gluing 
each hybrid onto the kapton and wire-bonding the electri-
cal connections. The resulting detector modules were also 
tested.

An assembled pixel plane is shown in Figure 4. One side of 
the printed circuit board holds all of the electronic compo-
nents as well as the cooling lines. The other side (shown) 
holds 10 detector modules. The development of the pixel 
plane was rather challenging, given the large number of 
signal lines and wire bond pads.

Figure 4. A photograph showing an assembled pixel detector 
plane, which contains approximately 160,000 pixel detector 
elements.

To date we completed the production and testing of all 
detector modules and 3 of the detector planes have been 
produced. The remainder will be completed during the 
next few months.

Readout Electronics

The data from the readout chips goes through two stages 
of electronics before reaching a data acquisition system. 
The first stage is located next to the vertex detector. It 
collects the digital data from the detector, serializes it and 
sends it out over optical fiber. The first stage has been 
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designed, is currently being constructed, and will be tested 
in the near future.

A second stage of electronics will reside inside the experi-
ment’s counting house. It retrieves the optical fiber data, 
buffers it until an experimental trigger occurs, then sends 
the data to the experiment’s data acquisition system. The 
second stage conceptual design is complete and construc-
tion is expected to begin early 2009. 

Detector Performance Simulations

Simulations of the silicon micro-vertex detector were car-
ried out in order to optimize its performance in Au+Au col-
lisions at RHIC. Since the capabilities of this high-resolution 
device are in large part determined by how much multiple 
scattering particles of interest undergo, it was important to 
simulate not only the detector itself, but also its surround-
ings, in as much detail as possible. 

The detector was simulated using the GEANT-3 software 
package. The simulations showed, as expected, that the 
tracking resolution strongly depends on the track mo-
mentum. The track resolution needs to be good enough 
to reject backgrounds caused by decays of pions or kaons 
and background tracks that come directly from the event 
vertex. We obtained a distance of closest approach resolu-
tion of about 100 µm, which is sufficient for this task. Thus, 
the micro-vertex detector would allow us to directly distin-
guish between models of heavy quark propagation in the 
quark-gluon plasma, as demonstrated in Figure 5.

Figure 5. Simulated sensitivity of the pixel detector compared to 
theoretical calculations of heavy quark suppression in the quark-
gluon plasma. 

Follow-on Project - The Forward Vertex Tracker

Based upon the knowledge and expertise gained dur-
ing this LDRD DR project, we developed a proposal for a 
much larger vertex detector that would cover the entire 
acceptance of the PHENIX muon arms at RHIC: “Proposal 
for a Forward Silicon Vertex Tracker (FVTX) for the PHENIX 
Experiment.” The DOE has approved and funded this ~$5 
million project, which began in mid FY08.

Z0+jet: A New Probe for the Quark Gluon 
Plasma

High transverse momentum jets are a key measurement in 
the study of the quark-gluon plasma, which will be created 
in abundance at the Large Hadron Collider (LHC) in Geneva. 
The dimuon decay of a high transverse momentum Z0 
particle associated with a hadronic jet is a unique probe 
which, based upon energy conservation between the Z0 
and jet, can provide a precise measurement of the energy 
loss of particles in the plasma. This would allow for a direct 
determination of the opacity of the QGP.

We have studied the production rates and the detector 
response for Z0 decays to muon pairs. The results show 
that Compact Muon Solenoid (CMS) detector is very effi-
cient at identifying the Z0, with high purity and good reso-
lution up to very high transverse momentum. This work 
has been published in a dedicated section of the official 
CMS Heavy Ions Physics Technical Design Report, an 
important achievement since only the analyses included 
therein will have guaranteed CMS analysis resources.

Work has continued on studying the detector response 
for heavy-ion collisions. Our emphasis has been on final-
izing the software infrastructure required for analyzing 
the signal and backgrounds of the dimuon measurement. 
Tracks that come from the jet that balances the Z0 and are 
detected in the silicon tracker are key to this analysis. We 
organized a meeting in CERN to assess the tracker perfor-
mance in the heavy-ion environment and to establish the 
future improvements and developments needed. After 
discussion with the experts, we have implemented and 
tested the final missing piece, the Monte-Carlo matching 
for muons. A hit-by-hit track-matching algorithm, suitable 
for the high-density track environment of heavy-ion colli-
sions, is now in place and ready to use.

We have also begun trigger studies to determine what the 
performance of the existing CMS muon triggers will be 
and how they will influence the rates of the dimuon signal. 
Future developments in this area are necessary and will be 
continued.
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The status of this project, which is recognized as an official 
CMS analysis and included in the list of on-going analyses, 
was presented during several group and collaboration 
meetings. The full results of our project will be presented 
in a detailed analysis note, which is now in preparation.

A follow up proposal entitled the “First Unambiguous 
Measurement of Jet Fragmentation and Energy Loss in the 
Quark-Gluon Plasma” was submitted and approved for 
FY09 LDRD ER funding. With the completion of the LHC 
expected shortly, we plan to formally join the CMS experi-
ment and begin data taking in 2009. The physics goal is 
to make the first direct measurement of in-medium jet 
fragmentation, which will allow for a precise determination 
of the plasma properties in a new and unexplored energy 
regime corresponding to even earlier times in the evolu-
tion of our universe. 
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Abstract

The Dynamic Radiation Environment Assimilation 
Model (DREAM) was developed at Los Alamos National 
Laboratory to assess, quantify, and predict radiation 
hazards in the space environment: both the natural 
environment and the anthropogenic environment pro-
duced by high altitude nuclear explosions. DREAM was 
initially developed as a basic research activity to under-
stand and predict the dynamics of the Earth’s Van Allen 
radiation belts but has also now been tested and vali-
dated for application to space weather forecasting and 
space situational awareness. DREAM uses Kalman filter 
techniques to assimilate data from space environment 
instruments with a physics-based model of the radia-
tion belts. DREAM can assimilate data from a variety 
of types of instruments and data with various levels of 
resolution and fidelity by assigning appropriate uncer-
tainties to the observations. Data from any spacecraft 
orbit can be assimilated but DREAM was designed to 
utilize and extend space environment information from 
the US nuclear detection system (USNDS) systems at 
geosynchronous and GPS orbits. With those inputs, 
DREAM can be used to predict the radiation belt en-
vironment at any satellite. We report here on an end-
to-end test of DREAM in which we predict the environ-
ment in a highly-elliptical polar orbit. 

Background and Research Objectives

DREAM uses observations of the space radiation envi-
ronment and sophisticated numerical data assimilation 
models to 1) produce accurate specifications of the 
space environment in the Van Allen radiation belts, and 
2) illuminate and understand physical processes that 
cannot be derived from observations or models alone.

Introduction to the Radiation Belts

The Earth’s radiation belts (sometimes called the Van 
Allen belts) were discovered just over 50 years ago by 
James Van Allen’s experiment on Explorer 1, the first 
US satellite in orbit. Ever since then, the radiation belts 
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have been a scientific puzzle as well as an extreme haz-
ard to the safe and reliable operation of satellites. The 
radiation belts are composed of energetic electrons 
and protons that are trapped in the Earth’s magnetic 
field (the “geomagnetic field”). The radiation belt elec-
trons and protons have energies that are high enough 
(millions of electron volts – MeV) that they penetrate 
through the metal shielding of satellites much like X-
rays penetrate through non-metallic objects. In the 
process the electrons and ions can do significant dam-
age to satellites, to space instruments, or to astronauts. 
Compromises must be made between spacecraft 
operational lifetime, cost, reliability, and the possible 
consequences of spacecraft failure. These are just some 
of the reasons why our technology-dependent society 
increasingly needs to understand the radiation belts, 
the risks they pose, and how to minimize those risks. 
This is the goal that motivated the development of the 
Dynamic Radiation Environment Assimilation Model – 
DREAM.

The intensity of the radiation belts is constantly chang-
ing because they respond (through a complex series of 
interactions) to activity on the sun. An example of these 
changes for three different electron energies is shown 
in Figure 1, which illustrates about 500 days of satellite 
observations with intensity shown in color as a function 
of radial distance from the center of the Earth and time. 
Changes in intensity by more than a factor of 1,000 are 
common. The challenge for the DREAM project was to 
develop a model that can reproduce and explain not 
just the average conditions but also all the variability.
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Figure 1. The Earths radiation belts are highly variable in time, 
energy, and spatial distribution. This figure shows electron fluxes 
as a function of geocentric distance (LL in Earth Radii and orbit 
number for three energies. Data are from the CRRES satellite and 
cover approximately 500 days in 1990-1991. 

Importance to LANL’s Science and Technology 
Base and National R & D Needs

Los Alamos’ mission in space began in the early 1960s with 
the signing of the limited nuclear test ban treaty and the 
need for technologies that could verify compliance as well 
as detect and characterize any treaty-violating nuclear 
tests. The space environment monitoring program began 
almost immediately afterwards when scientists realized 

the tremendous impact of the space environment on satel-
lite systems. 

There is virtually no national security system that does 
not depend crucially on the reliable operation of satellites 
in space. The impacts of the space environment are be-
coming more important as circuits get smaller, electronic 
devices strive for denser and denser  memory storage, 
and computational needs get every more demanding. The 
national need for understanding and predicting the effects 
of “Space Weather” is increasing as fast as our more well-
known dependence on computer and internet technolo-
gies.

Fortunately, we now have opportunity and tools that we 
need to advance our understanding of the space environ-
ment and its effects, not just incrementally, but dramati-
cally. It is only quite recently that we have had the neces-
sary components: new data, new theories, the DREAM 
data assimilation model, and the required computational 
resources. This is the ideal role for LDRD: national security 
programs that identify a compelling need – a research 
base that applies cutting-edge research to complex prob-
lems – and development of new capability to enhance the 
performance and reliability of the next generation of space 
systems.

Scientific Approach and Accomplishments

The Earth’s radiation belts present a difficult set of chal-
lenges to space physicists and modelers. The volume is 
enormous and the observations from satellites are very 
sparse. Many processes operate simultaneously: the 
Earth’s magnetic field deforms and distorts; electrons and 
ions are injected into the system from other parts of space; 
various processes energize those particles and move them 
around the system; and other processes remove particles 
from the radiation belts by ejecting them out of the system 
or scattering them down into the atmosphere. The inten-
sity of the radiation belts is a delicate balance among all 
these competing processes [1, 2]. 

Data Assimilation and Magnetic Coordinates

One of the most sophisticated and successful tools for de-
veloping very accurate models of very complex systems is 
data assimilation. Data assimilation combines limited ob-
servations with physical models using techniques, such as 
Kalman filtering that optimize the accuracy of the assimila-
tion model output. Both the physical models and the ob-
servations are assumed to have uncertainties and generally 
the assimilation model output is neither completely consis-
tent with the equations of the physical model or complete-
ly consistent with the data inputs but, rather, produces an 
output is optimized to minimize internal inconsistencies. 
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Even though the radiation belts are extremely variable, 
assimilative modeling is helped by the fact that there are 
strong correlations among fluxes measured at different 
locations. These correlations exist because the Earth’s 
magnetic field guides the motion of charged particles 
(electrons and protons). Charged particles gyrate in circles 
around a particular magnetic field line. They also bounce 
back and forth along a magnetic field line between mag-
netic mirror points (Figure 2). This means that the particles 
measured at any point on a field line can be specified by 
the distribution of particles at the magnetic equator. We 
label that point by the parameter “L” which is measured in 
units of Earth radii (1 RE = 6370 km). 
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Figure 2. Motion of charged particles and the definition of “L”. (A) 
Electrons and positive ions will gyrate around the magnetic field 
and will bounce along the field between magnetic mirror points 
which are determined by the local magnetic field strength and 
the particle’s pitch angle. Therefore it is convenient to label any 
point on a magnetic field line with the same value of “L” which 
is defined as the radial distance to the magnetic equator and is 
measured in units of Earth radii (RE).  (B) Motion of charged par-
ticles on a “drift shell”. This figure illustrates magnetic field lines 
and mirror points (blue) and the drift motion of charged particles 
around the Earth along a trajectory that traces a surface called 
a “drift shell”. The magnetic field and drift shells change and are 
distorted by solar and geomagnetic activity. 

The Earth’s magnetic field also causes charged particles to 
drift azimuthally around the Earth. As particles bounce and 
drift they follow a surface called a “drift shell” (Figure 2B). 
The geomagnetic field and the drift shell are distorted by 
solar activity and by internal electric currents. The distor-
tion is most extreme during geomagnetic storms. A sig-
nificant accomplishment of the  DREAM program was the 
development of a sophisticated module that self-consis-
tently calculates the distortion of the magnetic field due to 
ring current and plasma pressures during storms [3]. This 
model was the first of its kind and, in itself, an important 
scientific advance.

Physical modeling of the radiation belts first requires 
converting electron or ion flux at a into a coordinate sys-
tem defined by the gyration, drift, and bounce motion of 
those particles. DREAM uses the radial diffusion equation 
to quantify particle transport. We use energy diffusion or 
phase space assimilation to represent processes that ac-
celerate particles to higher energies. We allow particles to 
be lost out of the system by specifying the dynamic bound-
ary of the magnetosphere. We apply different losses to 
the atmosphere in two different regions. Inside the high 
density plasmasphere (L ≈ 2-4) we use a constant 10-day 
lifetime and outside the plasmasphere we use an activity-
dependent lifetime parameterized by the Kp index. The 
plasmasphere and its boundary are specified by a dynamic 
model that is also parameterized by Kp. The physical model 
and details of the assimilation can be found in [4-10].

DREAM Results

We describe here a test case that uses space environment 
instruments from the USNDS program to calculate the 
global, three-dimensional, time-dependent radiation envi-
ronment. The data that we assimilate in this example come 
from the LANL Synchronous Orbit particle Analyzers (SOPA) 
detectors on three geosynchronous satellites and from the 
Burst Detector Dosimeter (BDD IIR) on GPS-Navstar41. The 
data that we use to test and validate our global predic-
tion comes from 1 MeV electron measurements from the 
Comprehensive Energetic Particle and Pitch Angle Distribu-
tion (CEPPAD) experiment on NASA’s POLAR satellite. It is 
important to emphasize that data from the POLAR satellite 
are not used in the assimilation in any way and that POLAR 
is in a vastly different orbit from the input data sets. 

We compare the predicted 1 MeV flux at POLAR using 
three different radiation belt models: DREAM, CRRESELE, 
and AE8. The AE8 model is the accepted international stan-
dard model. AE8 is not a time-dependent model but there 
are slightly different versions for solar maximum or solar 
minimum. This study uses AE8min. The CRRESELE model 
is based on observations taken in 1990-1991 by the joint 
USAF-NASA Combined Release and Radiation Effects Satel-

A

B

A



LDRD FY08 Annual Progress Report 729

Physics

lite (CRRES). It is a time-dependent model that is param-
eterized by geomagnetic activity (Kp).

Figure 3 shows the results of our calculations for 2005. The 
top panel shows the 1 MeV electron fluxes measured by 
the POLAR satellite (in electrons/cm2/s/sr/keV). The fluxes 
are observed to vary considerably both as a function of 
time and location. As expected, the peak of the electron 
belt is typically observed between L=4-5 with a steep 
drop-off in flux at higher L. Fluxes varies in response to 
geomagnetic activity (bottom panel). Geomagnetic activity 
is measured by two indices: Kp and Dst - with the strongest 
activity indicated when they deviate from zero.
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Figure 3. DREAM model results. The top 4 plots all show 1 MeV 
electron flux (color-coded with units of #/cm2/s/sr/keV) as a 
function of time and L (radial distance from the center of the 
Earth in units of RE = 6370 km). Data are binned in 1-day, 0.5 L 
intervals. From top to bottom the panels show flux measured 
by the POLAR satellite, flux predicted by the DREAM model, the 
AE8min model, and the CRRESELE model. The bottom panel 
shows geomagnetic activity measured by Kp (gray) and Dst 
(black). High levels of activity are indicated by large positive 
values of Kp and by large negative values of Dst. Data are for the 
year 2005.

The next three panels show the results from the three 
models: DREAM, AE8, and CRRESELE. All three models pro-
vide global specification of 1 MeV electron flux but model 
results are only plotted in bins where POLAR observations 
are available for direct comparison. As noted, the AE8 
model shows no variation because it is an average, static 
model. The CRRES model, by design, scales with geomag-
netic activity (Kp averaged over 15 days) and shows a rea-
sonable correlation with POLAR observations. The DREAM 
model shows the most variation both in time and L and has 
the best correlation with the POLAR observations. While 
this is to be expected from a data assimilation model, the 

ability of DREAM to reproduce the fluxes at POLAR using 
very limited 

Metrics for Prediction and Validation

Now we turn to metrics that can be used to validate our 
results and provide quantitative comparisons. In this sec-
tion we evaluate the ability of the models to reproduce av-
erage conditions and their ability to predict variations. First 
we look at the average fluxes. Figure 4 shows the electron 
flux as a function of L averaged over a full year – 2005, the 
same interval shown above.  All three plots show, in black, 
the average profile of 1 MeV electron flux as a function 
of L measured by POLAR. The mean of the log(flux) is the 
solid curve and the standard deviation around the mean is 
shown with dotted curves. 

Polar
CRRESELE

Polar

AE8min

Polar
DREAM

Figure 4. Average flux values predicted by the models. Each panel 
shows the average and standard deviation of fluxes measured by 
POLAR as a function of L (geocentric radius). The average fluxes 
predicted by the DREAM, AE8, and CRRESELE models reproduce 
the average observations reasonably well with the exception of 
AE8 at high L values. 

As one would hope, all three models are able to repro-
duce the average conditions with some degree of accuracy 
but where the DREAM data assimilation really shows its 
utility is in predicting the variation around the mean. A 
standard metric for measuring the ability to track varia-
tions is the prediction efficiency, PE. Prediction efficiency 
measures the differences between the model and actual 
observations normalized to the difference between the 
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actual observations and the average of those observations. 
Prediction efficiency is defined such that a value of 1 indi-
cates that the model exactly predicted the measurements 
at each observation time. A value of 0 indicates that the 
model predictions were as good as, but no better than, just 
guessing the average. Values below zero indicate that the 
predicted values are actually worse than guessing the aver-
age. In the stock market, 0 would be like the prediction ef-
ficiency on a buy-and-hold strategy, positive values would 
represent successful market timing, and negative values 
would represent unsuccessful market timing.

Figure 5 shows the prediction efficiency for DREAM, AE8, 
and CRRESELE. The AE8 model is the accepted, standard 
average values. If those averages were right the prediction 
efficiency would be 0, but, as we saw in Figure 4 the AE8 
averages are only correct at L=4.5. At all other points the 
average is wrong so the prediction efficiency is negative. 
The CRRESELE model has an output that is scaled by geo-
magnetic activity but the fact that the prediction efficiency 
is negative at all L indicates that the variations are at the 
wrong times or are of the wrong magnitude. In contrast 
the DREAM model is positive across all L, indicating that 
it predicts much of the observed variation with the right 
timing and the right magnitude. Our goal in the future is 
approach a perfect prediction efficiency of 1.

DREAM
AE8min
CRRESELE

Figure 5. The prediction efficiency, PE (defined in the text), tests 
the ability of the model to predict the variation of fluxes around 
the mean. A prediction efficiency of 1 is perfect agreement at 
all times. Prediction efficiencies less than or equal to zero do not 
provide useful predictions of the time variation of the observa-
tions. 

Conclusions

This report highlights the primary result from the Dynamic 
Radiation Environment Assimilation Model – the ability 
to predict the complex dynamics of the Earth’s radiation 
belts using a new assimilative model and space environ-
ment observations from Los Alamos’ USNDS instruments. 
These predictions are tangible, measurable, and show 
more than an order of magnitude improvement in our 
ability to predict that hazardous space environment. The 
results presented here, though, do not reflect all of the 
accomplishments of the LDRD-DR project. Along the way, 

we developed a variety of numerical algorithms that are 
the first of their kind, one of which has been submitted for 
a US patent. We have developed new physical insight into 
the processes that control the radiation belts; proving, for 
example, that resonant wave-particle interactions are the 
dominant process for accelerating radiation belt electrons 
to relativistic energies [7]. We have developed a sophisti-
cated set of coupled models that describe inner magne-
tospheric dynamics from thermal to relativistic energies 
while, at the same time, providing a means of predicting 
the distortion of the magnetic field during geomagnetic 
storms, the regions where wave production produces ac-
celeration or scattering into the atmosphere, the rates of 
escape of radiation belt electrons from the magnetosphere 
to the solar wind, and many others. Currently the NNSA 
office of Nuclear Nonproliferation is supporting future de-
velopment of DREAM and its transition to operations for 
national security space programs.
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Understanding mix in Inertial Confinement Fusion (ICF) 
experiments at the National Ignition Facility requires 
the diagnosis of charged particle reactions within an 
imploded target.  Radiochemical diagnostics of these 
reactions are currently under study by scientists at Los 
Alamos and Lawrence Livermore National Laboratories.  
Measurement of these reactions requires assay of 
activated debris and tracer gases from the target.  Pre-
sented below is an overview of the prompt Radiochem-
istry diagnostic development efforts, including a discus-
sion of the reactions of interest as well as the progress 
being made to collect and count activated material

Background and Research Objectives

The National Ignition Facility (NIF) is expected to drive 
deuterium-tritium (DT) filled inertial confinement fusion 
(ICF) capsules to thermonuclear ignition by compress-
ing DT spheres from     2 mm in diameter to approxi-
mately 100 microns in diameter. The ignition and burn 
of the capsule are likely to be adversely affected by 
hydrodynamic mixing of the DT fuel with shell material, 
which must be understood and controlled. There are a 
number of reasons to expect that mix at the NIF will be 
complicated and difficult to control. The convergence 
ratios (~30:1) required for ignition pose a challenge 
for direct simulations of instability growth arising from 
asymmetries and capsule non-uniformities. Within a 
reasonable range of mix parameters, substantial mix 
can occur, with ignition failure as a possible outcome. 
Understanding the source of any failure is critical, as 
attempts to achieve ignition by increasing the laser 
power will result in laser damage. Furthermore, in the 
event full ignition is achieved, the scientific focus at NIF 
will move to the detailed exploration of key unanswered 
questions in thermonuclear burn, the role of hydrody-
namic mixing being one of these central questions.

The central objective of this project is to develop a mix 
diagnostic for NIF based on radiochemical measure-

Mix Processes in Inertial Confinement Fusion
Anna Catherine Hayes-Sterbenz

20060081DR

ments of reactions between charged-particles from the 
fuel with the shell material. Energetic charged particles 
have limited range in a NIF capsule due to energy 
losses from collisions with free electrons. The stopping 
power, dE/dx, is a function of electron density and 
temperature, as well as the charged-particle energy 
E. The limited range of these particles implies their 
reaction rates with shell ions are strongly dependent 
on the spatial overlap between the shell material and 
the charged particle source. To a good approximation, 
significant reaction rates will occur only where both 
the charged-particle source and the shell material are 
brought into close proximity, within a stopping length. 
If the shell material is closely mixed with the fuel, the 
number of reactions is enhanced by the ratio of the 
mixing length (the thickness of the mixing region) to 
the stopping length in the unmixed fuel.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

NNSA has set a major scientific milestone of attempt-
ing fusion ignition with energy gain at NIF in 2010. Mix 
physics is inherently interesting, both in the ICF context 
and in laboratory’s weapons program. Understanding 
the detector material response to the extreme radia-
tion flux is directly relevant to the physics targeted by 
the MaRIE facility

Scientific Approach and Accomplishments

We have been developing a mix diagnostic, commonly 
referred to as  b-Mix', which endeavors to measure 
the reaction of high-energy (knock-on) tritons with the 
shell material. The reactions are chosen to produce 
b-emitters. Knock-on tritons are produced by collisions 
with 14 MeV neutrons traversing the capsule.  The 
number of knock-on tritons scales with the neutron flu-
ence.  Most of these knock-on tritons simply thermal-
ize, while some will fuse with deuterium, but a signifi-
cant fraction will react with shell material.  The triton 
stopping length in the DT plasma is relatively short, so 
only knock-on tritons near shell material, e.g. the fuel/
shell interface, undergo a t+shell reaction. The neu-
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trons probe the full rr of the capsule and the production of 
knock-on tritons is not complicated by the DT burn wave. 
The long range of the neutrons and the higher density of 
the fuel in the cold regions mean that b-Mix is primar-
ily a probe of mix in the outer-regions of the capsule. The 
enhancement of the t+shell reactions is determined by the 
overlap (physical co-location) of the shell material with the 
fuel, burning or not.

The expected signals for b-Mix show more than an order 
of magnitude enhancement of the number of b-reactions 
produced when shell/fuel mix occurs.  For these calcula-
tions we have assumed uniform atomic mix into a mixing 
length of 4 microns. We have also examined other mix 
models, including strongly wrinkled shell/fuel interfaces 
and chunk mix. In the latter two models the enhancement 
(relative to the no-mix case) was about a factor of two, 
reflecting the typical increase in the surface area of the 
shell material exposed to the energetic triton fluence. In 
general, we find that all reactions show most sensitivity to 
atomic-like mix, where the enhancement is proportional 
to the mixing strength.  Using the Scannapieco and Cheng 
model, with the mix parameter tuned to reproduce Omega 
ICF yields, the enhancement factor turns out to be about 
50 for NIF. A typical predicted overlap of the shell material 
with the DT fuel, using the Scannapieco and Cheng model, 
is shown in Figure 1.   The value of the Scannapieco and 
Cheng mix model parameter used in these calculations was 
a=0.06, where a is the ratio of the enhancement to the 
collisional mean free path of a particle to the dynamic mix-
ing length in a multifluid system.

Figure 1. The atomic mix model predicted overlap of the shell 
material (13C) and the tritons from the fuel.

Diagnosing mix in an ICF experiment, requires the follow-
ing simplified process flow:

1) Collect and count activated debris products, 2) Correct 
for experimental efficiencies and reaction cross sections, 
and 3) Interpret the correlated reaction data set to infer 
mix.

The second and third tasks occur ``offline'' and rely on es-
tablished techniques developed by Nuclear Chemistry and 
Physics, including independent experimental data, e.g., 
reaction cross sections.  The primary technical challenges 
for developing a prompt radiochemical diagnostic for the 
NIF, are the collection and assay of activated target debris 
in an extremely harsh environment. 

Figure 2 illustrates a simplified view of the environmental 
issues effecting debris collection during ICF implosions.  
Shortly after bang time, materials within the target cham-
ber are exposed to three distinct energetic wavefronts: a 
``radiation'' wavefront, generated by laser matter interac-
tions and bang-time reactions within the target, an ``abla-
tion'' wavefront of material driven from the target by the 
laser or radiation drive, and finally, a ``disassembly'' wave-
front of material which remained with the target through 
bang-time and subsequent disassembly. It is the disassem-
bly material that carries the mix signals to be diagnosed. 

Figure 2. Three distinct wavefronts of energy propagate from 
imploded targets in ICF experiments, including radiation from the 
target, ablated material from the target, and finally the disas-
sembled target debris, which contains the signals of interest for 
radiochemical diagnostics. The time of arrival of the wavefronts 
shown are for the Omega target chamber, where the debris col-
lector was at 15 cm; at NIF the debris collector may be as far as 
5 m.

For indirect drive experiments at the NIF, the radiation 
wavefront produced by laser matter interactions with the 
target is expected to exceed about 1-2 J/cm2 at the target 
chamber wall, five meters from target chamber center.  
The surfaces of materials exposed to nanosecond scale 
pulses of 100 eV X-rays, or 10 KeV ions, with energy densi-
ties above 1 J/cm2 will readily ablate.   This results from the 
short range, O(100) nm, and short duration, O(1) ns, of the 
radiation, producing temperatures in the range of a few 
eV in the volume of deposition.  This ablation is illustrated 
in Figure 3 by the ``plasma cloud.’’  To test these concepts, 
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experiments were performed in Jan. 2007 with the Omega 
laser.  Foils were located 15 cm from a directly driven 
CH target and exposed to the fluence of X-rays and ions 
produced by the imploding the target.   Figure  4 shows 
post-shot results of titanium alloy foils (Ti 90%, Al 6%, Va 
4%) exposed to D2 filled targets.  The targets were driven 
by 23 kJ of 351 nm laser energy for 1 ns.  The foils were 
originally flat and the dark border on the edge of the foil 
indicates where the mechanical support frame protected 
the foil from exposure to the experiment.   Results from 
optical profilometry at the boundary between the exposed 
and unexposed regions of the foil indicate that 160 nm of 
material was removed from the surface during these shots.   
The calculated incident energy on the foil is approximately 
12 eV per liberated foil ion.

Exposed

Unexposed

Figure 3.  Titanium alloy (Ti64) foils exposed to debris from a 
direct drive  experiment using D_2 filled CH targets at the Omega 
laser.

Unexposed

Exposed

Figure 4. Surface profilometry of the foil shown in Figure 3.  The 
average material removed from the foil surface was measured to 
be 160 nm of material.

This ablated plasma cloud poses a significant technical 
challenge for direct debris collection via ``implantation,’’ 
particularly when the transport time of the disassembly 
material to the collector is short compared to the dispersal 
time of the ablated plasma.   The stopping range of nor-
mally incident 13C atoms impinging solid Ti is approximately 
23 nm and 90 nm for 10 and 40 keV ions, respectively, 
which is less than the 160 nm of ejected material.   There-
fore, direct collection of the target disassembly debris is 
not possible when the sum of the radiation and ablation 
wavefront energy densities is above 1 J/cm2.  For experi-
ments using the Omega laser, this issue may be addressed 
by moving to larger distances from the target to reduce the 
incident fluence to tolerable levels.

To gain understanding of these issues, experiments were 
performed at the Repetitive High Energy Pulsed Power Fa-
cility (RHEPP-1) at Sandia National Laboratory.  Ion beams 
with energy densities from 1-10 J/cm2 were used to ablate 
the surface of different material shapes and compositions 
to address the issues relevant for debris collection in ICF 
experiments.  The primary diagnostic for these experi-
ments was a 9-frame, framing camera.  Results from a typi-
cal experiment are shown in Figure 5. 

T=2.5 μs T=3.5 μs T=4.5 μs

T=5.5 μs T=6.5 μs T=7.5 μs

4 in.

O
beam

+
Al plate

Luminous, ablated
cloud

Figure 5. Experiments to study debris dynamics using the RHEPP1 
facility at Sandia National Laboratory.  An 8 J/cm2 O2 beam was 
used to generate a hot plume of Al ions that were imaged with a 
framing camera at the times indicated.

Here a luminous (few eV) ablation cloud is emitted by a 
target impinged with 6 J/cm2 ion beam.  The six images 
show the clear propagation of the plume created by a 700 
kV, 100 ns, O2 ion beam striking an 1100 series Al target.  
The times indicated are relative to when the O2 beam 
struck the target.  The ion beam strikes the target at rough-
ly a 45o angle from the left, as indicated in the figure.  From 
this experiment and others, it is clear that the ablated 
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cloud moves normal to the target surface, with some lat-
eral dispersion for flat or convex shapes.   Measurements 
of the luminous centroid indicate that material is moving 
at a collective velocity of 1.12 microns  normal to the tar-
get.  In ICF experiments with reflectors positioned tens of 
centimeters from the target, the time scale for ablation 
will be relatively short when compared to the transit times 
for the ablated plume.  Thus, it should be possible to use 
the plume as an entrainment and transport mechanism 
for material carrying mix signatures.  Further experimental 
results show the plume shape and density may be altered 
by the geometry of the target; thus, focusing of the abla-
tion plume to enhance collection and transport may be 
possible.

Future experiments on Omega are needed to understand 
the dynamics of these phenomena in greater depth as well 
as in an ICF environment where the power density is much 
higher and the depth of energy deposition is much shorter.
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Introduction

This is an exploratory experimental project to form nov-
el plasma equilibrium states that takes advantages of 
resonant effects to efficiently couple power from a plas-
ma gun power source into the magnetic fields of the 
plasma.  The improved efficiency would allow for higher 
current multiplication, i.e., a higher plasma current for 
a given plasma source current.  If this is successful, then 
we can potentially harness this effect to create plasma 
states suitable for compact pulsed neutron sources or 
even magnetic fusion energy.  These states are similar 
to a “spheromak” plasma, which has been studied for 
more than 20 years, but offer potential benefits over 
the spheromak in terms of formation efficiency, stabil-
ity, and confinement of heat in the plasma (which is 
needed for fusion energy applications).

Benefit to National Security Missions

This project enhances our fundamental understanding 
of science important to fusion energy, an important 
mission area in the DOE Office of Science.  Our work 
will provide validation experiments for computational 
codes to be used for the International Thermonuclear 
Reactor (ITER), and an ideal testbed for exploring pre-
dictive science methodology.

Progress

In the past year, our primary accomplishments were 
in three areas.  First, we completed all the necessary 
new hardware and preparations/modifications of an 
existing experimental facility.  The major new hardware 
includes a coaxial gun plasma source (125 kJ, 10 kV, 150 
kA), a magnetic coil set for producing a vacuum “bias” 
magnetic field needed by the plasma source, a custom-
made fast gas puff valve system (~10^20 atoms in <100 
us), and the custom-made power supplies that power 
each system.  In short, we now have a new and unique 
operational plasma physics experiment capable of ad-
dressing many basic plasma science questions.  Second, 
we addressed and overcame several facility require-
ments in the course of obtaining IWD approval for 
operation.  These requirements were not foreseen and 

Experimental Study of Driven Magnetic Relaxation in a Laboratory Plasma
Scott Chia Hsu

20061435ER

fell onto this project to resolve.  The first issue:  build-
ing electrical ground was questioned by the cognizant 
electrical safety officers.  It was beyond the ability of 
this project to permanently resolve this issue, and thus 
we finally proposed a fix that satisfied the ESO’s con-
cerns for safety.  This fix involved running hard ground 
wires from all the experimental hardware (vacuum 
chamber, capacitor bank room, and control racks) to a 
single ground point at the facility electrical panel.  The 
second issue related to fire protection in a screen room 
that housed the main capacitor banks.  Due to the short 
time remaining on the project, we finally negotiated a 
temporary solution for having fire extinguishers avail-
able and fire extinguisher training for the PIC, while 
plans are made to install fire protection sprinklers in 
the screen room.  In all, addressing these facility-related 
issues delayed the IWD approval by about 6 months, 
and thus while we were ready to energize our new 
hardware systems in October 2007, we were not able to 
do so until late spring 2008.  The third accomplishment 
was the assembly of a 48 channel miniature magnetic 
probe array that will be the primary experimental diag-
nostic.  This probe measured the in situ magnetic field 
at 16 spatial positions and utilizes miniature commer-
cial inductor chips soldered to twisted pair thin gauge 
insulated magnet wire.  The assembly was an extremely 
labor-intensive job.  In addition, a digital acquisition sys-
tem using a LABVIEW interface and MDSPlus data stor-
age/retrieval was developed for the experiment.  We 
have tested all the hardware systems successfully, and 
experimental campaigns have begun and will continue 
for the duration of the project.  We are hopeful that the 
major milestone for the project will be fulfilled by the 
end of project in January 2009, i.e., the determination 
whether we can easily form the predicted novel relaxed 
plasma states by exploiting resonances in the coupling 
between power source and plasma.

Future Work

We will perform plasma experiments to create and 
characterize driven magnetically relaxed plasmas.  The 
experimental setup will have simple geometry to fa-
cilitate data interpretation and comparisons with non-
linear magnetohydrodynamic (MHD) simulations.  We 
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have developed experimental/hardware resources making 
use of existing systems at Los Alamos supplemented by 
some new hardware.  Our system is centered around a 
planar coaxial source integrated into a cylindrical flux-con-
serving boundary.  The coaxial source is powered by a ca-
pacitor bank (approximate values 8 mF, 10 kV, 150 kA, 125 
kJ) that is capable of creating and sustaining the plasma for 
a resistive decay time (~0.5 ms), such that we can observe 
and study driven plasma relaxation.  A substantial portion 
of the hardware for the capacitor bank was available at no 
cost.

Initial experimental campaigns will scope out the opera-
tional regimes afforded by our source and power supply.  
In parallel, we are developing plasma diagnostics including 
magnetic probe arrays (for characterizing magnetic topol-
ogy/equilibrium), electrostatic probes (for characterizing 
plasma density, temperature, flows, and electric potential), 
and an imaging camera (for surveying the global dynamics 
of the plasma evolution).  When the experimental appara-
tus is running the research plan will be as follows:

Create/characterize magnetically relaxed states as a 1. 
function of the source current-to-flux ratio, a key pa-
rameter in determining the nature of the relaxed state.

Study global instabilities which facilitate plasma evolu-2. 
tion toward relaxed states.

Study microinstabilities/fluctuations which give rise to 3. 
large scale electric field sustaining the plasma in the 
relaxed states.

Study magnetic energy spectrum as function of spatial 4. 
wavenumber.

Conclusion

We expect to experimentally create and characterize 
driven magnetically relaxed plasmas and answer the ques-
tion whether theoretically predicted novel relaxed states 
can be created in the laboratory, and whether we can ex-
ploit resonant effects to couple power efficiently into the 
magnetic fields of a magnetically confined plasma.  If so, 
this could be a promising new direction for spheromak re-
search.  We also expect to perform detailed measurements 
of the plasma dynamics that allow the plasma to reach a 
relaxed state and for the plasma to transition between re-
laxed states.  This work will provide fundamental advances 
in plasma science and make progress toward a unified 
description of magnetically-relaxed plasmas both in labo-
ratory and astrophysical settings.  It could lead to novel 
fusion configurations and pulsed neutron sources and help 
answer longstanding puzzles in astrophysics. 

A natural sponsor for follow-on work is the DOE Office of 
Fusion Energy Sciences (OFES), and specifically their “In-

novative Confinement Concepts” (ICC) research portfolio.  
However, this ICC program will undergo a program review 
in FY09, and we will await the outcome of that review be-
fore formulating a strategy for selling this project to OFES.

Publications
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Introduction

The “Standard Model” is a widely accepted theory that 
describes our understanding of matter and radiation. 
The Standard Model quantitatively predicts a vast ar-
ray of observables by which the model can be tested. 
If observables are different from those predicted by 
the Standard model, it signifies the existence of physics 
“beyond the Standard Model,” providing a new break-
through in our understanding of the Universe.

Recent advancements in atom trapping have resulted 
in exciting scientific breakthroughs in atomic, molecular 
and optical physics with several Nobel Prizes awarded.  
At Los Alamos, we have developed a unique combina-
tion of capabilities that enable us to efficiently trap and 
cool radioactive isotopes and utilized them to study 
nuclear physics.   Radioactive atoms confined in an 
optical dipole trap have many intrinsic advantages for 
fundamental symmetry experiments, providing a highly 
polarized, point-like sample with minimal perturbation 
from the environment, which can be well character-
ized. This would be an ideal system for studying parity 
violating beta-decay of spin-polarized 82Rb (t1/2 =75 sec) 
atoms.  82Rb was chosen because it is easy to laser cool 
and trap, it decays through pure Gamow-Teller transi-
tions and  we have reliable supply because it is a key 
biomedical radioisotope  produced at LANL.     We plan 
to first trap 82Rb in our high efficiency magneto-optical 
trap (MOT), and use an optical tweezer to transport the 
atoms to a science chamber where we will polarize the 
82Rb atoms/nuclei and measure the beta asymmetry 
positron-spin (A) and recoil-spin correlations for a 0.1% 
test of Standard Model predictions.   Once developed, 
this approach can be applied to other research op-
portunities in the area of ultra-cold strongly coupled 
plasma physics and quantum control/quantum informa-
tion science.

Benefit to National Security Missions

This project contributes to our basic understanding of 
forces and processes in the universe governed by the 
“Standard Model,” and impacts basic understanding 

Beta Decay of Polarized Radioactive Atoms in an Optical Tweezer
Xinxin Zhao

20070160ER

of physics, a key DOE mission. The technical spin-offs 
support the NNSA mission of thread reduction in ultra-
sensitive detection of radioactive materials.

Progress

We have completed the study of loading radioactive 
82Rb in the optical dipole and published a paper  titled 
“Trapping radioactive 82Rb in an optical dipole trap and 
evidence of spontaneous spin polarization” in Physical 
Review A Rapid communication. Following on the ob-
servation of the evidence of spontaneous spin polariza-
tion, we made resolved Zeeman spectroscopy measure-
ment for the population of the spin states.  We found 
that atoms are indeed polarized (80%) in the stretched 
state and 20% in the anti-stretched state.  To have more 
control on the  sample polarization and to measure it 
with an uncertainty of better than 1%, we have setup 
and demonstrated the optical pumping of atoms in the 
dipole trap.  We use a circularly polarized light for the 
optical pumping beam and align the optical pumping 
beam in the direction of the optical pumping magnetic 
(B) field.   We improved the polarization of the optical 
pumping laser beam to better than 99%.  To have better 
control of optical pumping B field, we need to minimize 
the residue magnetic (B) field, we have setup a Faraday 
rotation experiment to measure the residue magnetic 
field in situ and just recently observed the Faraday rota-
tion signal of the cold atoms in an YAG laser  dipole trap  
as shown in Figure 1.

The Faraday rotation signal provides a powerful tool 
for in situ measurement of the magnetic field inside 
the vacuum chamber.   The “frequency of oscillation” 
is a precise measure of the B field, while the amplitude 
is related to the sample polarization.  This allows us 
to minimize the residue field with compensation coils 
while monitoring the oscillating Faraday signal.   With 
three pairs of coils already in place (very crude at this 
point), we can now lower the residue field to 14 mG, 
this reduces  the uncertainty of the optical pumping B 
field to less than 1%.  We should be able to reduce this 
uncertainty by more than an order of magnitude with 
improved compensating coils.   Because the amplitude 
of the Faraday signal is related to the polarization of the 
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sample, Faraday rotation measurements  also provide  a 
powerful tool to study the dynamics of decoherence and 
the evolution of the sample polarization in the dipole trap.   
We have made preliminary measurement of the coher-
ence time of polarized atoms in the YAG trap, and found 
that the spin relaxation is suppressed by over an order of 
magnitude over  the rate set  by the far-off resonance scat-
tering.   We also found that the spin polarization is further 
enhanced and reinforced when the two-body collision loss 
rate of the mixed spin states is greater than the one body 
trap loss.  These advancements are an important step 
towards a new generation of precision beta decay correla-
tion measurements with polarized atoms.  This work is in 
progress and we expect to finish up the measurement and 
submit a paper titled “Polarized atoms  in an optical dipole 
trap.” this year.   

We presented  our work at the 2008 American Physical 
Society, Division of Atomic, Molecular and Optical Physics 
meeting (DAMOP) at State College, Pennsylvania in May  
and  the 2008 International Conference on Atomic Physics 
meeting (ICAP) at Storrs, CT in July.

Figure 1. Faraday rotation signal of linearly polarized probe 
beam (900 MHz off resonance) passing through a cloud of spin 
polarized atoms in a YAG laser optical dipole trap.   The oscilla-
tion is due to the spin of the polarized atoms processing around 
the residue magnetic field, while the decay of the amplitude is 
due to the residue magnetic field gradient in this case.  

Future Work

We plan to transfer radioactive 82Rb atoms from a magne-
to-optical trap (MOT) to an optical tweezer and transport 
these atoms to a science chamber where high precision 
beta-recoil measurement can be carried out.

We expect to “shuttle” about 100,000 82Rb atoms with 
near unity efficiency to the science chamber in a few sec-
onds.  We will then polarize the atoms into a stretched 
state with an optical pumping beam in a uniform magnetic 
field.  We plan to map out the beta-spin and recoil-spin 
correlations by rotating the direction of the magnetic 
field. These numbers are sufficient to obtain  the neces-
sary accumulation of statistics for a high-precision (0.1%) 
experiment and represent an improvement over the 
state-of-the-art by an order of magnitude. Unlike all previ-
ous beta-asymmetry experiments, an optical tweezer is 
an ideal clean environment.  Many systematic effects are 
eliminated or minimized, such as backscattering from sub-
strate, detector acceptance and depolarizing effect of the 
inhomogeneous magnetic field, and the beta decay of un-
polarized nuclei lost to the walls of the vacuum chamber.   
This new proposed approach for the measurement of the 
positron-spin and recoil-spin correlation function in 82Rb 
beta decay would open a new frontier for fundamental 
symmetry work involving pure Gamow-Teller transitions.  
Once successful, other lighter radioactive isotopes such as 
8Li could be explored. The combination of these new gen-
eration experiments can open a new window in the search 
for physics beyond the Standard Model.

Conclusion

Laser cooled and trapped radioactive atoms  would open a 
new frontier for fundamental symmetry research.   These 
new generation experiments can open a new window in 
the search for physics beyond the Standard Model.
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Introduction

The project aims at harnessing quantum vacuum forces 
via nano-engineering of the geometry and material 
composition of micro- and nano-electromechanical 
systems. Casimir forces, due to quantum vacuum fluc-
tuations, are the main interactions between bodies in 
the micro and nano scales, and offer potential applica-
tions to nanotechnology, such as non-contact force 
transmission and frictionless bearings. However, due 
to their typical attractive nature, they also pose severe 
limitations to nanomachines, as their moving parts stict 
together due to these forces.

In this project we aim at understanding, both theo-
retically and experimentally, the possibility of Casimir 
repulsion by engineering the geometry and composi-
tion of metamaterials, that are artificial structures 
with designer electromagnetic response. By designing 
these structures with nanoscales features it is possible 
to endow them with non-trivial magnetic response in 
the infrared and optical part of the electromagnetic 
spectrum, which is a pre-requisite for obtaining Casimir 
repulsion.

We are studying the conditions under which quantum 
vacuum repulsion with metamaterials is feasible, in-
cluding different theoretical aspects such as metallic-
based and dielectric-based metamaterials, effects of 
optical anisotropy, dissipation, and magneto-dielectric 
response. We are also designing and fabricating meta-
materials with the required characteristics for Casimir 
repulsion, including split-ring resonators and fishnet 
arrays at the nanoscale. Finally, part of this project 
involves the measurement of Casimir forces at micron 
separations with ultrasensitive torsional balances, and 
at sub-micron separations with micro-electromechani-
cal systems.

The success of this project will represent a landmark in 
the quest for harnessing quantum vacuum fluctuations, 
with several potential applications in nanotechnology.

Nano-Engineered Casimir Forces
Diego Alejandro Roberto Dalvit

20070163ER

Benefit to National Security Missions

This project supports the DOE/Office of Science mis-
sions by enhancing our understanding and control of 
vacuum-mediated forces, and will have a strong impact 
on programmatic missions in the fields of nanotechnol-
ogy, precision measurement, and quantum science and 
technology.

Progress

Made significant progress in the understanding the 
basic theoretical aspect of quantum vacuum repulsion  
with metamaterials. Based on a generalization of the 
Lifshitz theory, which is the main ingredient to com-
pute Casimir forces between real materials, we have 
calculated Casimir forces involving magneto-dielectric  
and possibly anisotropic metamaterials, focusing on 
the possibility of repulsive forces. We have found that 
Casimir repulsion decreases with magnetic dissipation, 
and even a small conductivity (Drude) background in 
metallic-based metamaterials acts to make attractive a 
Casimir force that would otherwise be predicted to be 
repulsive. We have shown that the sign of the force also 
depends sensitively on the degree of optical anisotropy 
of the metamaterial, and on the form of the frequency 
dependency of the magnetic response. These results 
have been published in “ Casimir-Lifshitz theory and 
metamaterials”, F.S.S. Rosa, D.A.R. Dalvit, and P.W. Mi-
lonni, Physical Review Letters 100, 183602 (2008).

In the recent months, we have continued to study 
Casimir interactions with metamaterials, and focused 
our attention on forces between metals and magneto-
dielectric metamaterials and on the possibility of infer-
ring magnetic effects by measurements of these forces. 
We have analyzed metamaterials including structures 
with uniaxial electric and biaxial magnetodielectric 
anisotropies, as well as structures with isolated metallic 
and dielectric properties that can be described in terms 
of filling factors and a Maxwell Garnett approxima-
tion. The elimination of reduction of Casimir stiction 
by appropriate engineering of metallic-based metama-
terials, or the indirect detection of magnetic contribu-
tions, appears to be challenging, as small background 
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Drude contributions to the permittivity act to enhance 
attraction over repulsion, as does magnetic dissipation. In 
dielectric-based metamaterials the magnetic properties of 
polaritonic crystals, for instance, appear to be too weak for 
repulsion to overcome attraction. However, we expect that 
experiment involving metamaterials can show a significant 
reduction of the Casimir force between bulk materials. 

Using electromagnetic simulations, we are designing an 
optimum metamaterial to exhibit the Casimir effect in the 
near-infrared. We have also devised a procedure for fab-
rication small enough features for metamaterials in this 
wavelength range. As a result we have published two pa-
pers: “Effects of microstructure variations on macroscopic 
terahertz metafilm properties”, J.F. O’Hara, A.K. Azaf, H.T 
Chen, A.J. Taylor, and E. Smirnova, Active and Passive Elec-
tronic Components 2007, 49691 (2007); “Optically thin 
terahertz metamaterials”, R. Singh, E. Smirnova, A.J. Taylor, 
J.F. O’Hara, and W. Zhang, Optics Express 16, 6537 (2008).

In joint work with our external experimental collabora-
tor Prof Steve Lamoreaux from Yale University, we have 
also studied Casimir interactions between semiconductor 
materials. We have developed a new theory of Casimir 
interactions that take into account drifting of carriers in 
these materials, and we have derived the corresponding 
frequency-dependent dispersion relations that describe a 
crossover between Lifshitz results for dielectrics and for 
good conductors. In the quasi-static limit, relevant for large 
separations (above 2 microns), our calculated reflection 
amplitudes account for charge (Debye) screening present 
in conducting surfaces with small density of charges. This 
work has been published in Physical Review Letters 101, 
163203 (2008).

In joint work with Prof. Roberto Onofrio at Dartmouth 
College we have  performed precision electrostatic calibra-
tions in the sphere-plane geometry and observed anoma-
lous behavior. Namely, the scaling exponent of the elec-
trostatic signal with distance was found to be smaller than 
expected on the basis of the pure Coulombian contribution 
and the residual potential found to be distance dependent. 
We argue that these findings affect the accuracy of the 
electrostatic calibrations and invite reanalysis of previous 
determinations of the Casimir force. This work was pub-
lished in Physical Review A 78, Rapid Communications, 
020101 (2008).

We have also studied the possibility of Casimir repulsion 
between media separated by fluids. Using an exact numeri-
cal method for finite nonplanar objects, we demonstrated 
a stable mechanical suspension of a silica cylinder within a 
metallic cylinder separated by ethanol, via a repulsive Casi-
mir force between the silica and the metal. We investigate 
cylinders with both circular and square cross sections, and 
show that the latter exhibit a stable orientation as well as a 

stable position, via a method to compute Casimir torques 
for finite objects. Furthermore, the stable orientation of 
the square cylinder is shown to undergo an unusual 45 
degrees transition as a function of the separation length-
scale, which is explained as a consequence of material 
dispersion.  This work is in press in Physical Review Letters, 
arXiv:0807.4166.

Future Work

In the near future, we plan to apply these results on Debye 
screening to an ongoing experiment of the Casimir force 
between pure germanium plates, that is expected to probe 
for the first time temperature corrections to the Casimir 
force between bulk systems.

We also plan to investigate ways to engineer the Casimir 
force in different geometries and with various designed 
materials in order to achieve strongly modified vacuum 
forces. Our tasks will be: i) modeling and simulation of 
engineered Casimir forces with different geometries and 
materials; (ii) design and fabrication of artificial materi-
als, such as sub-wavelength aperture arrays and split ring 
resonators, with tailored electromagnetic response in the 
infrared and optical region of the electromagnetic spec-
trum; and (iii) detection of Casimir forces between artificial 
materials with ultra sensitive microcantilevers and torsion 
pendulums. The final goal is to demonstrate control of 
nano-engineered Casimir forces, and to perform the first 
experimental demonstration of strongly modified vacuum 
forces reaching the crossover to repulsion.

Conclusion

The expected results of this project are the modeling and 
simulation of vacuum-mediated forces for different geom-
etries and composition of designed materials, the fabrica-
tion of engineered nanomaterials with tailored electro-
magnetic response (such as plasmonic and metamaterials), 
and the experimental detection of such forces between 
these type of materials using ultra precise measurement 
techniques with microcantilevers and torsion pendulums. 
We expect to demonstrate, for the first time, strongly 
modified and repulsive Casimir forces, which will have ap-
plications for nanotechnology, engineered materials, and 
precision metrology.
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Introduction

The discovery of 170 extrasolar planets in the past de-
cade has stimulated an explosive growth in studying the 
basic processes that regulate planet-system evolution. 
At least two fundamental mysteries have emerged. One 
is that proto-planet embryos that are formed farther 
out in protoplanetary disks could migrate towards their 
central stars through tidal interactions with their na-
scent gaseous disks. This seriously limits the time avail-
able for these embryos to grow into giant planets, con-
trary to the discoveries of many giant planets both in 
our Solar system and many extra-solar planet systems.  
Another mystery is how the orbital evolution of proto-
planets/embryos produces the observed large diversity 
in semi-major axis and  eccentricity distributions, which 
are completely different from solar system planets.  Our 
models, run on supercomputers, will address these 
mysteries.

Benefit to National Security Missions

The proposed research will push the limits of super-
computing and help to establish the Laboratory as a 
leading institution in computational protoplanetary 
research. Protoplanetary science is becoming a major 
research area in astronomy. We can make an immedi-
ate impact in this field and enhance the DOE mission in 
basic science.

Progress

We have completed the implementation of two differ-
ent types of isothermal disks, one with constant sound 
speed and one with constant aspect ratio. These differ-
ences have an impact on how waves are damped in the 
disk, consequently affecting the migration of protoplan-
ets.  We have also implemented multiple planet capa-
bility so that we can study the migration of multiple 
planets, which is more consistent with observations. In 
addition, we have completed implementing disk self-
gravity in our 2D hydrodynamics code. This implemen-
tation is extremely efficient, and we have shown it gives 
nearly a factor of 100 speed-up over the traditional 
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tree-code approach in disks. Such a unique and efficient 
disk self-gravity scheme has allowed us to make hun-
dreds of runs (instead of tens of runs we had expected). 
This code is probably the fastest code in the community 
on studying disk self-gravity in planet-disk interactions. 
A detailed description of the disk self-gravity scheme 
and implementation on parallel computers has been ac-
cepted to Astrophysical Journal Supplements.

We have performed hundreds of 2D hydrodynamic sim-
ulations to study the migration of proto-planets in gas-
eous disks, using our newly developed planet-disk code 
with disk self-gravity. One important result we found is 
that disk self-gravity actually accelerates the migration 
of proto-planet embryos. There has been some confu-
sion in the community prior to our study whether disk 
self-gravity will speed up or slow down the migration. 
Our results (along with another team) have clearly re-
solved this confusion. We have summarized these re-
sults in a paper and submitted to a refereed journal.

Another important result is that, for nearly inviscid 
disks, we discovered a new phenomenon, which could 
be a solution to a long-standing problem in proto-
planet migration. The embryos of proto-planets were 
thought to migrate too fast towards their parent stars 
so that they could not survive in their nascent disks long 
enough to form giant planets (contrary to the observed 
existence of giant planets). We found that the density 
distribution around the planet embryos can be modified 
strongly and the traditional theory for migration does 
NOT apply. The density distribution around the planet is 
changed in such a way that the total net torque on the 
planet is greatly reduced, hence slowing down or com-
pletely stopping the planet migration. Through exten-
sive simulations, we have surveyed the planet mass and 
disk parameters to determine the critical planet embryo 
masses above, which they can survive in the disk. We 
expect this result will have an important impact in ad-
dressing this long-standing mystery. We have written up 
this key result and have been accepted to Astrophysical 
Journal Letters.
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We have finished the linear theory analysis of the Rossby 
vortex instability associated with a dip/gap in disks. This 
work is based on our previous work on understanding the 
secondary instability in disks. This instability explains why 
we have seen vortices in our planet migration simulations. 
These results have been written up and submitted to As-
trophysical Journal. 

In addition, we have studied the protoplanet migration in 
turbulent disks, where the disk turbulence is produced by 
its own self-gravity. It is believed that, at least for some 
disks, the disks can be quite massive so that the disk is in-
herently unstable. Once the disk becomes turbulent, the 
traditional analysis on planet-disk tidal interactions is no 
long applicable. Our simulations indeed show that planet 
migration shows a much larger diversity than the migration 
in regular (non-turbulent) disk flows. We believe that this 
offers some insight into understanding the observed diver-
sity in orbital parameters of extra-solar planets.

Future Work

The discovery of 170 extrasolar planets in the past decade 
has stimulated an explosive growth in studying the basic 
processes that regulate planet-system evolution. Planets 
can interact gravitationally with their nascent gaseous 
disks by driving tidal waves. When these waves dissipate 
(e.g., via shocks), it gives rise to angular momentum ex-
change between the planet and the disk. When the angu-
lar momentum of the planet changes, it migrates radially, 
i.e., by moving towards (or away from) the central star. 
Such a migration threatens the planet’s survivability.  The 
observed extra-solar planets show that: a) a good fraction 
of the proto-planets can survive; b) but they have a vast 
diversity in semi-major axis and  eccentricity distributions, 
which are completely different from solar system planets.

To address the observed dynamical diversity of extrasolar 
planets and their migration, we will focus on three new, 
yet critical aspects: 1) the role of the newly discovered sec-
ondary instability; 2) the role of the disk self-gravity; and 3) 
the role of multiple embryos. This will be achieved by per-
forming large-scale, high-resolution planet-disk simulations 
and by conducting analytic studies of the flow stabilities.  
We plan to answer three key questions raised by observa-
tions: 1) Is Type I migration indeed too fast or could it be 
alleviated by including these new processes? 2) Could the 
secondary instability drive eccentricities of the planets?  3) 
What are the semi-major axis and eccentricity distributions 
of the multiple embryo systems from the planets and disk 
interactions? The proposed simulations will push the limits 
of supercomputing.  They contain a spatial scale separation 
of ~ 1000 and long integration times. This requires a series 
of modifications (including adding self-gravity) to our exist-
ing codes.

Conclusion

We propose a comprehensive theoretical and computa-
tional study of the orbital evolution of both single and 
multiple protoplanets/embryos in gaseous protoplanetary 
disks. We will investigate our newly discovered instability, 
associated with the disk’s potential vorticity profile, affects 
protoplanetary evolution. This instability produces vortices 
that cause the torques on the protoplanet/embryo to ex-
perience large changes.  We will also examine the effects 
of disk self-gravity and the effect of having more than one 
protoplanet, neither of which have been well studied. Our 
simulations will push the limits of supercomputing.
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The fundamental understanding of the emergent 
behavior resulting from strong correlations between 
electrons that are responsible novel forms of matter 
such as magnetism and superconductivity is one of the 
grand challenges in modern condensed matter physics 
today. Uranium and uranium compounds are prototypi-
cal examples of such materials, and these systems often 
exhibit exotic forms of magnetic and superconducting 
order at low temperatures. By using Nuclear Magnetic 
Resonance (NMR) techniques, we will detect the U res-
onance of compounds enriched with U-235. This work 
will offer new insight into the behavior of the correlated 
electrons in the exotic ordered states.  This project will 
support the DOE and LANL missions in the fundamental 
understanding of materials at the atomic scale and of 
exotic superconductivity, by enhancing our understand-
ing of the complex interactions between electrons in 
uranium based compounds. This project will also sup-
port the mission of threat reduction by developing new 
techniques for detecting enriched uranium.

Benefit to National Security Missions

This project will support the DOE mission of the Office 
of Science, basic energy sciences, by enhancing our un-
derstanding of the complex interactions between elec-
trons in uranium based compounds.  This project will 
also support the mission of threat reduction by devel-
oping new techniques for detecting enriched uranium.

Progress

The compound USb2 is an itinerant magnet, in which 
the magnetism results from partial filling and overlap 
of the energy bands with primarily f- and d-character, 
rather than arising from the interaction of localized ura-
nium magnetic moments tightly bound to their atomic 
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cores.  We have investigated this compound using both 
U-235 and Sb-121 NMR.  We have succeeded in observ-
ing the U-235 NMR signal (a first for Los Alamos Na-
tional Lab, and the first observation of the U-235 signal 
in the United States) due to the large internal magnetic 
field of 277 Tesla in the magnetic state. We successfully 
obtained the nuclear relaxation rates T1^-1 and T2^-1 of 
235^U of this itinerant antiferromagnet — the first ever 
direct information about the nuclear relaxation process-
es in a uranium intermetallic compound. Comparison of 
these U-235 results to the detailed temperature depen-
dence of the Sb-121 NMR is in progress to shed light on 
the low temperature behavior of this system.

The URu2Si2 system is one of the most interesting and 
challenging correlated electron system as it exhibits a 
highly unusual ordered state at low temperature, with 
a yet-unidentified order parameter despite 25 years 
of intense research. By doping the pure compound 
with a few percent of Rh, it has been found that a new 
large-moment phase is stabilized in which antiferro-
magnetism with a large ordered moment coexists with 
the hidden order parameter.  In an initial attempt to 
find the U-235 signal, we learned that the U-235 signal 
in a 2%-Rh doped URu2Si2 sample is too weak to be 
observed directly, and instead have focused our atten-
tion on a series of samples of 238^U(Ru1-xRhx)2Si2 to 
determine the nature of the hidden order phase.  Our 
results [1] indicate that this large moment antiferro-
magnetic phase is not a true thermodynamic phase that 
competes with the hidden order phase, but rather an 
artifact of the intrinsic inhomogeneity that develops as 
a result of doping. Our 29^Si NMR spectra clearly reveal 
an inhomogeneous coexistence between the hidden 
order component and the large moment antiferromag-
netism. These results contrast with recent neutron 
scattering data, which suggested a new thermodynamic 
phase. In collaboration with A. Balatsky (T-11), we hy-
pothesize that the Rh dopants locally suppress the hid-
den order parameter, and that the antiferromagnetism 
arises as a secondary effect in regions where the hidden 
order is suppressed.
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Motivated by our discovery of a new compound U3Bi4Ni3, 
in which the physical properties are reminiscent, though 
not entirely conclusive, of Kondo insulating behavior, we 
performed 209^Bi NMR/NQR measurements to determine 
if the insulating behavior arises from hybridization of local 
5f electrons and conduction electrons (Kondo insulator), or 
if it is a simple band effect.  The presence of temperature 
independent energy gap deduced from these NMR/NQR 
experiments of approximately 50 meV, consistent with re-
cent photoemission measurements and electrical resistiv-
ity, together with the temperature dependence of Knight 
shift, provides strong evidence for Kondo insulating behav-
ior in U3Bi4Ni3 arising from strong correlations between 
the conduction electrons and the uranium local moments.

Future Work

Understanding the subtleties of correlated electron be-
havior that give rise to unusual properties is one of the 
grand challenges of modern condensed matter physics. 
One important class of materials with strongly correlated 
electrons is the set of uranium-based heavy-fermion com-
pounds with exotic ground state order, such as coexisting 
superconductivity and magnetism, or “hidden” order. To 
probe these unusual ground states, a suite of experimental 
techniques can be applied to investigate the bulk thermo-
dynamic, magnetic and electronic responses of these sys-
tems. However, there are few techniques that can probe 
the physics of these systems on a microscopic scale. In 
the remainder of this project, we will continue to develop 
and implement a new method, direct Nuclear Magnetic 
Resonance (NMR) of the U-235 nuclei, which will enable, 
for the first time, the direct study of the nature of the 5f 
electrons that are responsible for the heavy-fermion state 
and the unusual ordered states that evolve from it. NMR 
provides detailed microscopic information about the static 
and dynamic magnetic and electronic degrees of freedom 
at a particular site in the unit cell. Since the naturally oc-
curring isotope of uranium, U-238, is NMR-inactive, such 
information has not been previously available.

Measuring the NMR directly at the U site will enable us 
to learn about not only the degree of hybridization of the 
5f electrons across a broad class of correlated f-electron 
materials, but also to probe the dynamics of hidden order, 
quadrupolar order, magnetism and superconductivity at a 
microscopic level.  In order to accomplish these goals, we 
intend to synthesize, characterize, and look for the NMR 
signal in several U-based compounds, including both me-
tallic and insulating antiferromagnets.  If the NMR signal 
can be found, we will fully characterize the NMR response.  
These data will then be compared with bulk measurements 
and NMR of the ligand sites.

We will continue our efforts on understanding the hidden 
order state in URu2Si2.  In this material, pressures of up 

to 15 kbar stabilize an antiferromagnetic state with a large 
effective moment of 0.7 Bohr magnetons.  This large mo-
ment may be large enough to slow the U-235 nuclei down 
in this material allowing observation of the U-235 signal 
directly.  If successful, these results would be the first-ever 
microscopic measurement of the uranium nuclei in URu-
2Si2 and would lend valuable insight into the nature of the 
hidden order phase that has perplexed the scientific com-
munity for over a quarter-century.

Investigating a number of different strongly correlated 
uranium materials with a variety of distinct ground states 
will not only yield valuable information about the micro-
scopic behavior of uranium in these compounds, it will also 
stretch the limits of this new and powerful technique.  In 
contrast to investigating the itinerant antiferromagnet in 
USb2 and the hidden order state in URu2Si2, we will cast 
our net even further and attempt to observe the U-235 
signal in a superconductor U6Fe.  Again, the spin relaxation 
decreases exponentially in the superconducting state, 
making it possible to observe directly the U-235 signal.  If 
we are successful in finding the U-235 signal in the conven-
tional superconductor U6Fe, in which the glue that binds 
superconducting electron pairs is comprised of tiny lattice 
vibrations, (or phonons), this technique will be applied to 
unconventional superconductors such as UPd2Al3 where 
the mechanism of electron pairing is still not known. 

Conclusion

This project will enhance our basic understanding of the 
fundamental properties of strongly correlated electrons. 
Fifty years ago, the forefront of condensed matter physics 
was research the strange behavior of semiconductors.  As 
a result of fundamental inquiries about the physics of the 
electrons in these materials, new technologies such as the 
transistor, the integrated circuit, and the modern computer 
were eventually developed. Today, modern condensed 
matter physicists are investigating the emergent behavior 
of new materials, such as superconductors and heavy fer-
mions.  A secondary benefit of this work may also be new 
technology for detecting enriched uranium.

References

Baek, S. H., N. J. Curro, M. J. Graf, A. V. Balatsky, E. D. 1. 
Bauer, J. C. Cooley, and J. L. Smith. Locally probing the 
hidden order in URu2Si2 by impurity doping. Nature 
Physics. 



LDRD FY08 Annual Progress Report 749

Physics

Publications

H.Baek, S., N. J. Curro, M. J. Graf, A. V. Balatsky, E. D. Bauer, 
J. C. Cooley, and J. L. Smith. Locally probing the hidden 
order in URu2Si2 by impurity doping. Nature Physics. 

Baek, S. H., N. J. Curro, E. D. Bauer, J. L. Smith, and J. 
Cooley. 235Uand 121Sb NMR Investigation of an itinerant 
antiferromagnet, USb2. 2008. Physica B. 403: 850.



750 Los Alamos National Laboratory

exploratory research

Physics
co

nti
nu

in
g 

pr
oj

ec
t

Introduction

At sufficiently low temperatures, fluid systems exhibit 
quantum behavior and their dynamics cannot be de-
scribed by Newton’s equations.  Collisionless Fermi-
fluid dynamics and long-range laser-like phase coher-
ence have been studied in table-top experiments with 
helium liquids.  However, strong interaction effects 
preclude quantitatively accurate first principle descrip-
tions and these experiments do not give insight into 
the behavior of quantum liquids in regimes that are not 
as accessible such as the heavy fermion systems and 
high T_c superconductors of condensed matter physics 
and the quantum fluids in the interior of neutron stars 
modeled in astrophysics.  Quantum phase transitions 
in which the system abruptly changes its qualitative 
structure at zero temperature as a parameter of the 
system, such as the strength of the inter-particle inter-
actions, is varied, are expected to play an important 
role in all three of the above named examples.  In spite 
of the great interest into these phenomena, a general 
theoretical description that captures all of the physics 
of these phenomena remains an outstanding challenge.  
Employing atoms that have been cooled to nanoKel-
vin temperatures, the lowest temperature range ever 
reached in fluid systems, provides a new technology 
that can directly study such quantum phase transitions 
in a highly accessible and controllable environment.

In particular, mixtures of cold atom quantum degener-
ate gas systems can emulate the many-body behavior 
of interesting quantum liquid mixtures.  The effects that 
are caused by mediated interactions also provide the 
prospect of studying correlations in regime in which 
the inter-particle interactions remain relatively weak. 
Hence, the inter-particle interactions can still be under-
stood from first principles and the correlation effects 
that become particularly prominent near quantum criti-
cal points are due to quantum entanglement and not to 
strong interaction effects.  These mediated interactions 
have a finite range and the introduction of finite range 
physics suggests that many more interesting many-
body systems can be simulated than with the contact 
interactions that have currently been available in cold 
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atom traps. Our studies have revealed interesting me-
diated interactions effects near the phase separation 
transition of boson-fermion mixtures and mixtures of 
Bose-Einstein condensates (BEC’s).  The nucleation pro-
cess that causes the phases to separate in the fermion-
boson mixture is a many-body macroscopic tunneling 
process, which suggests that such cold atom mixtures 
could give the first clean observations of macroscopic 
quantum tunneling.  Our work on describing near-
equilibrium BEC-dynamics as a field theory also gives us 
a new handle on understanding the phonon radiation 
caused by accelerating impurity atoms (Bremstrahl-
ung) and suggests the cold atom prospect of exploring 
optics-like phenomena such as superradiance.

Benefit to National Security Missions

This project supports the DOE mission of basic science 
and explores the prospect of ultra-high resolution sen-
sors.  Our many-body studies involve phenomena that 
play a crucial role in low temperature material and ac-
tinide science, and explore quantum information pros-
pects.  These studies also reveal prospects for sensors 
that could measure weak external forces.

Progress

In the first two years of this project, the participants 
have discovered how and why mean-field descriptions 
of quantum degenerate fermion-boson gas mixtures 
fail near the first order quantum phase transition that 
causes the mixture to phase separate.  In addition to 
providing a significant correction to the densities at 
which the phase separation takes place, the studies 
also show the culprit to be fermion-mediated interac-
tions that counteract the short distance boson-boson 
repulsions and cause an overall attraction which tends 
to break up the BEC.  On the mixed phase side, the me-
diated interactions become longer and longer ranged 
near the phase separation point and they also cause 
the compressibility of the boson gas to diverge.  Exactly 
how the range and the compressibility diverge is dif-
ficult to determine, but its scaling coefficients, which 
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could be measured experimentally, could provide one of 
the first measurements of quantum scaling.  We have stud-
ied the equation of state of the mixed phase and pointed 
out the qualitative differences of its predictions for the 
density profile in inhomogeneous traps with the predic-
tions of mean-field theory.  The phase separation can set in 
at densities below the values at which the system becomes 
mechanically unstable.  The mechanical instability causes 
the phases to separate into chunks of roughly the same 
size and is known from finite temperature (ordinary) phase 
separation transitions as ‘spinodal decomposion’.  Below 
the line of spinodal decomposition, the phase separation 
can happen as the result of a process that overcomes the 
free energy barrier that separates the two minima of the 
transition.  At finite temperature, this process is caused by 
thermal activation - local collision processes push the sys-
tem over the barrier - but at sufficiently low temperatures, 
the system has to quantum tunnel through the barrier.  We 
have explored the prospect of studying this type of macro-
scopic quantum tunneling in cold atom systems.  We have 
also studied the near-equilibrium dynamics of a BEC in the 
presence of impurity atoms that move while being em-
bedded in the BEC.  The description we developed of the 
BEC-response (involving the creation and annihilation of 
phonon modes) emphasizes the analogy with field theory 
in general and with electromagnetism in general.  This de-
scription is particularly illuminating in understanding the 
reason for why accelerating impurities cause phonons to 
radiate in a process that is closely analogous to the emis-
sion of Bremstrahlung of accelerating charges.  This study 
allows us to qualitatively predict the energy loss of cold 
atoms that are being cooled at velocities below the criti-
cal velocity for BEC-superfluidity (sub-sonic cooling), so 
that we can show how effective subsonic cooling can be if 
the experimentalists insert an optical potential in the cold 
atom trap in an effort to cool impurity atoms down to low-
er temperatures than currently reached with sympathetic 
cooling.  This treatment also reveals the finite system 
limitations of cold atom physics in studying fundamental 
superfluid phenomena such as the predicted Casimir-like 
drag and the study of self-localized BEC polarons.

Future Work

Cold atom mixtures provide unprecedented prospects for 
the study of quantum liquid physics: Quantum phase tran-
sitions such as phase separation, mean-field collapse and 
magnetic instabilities can be accessed in a controlled man-
ner by tuning Hamiltonian parameters continuously.  The 
mediated interactions which cause the phase separation of 
the traditional condensed low temperature helium-3 and 
helium-4 fluids can be varied and, perhaps, used for gate 
operations in quantum information experiments.  The self-
localization induced by increasing the interaction of a sin-

gle impurity atom with the boson atoms of a Bose-Einstein 
condensate (BEC) can finally allow cold atom experimental-
ists to localize and transport atoms inside a BEC, suggesting 
new studies of superfluidity, light localization, the Unruh 
effect and, perhaps, the creation of a quantum register of 
movable cold atom qu-bits.

This project will then aim at answering the following ques-
tions: How do the relevant many-body quantities scale in 
the second-order phase transitions of cold atom mixtures 
and how do these findings compare to the ‘standard’ (and, 
often differing) quantum phase transition descriptions?  
How does the critical impurity-boson interaction strength 
for self-localization scale as a surrounding BEC-mixture is 
brought close to phase separation, and what happens to 
its effective mass? Can we exploit the long range of quan-
tum critical fluctuations to induce anisotropic and/or exotic 
forms of fermion superfluidity?  Can a self-localized BEC-
polaron have spin so that it can be used as a movable qu-
bit in quantum information experiments?  How can phase 
separated BEC’s improve the sensitivity of weak-field BEC 
sensors?

To achieve these goals, this project develops many-body 
descriptions of the cold atom physics, tests some of the 
predictions by numerical simulations, and explores the 
similarity and differences with standard many-body sys-
tems that may undergo similar many-body phenomena.

Conclusion

The theoretical studies of this project will reveal how cold 
atom experiments can test the scaling hypothesis and the 
description of quantum phase transitions.  We will explore 
how quantum criticality (the nearness of a quantum phase 
transition) can affect the mediated interactions in a quan-
tum liquid mixture and how it can affect the single particle 
properties of impurity atoms embedded in the cold atom 
quantum liquids.  This project will also test the use of 
quantum phase transition instabilities in cold atom quan-
tum liquid mixtures to significantly improve the resolution 
of cold atom trap sensors.
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Intense particle beams are important components of 
a host of applications, including fast ignition inertial 
confinement fusion, high energy density physics, warm 
dense matter, novel nuclear physics studies, and had-
rontherapy of tumors.  However, tailoring these intense 
particle beams for specific applications requires that we 
understand the physics of their generation, something 
that, until recently, has been simply intractable with 
computing resources at hand.

When ultra-intense lasers interact with thin, solid 
targets, enormously intense particle beams can be 
generated. This technique is known as “laser-ion ac-
celeration.” The objective of this work is to combine 
state-of-the-art modeling capability, the world’s fastest 
supercomputers, and theory acumen to the problem of 
understanding the fundamental properties of laser-ion 
accelerators.

The work we are doing in this project in the area of fast 
ignition laser fusion alone promises to revolutionize the 
way we approach inertial confinement fusion experi-
ments.  Integrated design calculations of ion driven fast 
ignition, which we did as part of the proposed work, 
have shown the feasibility of achieving fast ignition via 
less stringent design requirements than traditional fast 
ignition--and without the need for a reentrant cone. [1]  
While much work remains to be done to bring this tech-
nology to fruition, it has the potential to deliver cheap, 
carbon-neutral energy to the grid in the next 20 years.

A payoff of the project is to better validate the VPIC 
code [2], which can be leveraged onto other projects in 
the future and can help cement Laboratory leadership 
in areas of high energy density physics, plasma physics, 
and high performance computing.

Benefit to National Security Missions

The project supports mission areas in both nuclear 
weapons and fusion research. Fundamental research to 
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enable laser-generated ion beams to study warm dense 
matter and high energy density physics supports the 
NNSA nuclear weapons mission. Laser-ion accelerators 
can also directly impact the DOE mission in fast ignition 
inertial confinement fusion.

Progress

We have fulfilled the following objectives:

VPIC Diagnostic Development:  Teaming with CCS-2 • 
and X-3 staff, we have implemented implement 
readers for VPIC three-dimensional data output on 
Paraview and Ensight Gold software.   Application 
of this work to the specific problem of laser-particle 
acceleration has been supported by this project.  
Work done as part of this project will be showcased 
in the LANL and ASC booths at the upcoming Super-
computing 2008 conference in Austin. 

Two- and three-dimensional studies of laser-particle • 
acceleration physics have been conducted on the 
Redtail quad-q system.  These studies have been 
hampered somewhat by competition for resources 
and their status is, as yet, incomplete.  We have 
worked to ensure stability of MPI and I/O subsys-
tems; for the most part, I/O has proven to be, gen-
erally, robust, however we are working with LANL 
HPC staff to isolate existing problems with MPI.  Our 
LPI runs are proving to be invaluable to them, as 
they serve as an aggressive test of the subsystems. 
 
Our work has established the viability of various 
approaches to particle acceleration and our three-
dimensional studies, the first of their kind, have 
shown that the so-called relativistic ponderomotive 
acceleration mechanism, which utilizes a circularly 
polarized laser, can lead to ion beam properties that 
are superior to linearly polarized systems (like the 
laser break-out afterburner).  Moreover, we have 
discovered that there is a transition from RPA- to 
BOA-like acceleration in longer pulse durations. 
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We have verified theoretical models of laser absorp-
tion physics in these regimes and have supported ex-
periments on the Trident laser this Spring that showed, 
for the first time, the efficacy of tailoring the laser 
absorption physics to the target composition and thick-
ness.  We also have uncovered the essential physics 
that governs BOA performance for a given system—
namely, the importance of having the burn-through 
occur when the laser intensity is at its maximum.  This 
work will be reported in a Phys. Rev. Letter (submit-
ted). 

We have executed some of the first-ever integrated • 
modeling of particle beam transport and deposition 
into compressed ICF cores. This work has been shown 
at the prestigious American Physical Society and In-
ternational Fusion Sciences and Applications meetings 
and has been documented in refereed journal articles. 

Implementation and verification of collision models • 
in VPIC has completed. This work will be integral to 
validation of VPIC reflectivity with experimental data in 
the coming year and it represents the first time in the 
community that these models have been applied to 
large-scale PIC simluations of collisional laser-plasma 
interaction.  This work directly applies to the third task 
of the proposal, involving the which we expect to com-
plete this next fiscal year.

LANL staff on the proposal have visited IBM Pough-• 
keepsie to do the first-ever science runs on Roadrun-
ner examining 3D laser-plasma interaction physics, the 
key elements of which can be used to run high-reso-
lution calculations of laser-ion acceleration.  A series 
of Gordon Bell simulation runs were done and on 17 
connected units of Roadrunner (12240 Cell chips, 6120 
dual-core Opteron chips), the calculation sustained in 
excess of 374.25 TFlop/s and used one trillion simula-
tion macroparticles and 42 TBytes of RAM (more than 
4 times the aggregate data in the Library of Congress).  
Our Gordon Bell Prize submission is one of the finalists.   
While not one of the initial goals of the project, har-
nessing the power of petascale computing for future 
work was an objective added in the past FY which we 
have run to completion.

We have documented our results in a Gordon Bell • 
simulation paper and will showcase our results at the 
American Physical Society and ACM Supercomputing 
Meetings. We have been invited to give numerous 
high-profile invited and plenary talks, including a Gor-
don Bell Prize Finalist talk at the ACM Supercomputing 
Meeting in Nov. 2008; two invited talks at the Ameri-
can Physical Society Meeting in Nov. 2008; an invited 
talk and an invited plenary talk at the 13th Advanced 
Accelerator Concepts Workshop in July, 2008; an invit-

ed “visionary” plenary talk at the High Energy Density 
Physics Symposium in November 2008, and two invited 
talks at the American Geophysical Union.  Also, an 
invited plenary talk was given at the Los Alamos Com-
puter Science Symposium and the Salishan Conference 
on High Performance Supercomputing.  Approximately 
40 contributed talks on these topics were given by the 
team and collaborators.  

One of our team (L. Yin) won the prestigious APS Kath-• 
erine Weimer career award, in part for her contribu-
tions to this LDRD project.  Several of us on the team 
received a LANL Distinguished Performance Award for 
work within this project’s scope.

We have documented our work in several refereed • 
journals; please see the accompanying list of articles 
for details. 

A final topic of note is that we were able to recruit two • 
postdocs to LANL to work with us on short-pulse laser-
matter interaction and to take over for the last postdoc 
hired on this project (G. Cragg), who has since moved 
on to a position with the Naval Research Laboratories.  
Both should begin within the next year.  

Future Work

We will pursue three theoretical and particle-in-cell model-
ing thrusts pertaining to the physics of short-pulse laser-
particle accelerators.  Each will extensively use the unique 
simulation capability VPIC that the researchers maintain.  
VPIC is a state-of-the-art ab initio particle-in-cell plasma 
simulation code with unsurpassed speed and scalability.  
VPIC enables fully kinetic simulations in 2D and 3D of semi-
collisional plasma kinetics of a scale never before attempt-
ed; this is vital to informing the theory and uncovering the 
underlying physics.

Task 1: Understand the physics of the conversion of ultra-
intense lasers on target foils 10s of microns in thickness.  
Laser deposition onto pre-formed plasma (from finite laser 
pedestal) can lead to several complicated, competing phys-
ics processes, including self-generated magnetic fields, 
ponderomotive and wakefield acceleration, wave breaking, 
resonant absorption, and vacuum heating.  We will per-
form detailed simulations and analysis to examine which 
processes dominate, and in which regimes; we shall pro-
vide concrete recommendations for how to optimize laser 
deposition for laser-particle accelerator applications.

Task 2: Understand the physics of the penetration and 
propagation of charge-neutral laser-accelerated ion beams 
into dense plasma media with steep density gradients.  
This is key to utilization of laser-ion accelerators in warm-
dense-matter and high-energy-density experiments, as 
well as fast ignition inertial confinement fusion.  Collective 
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beam-plasma instabilities (simulated for the first time in 
this work in the relevant dense-plasma regimes) will be 
assessed for whether they dominate the beam energy de-
position in dense plasma media.  In so doing, the feasibility 
of fast ignition ICF will be informed.

Task 3: Understand electron acceleration and transport ki-
netics (specifically, filamentation instability) in laser-driven 
targets.  Filamentation, having collisional and collisionless 
manifestations, can affect both laser-ion accelerators and 
“traditional” fast ignition ICF operation.  Application of 
collision-modeling capability in VPIC will enable this study 
and motivate paths forward for FI and HEDP application of 
ion beams.

Conclusion

The physics of ion acceleration from the interaction of 
ultra-intense short pulse lasers with thin (10+ micron) 
targets is poorly understood on fundamental grounds, de-
spite their great promise to impact and even revolutionize 
several areas of science, including nuclear weapons phys-
ics and fast ignition inertial confinement fusion.  Our work 
will apply state-of-the-art laboratory simulation capability 
and analytic theory to improve our understanding of the 
generation of these beams and, perhaps most importantly, 
to their transport into dense plasma media.  This will en-
able wider application of this emerging technology and 
improved utilization of DOE short-pulse laser facilities.
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Introduction

While physics has advanced by leaps and bounds 
over the past 100 years, there still exist many states 
of matter that are poorly understood, or are yet to 
be discovered. This project endeavors to identify and 
characterize a new state of matter that is formed at low 
temperature when two species of Fermions that attract 
one other strongly are combined.  When the densities 
of these species are equal, matter in known to exhibit 
either superfluid or superconducting behavior where 
macroscopic flows of either matter or electric currents 
occurs without dissipation.  Since no two fermions can 
occupy the same quantum state (Pauli principle), even 
at low temperature fermions occupy states of increas-
ing energy. Those with the highest energies (called the 
Fermi energy) tend to be very sensitive to interactions. 
Even a weak attractive interaction will cause fermions 
to pair up with other fermions with similar energy. 
Such pairs are called Cooper pairs and the properties of 
such systems are well known in the context where the 
interaction is weak, as in electron superconductivity in 
solid-state physics and liquid helium in low-temperature 
experiments, since the nobel prize winning work of 
Bardeen, Cooper and Schrieffer (1957). However, 50 
years later we still know very little about the preferred 
state of matter when the densities of interacting fer-
mions differ and when the interaction between the 
fermion species is strong.  It is not known if such a state 
should have novel superfluid properties that will mani-
fest quantum mechanical behavior at the macroscopic 
scale.

Asymmetric states of fermion matter at low tempera-
ture are difficult to engineer and control in the labora-
tory, but they occur inside nuclei and dense nuclear and 
quark matter.  Their properties play a key role in diverse 
phenomena ranging from nuclear reactions in the labo-
ratory to astrophysical observations of neutron stars.  
Although there has been a sustained theoretical effort 
to address these questions experimental input has been 
lacking.  Recent progress in trapping and cooling fer-
mion atoms in atom traps has opened new avenues to 
create and manipulate asymmetric states of fermionic 
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matter [1]. These experiments provide the primary mo-
tivation for our theoretical work. We have developed 
and tested theoretical tools needed to describe many 
fermion cold atom systems. In our study we combine 
large-scale computational methods such as Quantum 
Monte Carlo (QMC), analytic methods based on quan-
tum field theory, and recent experimental observations 
to explore the nature of the superfluid state when the 
interactions between fermions are strong. The methods 
and insights gained in this study impact our understand-
ing of analogous asymmetrical Fermi systems such as 
neutron-rich nuclei and dense matter inside neutron 
stars. The results of our study have already provided 
quantitative information about the superfluid nature 
of neutron mater inside neutron stars and about the 
role of fermion pairing inside nuclei.  It also provides 
a benchmark for theories of strongly interacting Fermi 
systems in general. 

Benefit to National Security Missions

Cold and dense nuclear matter is expected to be both 
superfluid and superconducting and our proposed 
research on strongly interacting 2-component Fermi 
systems directly address key questions relating to our 
understanding of “Nuclear Materials Under Extreme 
Conditions” - a high priority goal of the Office of Sci-
ence.

Progress

Research performed during the past year has addressed 
key questions relating to the nature of strongly coupled 
Fermi systems. Some of this research has been pub-
lished in peer-reviewed journals. Below we summarize 
the research conducted and completed in the past year:

Superfluid gap

The most important physical quantity that characterizes 
the strength of a superfluid Fermi system is called the 
gap. It is the minimum energy required to excite a fer-
mion from the quantum ground state and is related to 
the binding energy of the Cooper pair. The variation of 
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the gap with the strength of the interaction is a critical in-
put that affects the behavior of both symmetric and asym-
metric states of fermion matter. Any theory that hopes to 
describe strongly interacting Fermi systems should be able 
to predict the gap in the symmetric state with high preci-
sion. Yet, until recently a comparison between theory and 
experiment did not exist. It had been difficult to extract the 
gap in the strong coupling regime from cold-atom experi-
ments due to ambiguities in interpreting the experimental 
measurement. In a recent article, published in the Physi-
cal Review Letters, we have shown that an unambiguous 
extraction of the gap from the experimental measurement 
of the density profiles in the atomic trap containing 6Li at-
oms is possible [2].  In these experiments 6Li atoms in two 
different hyperfine states are trapped and cooled below 
the superfluid transition. Below a critical temperature ex-
periments observe a phase-separation between a nearly 
symmetric superfluid state in the center and a highly asym-
metric normal state in the exterior. Our study showed that 
the density profile of the atoms in the transition region is 
exponentially sensitive to the gap. This feature is shown 
in Figure 1, where even a small variation in the value of 
the gap significantly changes the polarization at the su-
perfluid-normal interface. We exploited this sensitivity to 
extract the gap for first time from the experimental results 
published [1]. When the scattering length is tuned to be 
infinite, we found that the gap is ~0.45(5) E_F where E_F is 
the Fermi energy. 
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Figure 1. The polarization density as a function of the distance 
from the center of the trap. The phase boundary between normal 
and superfluid matter occurs at r/R ~0.4. The profile is very sensi-
tive to the assumed value of the gap. 

Equation of state and gap in cold-atoms and neutron 
matter

We have completed large-scale numerical calculations us-
ing the Quantum Monte Carlo method to calculate the 
thermodynamic properties and superfluid gap in Fermi 
systems with short-range interactions. The method and 
results are equally applicable to both 6Li atoms in a terres-
trial atomic trap and neutron matter inside neutron stars 
because the fundamental interactions in these systems are 
very similar. Our results for the cold-atom systems were 
tested directly with measurements from cold atom experi-
ments. The excellent agreement found here especially in 
the regime where the interaction is strong provides for 
the first time an experimentally tested theory to describe 
neutron matter inside neutron stars [3]. This striking com-
parison between the equation of state and the superfluid 
gap in cold-atom systems and neutron matter is shown in 
Figure 2. 
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Figure 2. The ratio of the energy per particle in the interacting 
system to its value in the non-interacting fermi gas is plotted as 
function of density for cold atom systems and neutron matter. At 
unitarity when the scattering length is infinite, experiment finds 
this ratio to be ~ 0.40(5) - in good agreement the QMC result.  

Ground state of asymmetric fermi systems in weak 
coupling

Analytic methods can be applied to Fermi systems when 
the interaction strength is weak. Here approximate meth-
ods such as mean field theory where quantum fluctuations 
of the normal and superfluid density are ignored are ex-
pected to provide an accurate description.  We have per-
formed an extensive analysis of a two-component Fermi 
system within mean field theory [4]. At finite temperature 
we show that Cooper pairs can form even though they may 
not exist at zero temperature due to thermal smearing 
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of the occupation levels of the fermions. We also analyze 
the role of instabilities in the homogenous phase at finite 
asymmetry and find that novel superfluid states such as 
those predicted by Ferrel, Fulde, Larkin and Ovchinnikov 
[5] are likely. These states of matter are heterogeneous 
and can be crystalline with regions where the gap alter-
nates between a maximum and a minimum value. Our pa-
per identifies for the first time regions in the temperature 
– number asymmetry parameter space where experiment 
can hope to probe heterogeneous phase of superfluidity.

Future Work

We are now in the process of adapting our numerical 
methods (QMC) to study asymmetric systems. One par-
ticular goal will be to study systems with moderate asym-
metries since these are regions where novel superfluidity 
is most likely to appear [3].  Our predictions will be tested 
against results for the density profiles and the electro-mag-
netic response from cold-atom experiments in asymmetric 
systems. Since these experiments are yet to discover a new 
state of matter, we expect that our study will help these 
experiments identify robust signals for novel superfluidity. 
We are also studying fermion systems where the masses 
of the interacting fermions are chosen to be very differ-
ent in anticipation of cold atom experiments in which a 
mixture of 6Li and 40K atoms are trapped and cooled to low 
temperatures.  We are also working on extending our QMC 
methods to apply to asymmetric neutron-rich matter and 
simple low energy models for dense quark matter. We will 
calculate response and transport properties in strongly 
coupled superfluid phases. We will extend QMC algorithms 
to study finite temperature aspects.

Conclusion

Our study has focused on the development and testing of 
theories and numerical methods such as quantum Monte 
Carlo (QMC) to describe strongly interacting Fermi sys-
tems. Comparisons to cold atom experiments have validat-
ed our QMC numerical method.  We have demonstrated 
that we can provide a quantitative description of: (i) sym-
metric superfluid matter, (ii) superfluid states with small 
asymmetry, and (iii) normal state with extreme asymmetry.   
We are now in process of developing theory and numeri-
cal methods to study states with intermediate asymmetry 
in order to help identify a novel heterogeneous states of 
superfluid fermionic matter. We are also applying our tech-
niques to study analogous systems such as dense nuclear 
and quark matter under extreme conditions of relevance 
to the astrophysics of neutron stars and supernova.
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Introduction

Currently, there is no method that can directly measure 
and unambiguously localize brain activity.  Functional 
magnetic resonance imaging (fMRI) detects blood flow 
and oxygenation changes that are associated with in-
creased neural activity.  Thus, fMRI is really only an indi-
rect measure of neural activity, and therefore, the fMRI 
signal is not necessarily co-located or linearly correlated 
with the neural response.  On the other hand, electro-/
magneto-encephalography (EEG/MEG) detects the elec-
tric/magnetic fields outside the head that are produced 
by neural activity within the brain.  Although, EEG/MEG 
has good temporal resolution (~ms), it has poor spatial 
resolution due to the ill-posed inverse problem of local-
ization.  Thus, a technique that combines the advantag-
es of both of these methods would produce a quantum 
leap in our understanding of neuronal processing.

We propose to demonstrate the feasibility of using a 
resonant absorption mechanism for direct neural imag-
ing (DNI) in the human brain with magnetic resonance 
imaging (MRI) techniques at ultra-low fields (ULF, 1-100 
microTesla). MRI spatially encodes the nuclear mag-
netic resonance (NMR) signature of nuclei in a volume 
of interest. The NMR signal arises from a population 
of polarized spins precessing about an orienting mag-
netic field with a characteristic Larmor frequency. The 
NMR signal decays with time as transitions between 
spin states occur and as the spin population dephases. 
Resonant absorption occurs when the frequency of an 
external magnetic field matches the Larmor frequency, 
resulting in dramatically increased transition probability.

We hypothesize that when the spin precession frequen-
cy of a population of nuclei overlaps with frequency 
bands of brain activity, resonant absorption will lead to 
greatly enhanced probability of spin state transitions 
and more rapid NMR signal decay. This is made possible 
because neural activity occurs largely in the frequency 
band below 2kHz and the Larmor frequency for protons 
at ULF is ~42 to 4200Hz.

Ultra-Low Field Resonant Absorption Magnetic Resonance Imaging of Neural 
Activity
Petr Lvovich Volegov

20070349ER

Benefit to National Security Missions

The technique of ultra-low field MRI being developed 
here, because of the ability to detect and differentiate 
a vast array of materials, has direct application to NNSA 
and DHS missions, including Threat Reduction, by de-
veloping technologies to detect nuclear materials and/
or other threat materials.

Progress

We have explored our hypothesis with several first-
principal demonstration experiments.  As reported 
previously [1], we performed several current phantom 
experiments to determine the correct measurement 
field for detecting currents in the range of neurally-
generated currents.  The current phantoms consisted of 
1% NaCl, with approximately 0.5g/l CuSO4.  We applied 
three different waveforms: a DC current, a modulated 
sinc pulse, and a pseudo-random waveform. Using 
these current waveforms, we detected a current of ap-
proximately 10 µA which generated a field of 20 pT in 
a voxel of 3 mm x 3 mm x 2mm.  This 20 pT magnetic 
field is in the range of magnetic fields due to neural 
currents.  In addition, we observed signal enhancement 
for waveforms that had an “on-resonance” frequency 
component.  However, because our imaging capabilities 
were not functional at the time, we were not able to 
conclusively determine the spatial location of the en-
hanced signal.

Therefore, we have developed a multiple echo protocol 
for generating magnetic resonance images at ultra-low 
fields. These MRI techniques are the necessary pre-
requisites for refining the protocols to elicit the direct 
neuronal images. The details of the techniques are 
included in [2]-[4]. An example of the level of resolution 
we are achieving now in comparison with commercial 
high field MRI is given in Figure 1.
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Figure 1. First images of the human brain by ULF MRI compared 
to images by 1.5 T MRI [2].

Using this protocol, we have performed some additional 
phantom experiments.  We detected a phase change in the 
MRI signal that was localized to the position of the current 
in the phantom.  However, calculations done in support of 
these experiments revealed that the voxel size was much 
larger than the optimum voxel size.  Thus, we are planning 
future experiments with a more appropriate voxel size to 
correct for this.  More phantom experiments to further 
explore the resonant mechanism are also being planned.

With respect to building realistic neural source models, we 
have constructed a library of neurons consisting of the ma-
jor cell types found in the cerebral cortex.  To ensure that 
the neurons are as realistic as possible, we investigated 
the effects of changing the distribution and composition of 
these conductances on the firing patterns of the neurons 
and adjusted them to match experimental data.  Using 
anatomical and electrophysiological data, we connected 
these neurons in such a way as to produce neurons with 
functional receptive fields.  This network of neurons was 
given realistic input to produce firing patterns that were 
consistent with experimental data.  An example of these 
currents for a single neuron is shown in Figure 2.

Furthermore, we derived the theoretical time evolution 
behavior of the proton spin in the presence of a general-
ized time-varying perturbing magnetic field (i.e., from 
the neuronal currents).  This has revealed the additional 
resonant absorption effect that we hypothesized.  The per-
turbing magnetic field will not only change the MRI signal 
phase and amplitude (which are the effects utilized in high 

field MRI studies), but it will enhance the change in the 
MRI signal amplitude if it has time-harmonic components 
that overlap with the Larmor frequency from the applied 
measurement field.  Indeed, because the frequency con-
tent of activated neurons is on the order of 100-1000Hz, 
the measurement field must be of ultra-low field strength 
in order to achieve this overlap.  We have used this deriva-
tion to write a 3D Finite Difference Time Domain code that 
is capable of calculating the MRI signal from arbitrary time-
varying current waveforms throughout time.  Preliminary 
results suggest that this resonant absorption effect could 
cause significant changes in the MRI signal.  The results of 
a set of simulations for a single-frequency sine waveform 
are shown in Figure 3.  A characteristic resonance curve 
is observed when the frequency of the sine wave passes 
through the “on-resonance” condition.  Further studies to 
explore this more deeply will be forthcoming.

Figure 2. Calculated currents for a single neuron at one moment 
in time due to a realistic stimulus.

Figure 3. Calculated MRI signal phase change for a sine current 
waveform with a frequency equal to some percentage of the 
Larmor frequency.
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Finally, we have investigated various stimulation protocols 
for human DNI experiments.  We are exploring two dif-
ferent stimuli that produce activity in two different brain 
regions, visual and somatosensory cortex.  We are looking 
at several different visual stimulation protocols, including 
circular and square sinusoidal gratings, circular checker-
boards and natural images.  With somatosensory stimuli, 
we are looking at high frequency activation of touch recep-
tors, which have been shown to drive activity in the soma-
tosensory cortex at a particular frequency and which could 
potentially produce resonance at a higher and more easily 
detected frequency.

Future Work

As mentioned in the previous section, we constructed 
computational models of each of the major cell types 
found in cerebral cortex.  To build on this work, we plan to 
use these models in conjunction with our Finite Difference 
Time Domain code to construct statistical profiles of the 
temporal and spatial distribution of the magnetic field for 
each class of neurons.  We will use these statistical models 
of magnetic fields as the basis for a large-scale model of 
magnetic fields in a section of the brain.  

We are also planning several future experiments to inves-
tigate neural activity in multiple experimental paradigms.  
We will focus on brain regions with high frequency neural 
activity that would require higher measurement fields 
to satisfy the resonance condition.  While most neural 
activity is less than 100 Hz, some areas such as the hip-
pocampus and somatosensory cortex produce oscillations 
in the 200-300 Hz range, with some reports of up to 700 
Hz oscillations.  Also, each action potential is itself a high 
frequency event that could potentially produce the pertur-
bations of the spins in the surrounding extracellular fluid 
necessary for DNI.

Another experimental system we plan to explore is the 
retina.  The retina has some unique advantages for DNI.  It 
has a highly organized, laminar structure and it can be re-
moved with all of its intrinsic connections intact.   Removal 
allows direct experimental access to the tissue without 
any intervening bone or connective tissue.  Our plan is to 
stimulate the retina with light flashes while simultaneously 
recording both electrical potentials using a multi-electrode 
array and directly measuring neural activity.  By measuring 
electrical activity, we will fine-tune the measurement mag-
netic field.

Finally, we will use a combined experimental and com-
putational approach to detect the temporal and spatial 
evolution of epileptic seizures.  The protocol we will use 
has been used for many years to study epilepsy: intra-
peritoneal injections of kainic acid to induce acute sei-
zures in rodents.  Epileptic seizures are characterized by 

high-amplitude, high frequency neural activity.  Also, the 
neurons participating in the seizure fire synchronously.  
The combination of high amplitude currents generated by 
synchronously firing neurons in a large portion of the brain 
will produce a very large signal, making an animal model 
of epilepsy an ideal platform for investigating DNI.  To help 
guide experiments, we will use a computational model of 
epilepsy.  A biologically realistic model will allow us to de-
termine the distribution of magnetic fields and to optimize 
imaging parameters.

Conclusion

We expect to develop a new approach, ultra-low field 
MRI that will enable the direct imaging of neural activity 
in the human brain. This new technique can lead to new 
methods of studying brain function and illnesses that is a 
quantum leap over any existing technique. We believe this 
technology will directly benefit health care and the ability 
to robustly detect brain patterns. Thus, it will aid not only 
in furthering our understanding of how the brain works in 
general, but also in understanding and diagnosing various 
neurological disorders.  Finally, the development of ultra-
low field MRI has farther-reaching applications to home-
land security.  Our progress so far has taken us a great deal 
further towards developing this important technology.
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Introduction

The goal of this project is to build the world’s fastest 
robotic telescope and to use it to make unprecedented 
cosmic cinematography of explosive phenomena in the 
universe. The key technical objective is to field new 
technology cameras that will be capable of imaging fast 
varying optical flashes with much greater temporal res-
olution than is possible with conventional astronomical 
cameras. The key scientific goal is to study the brief 
flashes of light  emitted when some of the very first 
super-massive stars in the universe collapsed to form 
black holes. Since these flashes of light typically last 
less than a minute, we need to deploy these imagers on 
ultra-fast slewing telescopes that can point to any di-
rection in the sky and begin the cinematography in less 
than ten seconds. By studying the explosion thorough 
its flash of visible light and the interaction of the explo-
sive ejecta with its surrounding material through the 
visible afterglow light, we will obtain new information 
about nature’s largest explosions since the big bang as 
well as  probe the early universe and its properties the 
in era before our solar system was formed.

Benefit to National Security Missions

This project will construct and operate autonomous 
robotic instrumentation capable of interrogating fleet-
ing cosmic explosions that can occur at any time and 
in direction of the sky. The development of expertise 
with autonomous robotic instrumentation is essential 
for building next generation instrumentation to support 
the DOE’s Threat Reduction mission.

Progress

An important scientific achievement this year was our 
commissioning of the RAPTOR-T system  (see Figure 
1)  for making simultaneous multi-color observations 
of gamma-ray bursts (GRBs) and our collection of the 
first measurements of burst colors during the critical 
first minute of a GRB. The telescope is composed of 
four high-end COTS optical tube assemblies that are 
co-aligned and co-located on a single rapidly slewing 
mount. Each of the four tube assemblies is a 0.41-me-

Unique Observations of Nature’s Largest Explosions
W Thomas Vestrand
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ter f/10 Cassegrain telescope employing a different 
clear/VRI broad-band filter. Together these four co-
aligned tube assemblies yield an effective aperture for 
RAPTOR-T of 0.82-meter. An advantage of this approach 
is the much more compact size of the telescope for a 
given focal ratio. This in turn translates into a lower mo-
ment of inertia and makes it much easier to achieve the 
extremely rapid slewing speeds needed to begin obser-
vations of GRB optical emission in less than 10 seconds 
after a GRB trigger. The RAPTOR-T servo motors and 
drive system has been significantly scaled up to achieve 
the same slewing speed and settling specifications as 
the previous generation of our mounts—able to be on 
a burst location and begin observations in as little as six 
seconds after the GRB trigger. No other telescope with 
an effective aperture as large as RAPTOR-T is capable of 
observing prompt optical emission from GRBs and mea-
suring the spectral energy distribution within ten sec-
onds of the GRB trigger. We have already begun making 
GRB observations with this system and during the com-
ing year we expect to determine definitely the radiation 
mechanism for the optical emission from GRBs.

Figure 1. The RAPTOR-T rapid response telescope that is 
capable of simultaneous multi-color imaging anywhere in the 
visible sky in less than 10 seconds.

During the last year we have also made very significant 
progress on the path to bringing together new robotic 
telescope and fast cadence imaging camera technolo-
gies that will give us a unique capability for exploring 
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the ultra-fast variability of astrophysical transients. We 
completed the construction and deployment of a new ro-
bust 0.5-meter Ritchey-Chrétien telescope and the associ-
ated robotic enclosure. The telescope, called RAPTOR-Z, 
is capable of slewing speeds greater than 100 degrees/
second and accelerations greater than 100 degrees/sec-
ond/second.  In practice, this means that the telescope can 
typically be on target and making observations in less than 
five seconds after a receipt of a transient localization any-
where in the visible sky. Construction was also completed 
on the robotic enclosure that houses the telescope.  We 
developed a new system of sensors to monitor power grid 
status, temperature, humidity, and other weather condi-
tions and integrated them with enclosure controls to en-
able the enclosure to protect autonomously the safety of 
the housed telescope.

We also completed testing of an Electron Multiplication 
Charge Coupled Device (EMCCD) camera for deployment 
on the RAPTOR-Z telescope. Custom driver software was 
developed, integrated with our RAPTOR data acquisition 
system, and successfully tested. The ability of these EMC-
CD to operate at very high frame rates, without the penalty 
of high read noise suffered by conventional CCDs, will al-
low us to make observations of GRBs with an unprecedent-
ed combination of temporal resolution and sensitivity.

Future Work

The key technical goal of this project is to upgrade the 
RAPTOR-T telescope system and operate it with cameras 
capable of the fast cadenc needed for exploring the spec-
tral and temporal properties of the optical emission during 
the critical first few minutes after the onset of a GRB. Since 
most GRBs last less than a minute, this means we will need 
to deploy new fast cameras that are capable of making 
sensitive optical observations that can take several expo-
sures every ten seconds. We are purchasing and deploy-
ing fast Electron Multiplying CCD (EMCCD) cameras that 
have at least a 1Kx1K format, better than 50% quantum 
efficiency across the  BVRI wavelength range, exceptionally 
fast readout times (>3MHz), and readout noise of <10 e.  A 
photometry/astrometry pipeline and new data acquisition 
software will be written to analyze the data collected by 
these cameras.

Our key scientific tasks are:

Collect simultaneous 4-color (BVRI) observations of • 
GRB optical emission light-curves starting at ~6 sec-
onds with a few second cadence for more than 30 
GRBs .

Use the 4-color, fast-cadence, optical measurements • 
collected during the first minutes to separate intrinsic 
variations from extrinsic variations generated by vari-

able extinction and dissect the light curve into the 
prompt and early afterglow components.

Use the derived intrinsic spectral variations to con-• 
strain the fundamental parameters of the relativistic 
bulk flow and the derived extrinsic variations to con-
strain the properties of the dust screen and the extinc-
tion curve.

Construct photometric redshifts, quickly identify high-z • 
GRBs while they are bright, and publically release the 
information by Internet through the GCN, so that they 
can be used as cosmological beacons to probe the 
properties of intergalactic gas.

Use multi-color observations of early optical emis-• 
sion to study the reverberation signal with the goal of 
probing the star formation environment in the early 
universe.

Conclusion

We will collect observations of optical light starting at 6 
seconds from GRBs to study the reverberation signal with 
the goal of probing the star formation environment in the 
early universe. These  measurements will be used to distin-
guish intrinsic from extrinsic variations generated by vari-
able extinction and to dissect the light curves into prompt 
and early afterglow components. We will thereby constrain 
the parameters of the relativistic flow and the dynamic 
dust screen. We will also identify very distant GRBs, while 
they are bright, to use as cosmological beacons for probing 
the properties of intergalactic gas.
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Introduction

Precision studies of neutron properties are important 
ways to look for new physics and test new theories. The 
current Standard Model of nuclear and particle phys-
ics provides a framework for all of nuclear and particle 
physics and includes very precise predictions for how 
the neutron decays through emission of an electron and 
a neutrino (beta decay). These predictions, for example 
the probability that the electron or neutrino is emitted 
in the same direction as the neutron spin, or the prob-
ability that the electron and neutrino are emitted in the 
same direction, can be tested by precise experiments. 
Differences between the predicted and measured re-
sults  would indicate the discovery of new, “Beyond 
the Standard Model” physics. For these reasons, the 
neutron acts as an important laboratory for nuclear and 
particle physics. To measure these decay parameters 
with the required precision, sufficient neutrons must be 
available to provide adequate statistics. The Spallation 
Neutron Source, currently being commissioned in Oak 
Ridge Tennessee, will provide an intense beam of neu-
trons suitable for such experiments. In addition, false 
effects (systematic errors) must be reduced to very low 
levels. One such effect is imperfect knowledge of the 
neutron polarization. This project will study the feasibil-
ity of reducing all such systematic errors to the required 
level of precision and prove that a precision neutron 
decay experiment can be conducted that is an order of 
magnitude more precise than previous experiments.

Benefit to National Security Missions

Testing a model that describes the most basic proper-
ties of matter is a core DOE mission. Furthering our un-
derstanding of these properties of matter also impacts 
other mission areas including nuclear weapons and fu-
sion research. Finally, particle detectors developed here 
will impact the threat reduction missions of DOE and 
DHS.

Electron-Neutrino Correlation in Neutron Beta Decay
Wesley Scott Wilburn
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Progress

The project has made major project on three fronts: 
demonstration of a new precision neutron polarization 
technique, further analysis of systematic errors, and 
conceptual design of the experiment.

Precision neutron polarization at the 0.1% level is a 
key requirement for precision neutron decay experi-
ments. Our design relies upon the unique interaction 
of neutrons with polarized helium-3 gas. Circularly 
polarized laser light produces atomically polarized 
rubidium, which spin-exchanges with helium-3 to pro-
duce nuclear-polarized helium-3. Cold neutrons passing 
through the polarized helium-3 are absorbed with high 
probability if their spins are opposite to the helium-3, 
and with much lower probability if theirs spins are the 
same as the helium-3. This produces a high neutron 
polarization, and gives a powerful method of measuring 
the neutron polarization, since the interaction between 
the neutrons and helium-3 is understood to a few parts 
in 10^5. In principle, the neutron polarization can be 
determined with this technique with a precision of less 
than the required 0.1%. What limits the actual precision 
of this technique are neutron backgrounds, electronic 
noise, and other practical matters.

We improved the previously constructed experiment 
at LANSCE to test this technique consisting of a polar-
ized helium-3 cell with neutron transmission monitors, 
plus a neutron polarization analyzer, a spin flipper, and 
an additional transmission monitor to check the po-
larization with an independent technique. The second 
of three planned runs was conducted during the 2008 
LANSCE run cycle. While the results are still being ana-
lyzed, we believe they are significantly better than the 
statistically and systematically limited precision of 0.7% 
obtained in the first run in 2007. A third run will be 
conducted during the 2009 LANSCE run cycle to address 
any remaining questions. In addition we definitively 
answered a question from previous experiments about 
the mechanism for depolarization of helium-3 by in-
tense neutron beams. This result has been published. in 
the journal Physical Review Letters.
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An experiment at the 0.1% precision level requires careful 
control of systematic effects that can result in an incorrect 
measurement. We have carefully investigated several such 
effects and presented the findings in a 98 page beam time 
proposal to the Spallation Neutron Source (SNS) Funda-
mental Neutron Physics Beamline (FnPB) Physics Review 
and Advisory Committee (PRAC). Systematic effects that 
have now been analyzed include: neutron depolarization 
effects, electric and magnetic field inhomogenieties, elec-
tron and proton backscattering from detector surfaces, 
detector timing and energy resolution, proton scattering 
from residual gas, and electron trapping by Penning traps. 
In total, 18 separate potential systematic effects are ana-
lyzed in this document. As an example, proton scattering 
from residual gas is analyzed to show that the 10^-8 mbar 
vacuum planned for the spectrometer will be sufficient to 
meet the goals of the experiment.

The conceptual design of the experiment has advanced. 
The charged-particle detector design has improved, and a 
mounting and cooling scheme for the detectors has been 
engineered and is under construction.

Future Work

The field of fundamental neutron physics aims to answer 
important questions concerning the Standard Model (SM) 
of the electro-weak interaction. Particularly exciting is the 
possibility of exploring new physics, such as new quark 
generations or additional electro-weak gauge bosons. Un-
like high energy physics, where direct production of new 
particles is emphasized, high-precision neutron experi-
ments at low energies look for very small effects due to a 
coupling of undiscovered massive particles to light quarks. 
The information obtained in these measurements is usu-
ally complementary to that obtained in direct searches. 
Precision measurements of neutron beta decay provide 
a sensitive test of the Standard Model. One parameter is 
the correlation between the outgoing electron and proton 
momenta that is sensitive to the ratio of axial to vector 
coupling constants.

Previous determinations of this ratio in neutron decay 
have focused on measuring the correlation between the 
neutron spin and electron momentum.  These experiments 
have been limited in precision primarily by two effects: 
large backgrounds and uncertainty in neutron polariza-
tion. Our approach addresses the first of these limitations 
by observing coincidences between the decay proton and 
electron in high-quality silicon detectors, greatly reducing 
the background. The second limitation is addressed by a 
new precision neutron polarimetry technique, and addi-
tionally by also measuring a neutron decay parameter that 
does not depend upon neutron polarization..

The work to be completed during this project includes 

completion of a conceptual design, modeling of important 
parameters of the spectrometer, and simulation of the 
charged particle transport. In addition, we will perform 
R&D for the detector system and develop a data acquisi-
tion system.

Conclusion

We expect to prove the feasibility of the neutron decay 
experiment, answer all significant technical questions, and 
be ready to propose a construction project. We will have 
shown that the detectors work properly, that a suitable 
spectrometer magnet can be constructed, and that a neu-
tron beam with the required properties can be produced. 
In addition, we will have shown that the data collected can 
be properly analyzed.
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This is a collaborative project between LANL and the 
University of New Mexico, supported by LDRD and 
the NSF/DOE Partnership in Basic Plasma Science.  We 
are trying to develop better understanding and insight 
into the evolution of immense extra-galactic structures 
known as “radio lobes” (because we observe these 
structures from ground-based telescopes in the radio 
frequency spectrum).  These radio lobes are believed to 
be “blown up” by the expansion of magnetized plasmas 
born from accretion disks near the centers of galaxies.  
The expansion is governed by rich plasma physics phe-
nomena that develop such as shocks, magnetic recon-
nection, and angular momentum transport from the 
lobes to the intergalactic medium.  We are studying the 
model problem of a magnetized plasma expanding into 
a background plasma in the laboratory, and we are run-
ning coordinated numerical simulations to uncover the 
details of these plasma physics phenomena which we 
believe govern the evolution of radio lobes.

Benefit to National Security Missions

This project supports the DOE missions in fundamental 
science and science-based prediction of complex sys-
tems. There is secondary support for Office of Science 
mission of Fusion Energy Sciences, by contributing basic 
understanding of complex plasma physics phenomena.

Progress

In the past year, we have finished preparations for start-
ing up the laboratory experiments (at UNM) and have 
already achieved first plasma, and we have finished 
running the first set of computer simulations which will 
guide the initial experiments.

The preparations involved adding hardware systems 
to an existing laboratory experiment HelCat at UNM, 
including 1) a new pulsed coaxial gun and associated 
power system for generating the magnetized bubble 
plasmas, 2) an external magnetic coil to provide an 

Experimental and Computational Studies of Magnetic Bubble Expansion as a 
Model for Extra-galactic Radio Lobes
Scott Chia Hsu
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initial magnetic field in the system, 3) fast custom gas 
valves for puffing in gas that will be ionized to form 
the plasma, and 4) a magnetic probe that will take in 
situ measurements of local magnetic field inside the 
plasma.

The numerical simulation work involved adapting a pre-
existing magnetohydrodynamic (MHD) computer code 
to the geometry and conditions of the UNM experiment 
and running relevant simulations to predict the experi-
mental evolution.  The results have been written up, 
and have been accepted for publication in the July 2008 
issue of Physics of Plasmas, a top peer-reviewed plasma 
physics research journal.  The title of this publication is 
“Ideal magnetohydrodynamic simulation of magnetic 
bubble expansion as a model for extragalactic radio 
lobes” by W.  Liu, S. C. Hsu, H. Li, S. Li, and A. G. Lynn.  
Key findings of the simulation work include the identifi-
cation of shock formation when the bubble propagates 
into the background plasma, and that the bubble de-
velops asymmetries about its propagation axis due to 
reconnection and inhomogeneous angular momentum 
transport due to the background magnetic field.  These 
results will help guide the initial experiments at UNM.

A second paper related to the theory of magnetic bub-
ble expansion in the astrophysical context (W. Liu et al.) 
has just appeared online in Astrophysical Journal Letters.

Future Work

This project is motivated by exciting recent work in plas-
ma-astrophysics, which has proposed a picture of galaxy 
evolution depending on plasma physics.  This picture 
highlights energy flow in the life cycle of active galaxies, 
showing that at each step, magnetic energy features 
prominently in the large-scale evolution of the galaxy.  
These steps are as follows:

Magnetic turbulence leads to angular momentum 1. 
transport allowing matter to accrete inward in a 
gravitational potential, leading to the formation of a 
super-massive black hole.
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Magnetic energy is amplified via a dynamo effect in 2. 
the surrounding accretion disk, converting mechanical 
energy to magnetic energy.

Magnetic helicity injection organizes the magnetic 3. 
fields into jets which transport magnetic energy onto 
extra-galactic scales.

The energy/plasma carried far away by the jet reach 4. 
equilibrium with the inter-galactic medium, forming 
extra-galactic “radio lobes” which are thought to be 
gigantic relaxed plasmas.

This project involves laboratory plasma experiments and 
MHD numerical simulations to help address outstanding 
issues related to the third/fourth steps above that cannot 
at present be resolved from numerical computation or as-
tronomical observations alone.  The experiments will study 
the relaxation of a magnetized plasma bubble as it expands 
into and reaches equilibrium with a lower pressure back-
ground.  Experimental data will provide insights into this 
process and data for validating sophisticated computations 
being carried out in this field.  Key nonlinear plasma phys-
ics questions to be addressed include:

How much flux conversion occurs within the bubble • 
during expansion?

How much plasma heating/acceleration occur within • 
the bubble due to reconnection, and what fraction 
goes to ions versus electrons?

If the bubble has net angular momentum, how does it • 
evolve and how much is transferred to the background 
plasma?

Experiments will be conducted on the HELCAT experimen-
tal facility at University of New Mexico (with involvement 
from LANL staff) and numerical simulations at LANL.

Conclusion

This project will combine laboratory experiments (con-
ducted at UNM) and numerical simulations to study how 
a magnetized plasma bubble expands into a lower density 
background plasma as a way to gain insight into the struc-
ture and formation of extra-galactic radio lobes.  The pri-
mary scientific objectives of the project are to characterize 
and understand the underlying nonlinear plasma physics 
of the expanding magnetized plasma bubble, providing 
experimental data and numerical simulation results on 
bubble formation, expansion, and relaxation.
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Introduction

The fundamental constituents of nature – the elemen-
tary particles – and their interactions with each other 
were described for many years by a very successful 
paradigm referred to as the Standard Model (SM). Excit-
ingly, recent experiments and observations have shown 
that the SM provides only a very partial description of 
the make-up of the Universe. Solid -- now overwhelm-
ing -- evidence for what is termed Beyond Standard 
Model (BSM) physics first came from cosmological 
observations and terrestrial neutrino experiments. 
Cosmological observations of distances to exploding 
stars called supernovae, of the motion of stars and gas 
clouds in galaxies, and of the distortion of galaxy images 
by an analog of optical lensing due to gravity, all show 
that 80% of the mass in the Universe resides in a myste-
rious form of matter – so-called dark matter – that finds 
no place in the SM. In the SM, there exists a class of 
enigmatic, weakly interacting class of particles termed 
neutrinos, assumed to be massless. However, experi-
ments have shown that in fact neutrinos do have mass 
and can change from one type of neutrino into another 
and back, a process called neutrino oscillations.

It turns out that cosmology and the neutrino sector 
are intimately related, providing complementary in-
formation about each other. Cosmology provides the 
best-known limits on the sum of all neutrino masses, 
currently very difficult to constrain with terrestrial 
experiments. In addition, cosmological observations 
can probe new aspects of neutrino physics such as the 
existence of new types of neutrinos that have no SM 
interactions, the hypothesized sterile neutrinos. In this 
project, we conduct an integrated research program 
that connects experiments, observations, and theory, to 
shed light on the neutrino mass, the effective number 
of neutrinos, and the existence of sterile neutrinos. The 
sterile neutrino could be a candidate for the dark mat-
ter particle; one of our aims is to investigate this pos-
sibility. 

Precision Cosmology and the Neutrino Sector
Salman Habib
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Benefit to National Security Missions

This project will support the DOE Office of Science 
(HEP/NP) mission by enhancing our understanding of 
the neutrino sector and its connection to cosmology 
using ground-based and satellite observations. Because 
the project develops and uses high-performance com-
puting tools and advanced statistical methods for data 
analysis and for combing theoretical results with this 
analysis, it also ties in to corresponding aspects of NNSA 
threat reduction and stockpile stewardship programs.

Progress

Cosmological constraints on neutrino properties can 
be extracted from two sources: 1) analysis of small 
temperature fluctuations in the cosmic microwave 
background, the residual light left over from the pri-
mordial fireball (often referred to as the Big Bang), and 
2) from observations of how mass is distributed in the 
Universe. The Planck satellite, to be launched in 2009, 
will provide important cosmic microwave background 
data for constraining the neutrino sector. Using a new 
statistical analysis technique that we have developed, 
called ``cosmic calibration”, we have worked on building 
an accurate method to predict the small temperature 
fluctuations that will be observed by Planck. The meth-
od works over two ranges corresponding to large and 
small spatial scales on the sky. This work has now been 
completed, more than achieving the required target. A 
paper is under preparation.

A typical analysis of observational data can involve 
hundreds of thousands of associated theoretical simu-
lations to find out which model best describes the 
data. This process can become very expensive if a large 
number of parameters have to be determined at high 
precision. We replace the simulation runs by a very fast 
``look-up’’ technique called emulation, that allows many 
different analyses with many different assumptions. 
Thus, the emulators will be very useful for extracting 
scientific information from Planck data and for optimiz-
ing the process for doing so.
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The effect of neutrinos on the distribution of matter in the 
Universe is very difficult to calculate accurately. This is be-
cause neutrinos have small masses and appreciable veloci-
ties at the start of the numerical simulation that must be 
performed for determining their effect on the distribution 
of the rest of the matter. These simulations have two spe-
cies of particles, the neutrinos and the dark matter, both 
evolving under the influence of gravity in an expanding 
Universe. The small masses of neutrinos lead to artifacts 
arising from numerical effects due to their interactions 
with the much heavier dark matter simulation particles. 
We have found that all neutrino simulations to date have 
been contaminated by these problems to a significant ex-
tent. We have found that the best way to get around this 
problem is to fix the number of simulation particles so that 
all the particles in the simulation have the same mass (this 
means that there will be many more dark matter particles 
than neutrino particles). This makes the simulations ac-
curate, however, the required number of particles is now 
very large and requires a significantly more complex simu-
lation code. A new high-performance code that will serve 
to minimize these problems is almost complete. This code 
will function as a new module in the Roadrunner Universe 
simulation framework now being written to run on the 
world’s fastest computer (Roadrunner at Los Alamos). A 
new routine that will work with sterile neutrinos will also 
be part of this code. The code itself and results from it will 
be presented in two publications. 

Sterile neutrinos -- depending on their mass -- suppress 
the formation of structure in the cosmological mass dis-
tribution at small length scales. Such a suppression can be 
detected using observations from galaxy surveys of the 
Universe such as the Sloan Digital Sky Survey (SDSS). We 
are working on a new analysis of SDSS data. Coupled with 
this analysis is an improvement in the numerical simula-
tions that avoids artifacts produced by not having enough 
simulation particles.

Future Work

Precision cosmology provides key observational probes of 
the neutrino sector. Cosmological observations can be very 
sensitive to the neutrino mass, while terrestrial experi-
ments strongly constrain the mass differences, but provide 
less stringent constraints on the absolute mass. Cosmology 
also provides constraints on the existence of possible ad-
ditional types of neutrinos that have no conventional Stan-
dard Model interactions, the sterile neutrinos.

This proposal takes an integrated approach to addressing 
three problems we believe to be the most promising scien-
tifically as well as timely in terms of upcoming observations 
and experimental results. These are the total neutrino 
mass, the number of neutrino species, and constraints on 
the sterile sector. The analysis requires significant advances 

in theoretical predictions for the effects of neutrinos on 
the microwave background (high-resolution data from 
Planck and polarization results from ground-based obser-
vation) and large scale structure (results from galaxy sur-
veys, weak gravitational lensing, and analysis of the quasar 
Lyman-alpha forest), and in combining observational and 
experimental data with results from large-scale simulations 
to yield the required constraints with robust error bounds. 
As a consequence of some recent work at Los Alamos, we 
are in an excellent position to achieve mass limits of order 
.05 eV, constrain the number of neutrino species within +/- 
.2, and to confirm or exclude sterile neutrinos as a warm 
dark matter candidate.

Conclusion

The Standard Model (SM) of particle and nuclear physics 
is one of the crowning scientific achievements of the last 
century. Despite its successes, the SM is incomplete. The 
dominant components of the Universe -- dark energy and 
dark matter -- are not included in the SM. Nonzero neutri-
no masses also provide compelling evidence for physics be-
yond it. Significantly, cosmology and neutrino physics are 
themselves inextricably connected.  We expect to attain 
significantly improved constraints on the sum of neutrino 
masses, the number of neutrinos, and how structure for-
mation in the Universe is influenced by the neutrino sector.
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Introduction

The goal of this project is to determine whether the 
very first stars in the Universe can be directly observed. 
Although our understanding of cosmology on the larg-
est scales and at the earliest times is secure, we have a 
shaky understanding of how we go from small density 
perturbations at very early times to the rich structure 
we see today. In particular, the process of galaxy forma-
tion is still quite mysterious. The key component of this 
process is the formation of stars. In this project we are 
exploring whether it is possible to directly image the 
very first stars to form in the Universe, and thus test a 
key underpinning of cosmology.

In the first year we have generated many of the com-
ponents essential to addressing the key elements of 
this proposal. We have estimates of the event rates of 
the first generation of stars, as well as preliminary light-
curves of the stars themselves. We have also developed 
initial results for the lensing distributions at high red-
shifts. These three components are now in the process 
of being combined into a robust pipeline, specifically 
addressing whether the first generation of stars can be 
directly imaged.

Benefit to National Security Missions

Large-scale computer simulations are being used to 
study the basic science of stellar evolution. Current hy-
drodynamic codes are used and tested in astrophysical 
environments, contributing to the verification and vali-
dation effort. Techniques being developed to simulate 
and predict observational data may contribute to threat 
reduction missions.

Progress

The very first stars in the universe end their lives in the 
most powerful thermonuclear explosions in all of na-
ture (Figure 1). Although these events are intrinsically 
extraordinarily bright, we have yet to observe them. 
These stars, a critical underpinning of our cosmological 
model, are only known to exist on paper and in large 

Finding the First Cosmic Explosions
Daniel Holz
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computer simulations. In this project, we are devel-
oping an approach to directly observe these events, 
thereby either confirming a pillar of cosmology, or revo-
lutionizing our understanding of star formation.

Figure 1. An infrared image of NGC 1260, produced using 
adaptive optics at the Lick Observatory. The bright fuzzy dot 
is supernova SN 2006gy, the most energetic stellar explosion 
ever recorded. It is thought to be the death of a massive 
star, and could be representative of the type of superno-
vae expected from the very first generation of stars in the 
Universe. 

Current simulations of the formation of the first stars 
in the universe suggest that these stars were extremely 
massive, some hundred times more massive than typi-
cal stars today.  These stars formed from primordial 
matter, consisting of only hydrogen and helium, at a 
time when the universe was less than 1% of its current 
age (just a few 100 million years after the Big Bang). 
They likely lost little mass in their evolution, and ended 
their lives in immensely powerful thermonuclear explo-
sions (that were up to a factor of 100 times more pow-
erful than Type Ia supernovae, the tremendously bright 
cosmological standard-candles). Direct observation of 
the death throes of one of these first stars continues 
to elude us. Although they are a critical underpinning 
of modern cosmology, clear confirmation of their exis-
tence is wanting. While we have a mature theoretical 



774 Los Alamos National Laboratory

Exploratory Research

edifice describing the collapse of the very first structures in 
the universe, and the subsequent birth of the first stars, we 
have neither direct nor circumstantial evidence that these 
processes actually did not occur, nor that this first genera-
tion of stars ever existed.

We are exploiting gravitational lensing, a uniquely pow-
erful tool to probe the high-redshift universe (Figure 2).  
The gravitational effects of matter near the line-of-sight 
to a distant object impacts the observed brightness and 
shape. In extreme cases, this lensing can cause tremen-
dous increases (>100X) in the apparent brightness of a 
distant source. In addition, as the sources move to higher 
redshifts, the likelihood for these strong lensing effects in-
creases. Gravitational lensing offers the possibility of trans-
forming the death of a first star at the very edge of the 
universe into an event easily observable by modern sur-
veys. Most lensing studies to date have focused on sources 
at low redshifts (z<5), since it has not been thought that 
there would be significant numbers of bright, compact 
sources at much higher redshift. In this project we are ex-
tending lensing calculations to very high redshifts.

Figure 2. Large-scale three-dimensional distribution of dark 
matter, as determined by weak gravitational lensing. This map 
was generated by the COSMOS group, using an unprecedented 
575 pointings of the Hubble Space Telescope (Massey et al. 
2007). The map loses signal at redshift z ~ 1. We are interested in 
lensing magnification effects out to z ~ 20.

This project relies on two major areas of expertise at LANL:

Simulation of the first generation of stars.• 

Calculation of gravitational lensing from large-scale • 
structure.

On the simulation side, a number of different codes are 
being utilized. Brian O’Shea is using ENZO, Alex Heger is 
using KEPLER, and Dan Whalen is using ZEUS-MP. Each of 
these codes has been significantly developed to be able to 
address the problem of the first generation of stars, which 
are found in unusual environments when compared to 
stars “today”. Although preliminary results are in 1D, the 
next phase of the project will generalize these results to 2D 
(and, in some cases, 3D).

The calculation of gravitational-lensing effects is being 
done with the SUM code developed by Daniel Holz. This 
code is being significantly generalized and extended to be 
able to calculate effects to very high redshifts (z>15). The 
code now incorporates a range of models for the matter 
distribution in galaxy and galaxy clusters in the Universe, 
including isothermal spheres and Navarro-Frenk-White 
profiles. In addition, the code takes advantage of the re-
cent developments at LANL in determining an accurate 
mass function for dark matter halos.

This project has made significant progress in its first year. 
There are three major calculations, which need to be per-
formed: 

The event rate of Pop III supernovae. • 

The lightcurves of Pop III supernovae. • 

The gravitational lensing distributions at high redshift. • 

Preliminary estimates of all three of these quantities are 
now available.

Brian O’Shea has produced event rates, taking simplified 
models of stellar “self-quenching”, and neglecting the pres-
ence of metal-enriched stars. These results show a range 
of possible event rates, peaking at values of 1e-6 SNe/
Mpc^3/year. These high event rates indicate that Pop III 
SNe is likely to occur during any reasonable survey mission 
(Figure 3).

Both Alexander Heger and Dan Whalen have produced 
preliminary lightcurves, using different codes with differ-
ent approximations. In particular, Heger has produced over 
1000 lightcurves, varying parameters such as the mass of 
the progenitor star and the energy of the explosion. This 
constitutes far-and-away the largest set of lightcurves in 
existence. Using the luminosity and radius, we will be able 
to infer the effective temperature of the supernovae, and 
thus estimate the colors of these first objects. This is pre-
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cisely the information we need to determine what would 
be seen in telescopes. Although these first results are 
rudimentary, they establish a baseline. Thus at the end of 
the first year we have now made significant progress, with 
robust estimates of how often the first cosmic explosions 
happen, and at what distances. In addition, we now know 
how bright these explosions are, and how their bright-
nesses evolve, as well as the colors. This latter information 
is particularly important, as these objects happen at high 
redshift (>10), and thus only “blue” objects will remain in 
the optical band. To estimate whether a first supernova 
will be seen, we need to know not only how bright it will 
be, but also what color the light will be, so we can identify 
the instruments to use to detect them.

Figure 3. Preliminary plots for the event rate of Pop III superno-
vae, as a function of mass of the progenitor stars. The rate is in 
units of # per cubic Mpc per year.

Daniel Holz has made significant progress on the gravita-
tional lensing calculations. We have taken the stochastic 
universe method (SUM) cosmological lensing code, and 
generalized it in two important ways. First, we have ac-
counted for the distribution of masses of galaxies (and 
galactic halos) in the Universe. To do this we have incorpo-
rated the Los Alamos mass function, which was published 
in 2006 by Warren, Abazajian, Holz, & Teodoro. This mass 
function is good to 5%, and is the definitive result to date. 
In addition, we have incorporated the Navaro, Frank, & 
White halo mass distribution into the code. Previously the 
SUM approach relied on isothermal spheres. The NFW de-
scription is expected to be a more accurate approach. The 
SUM code now produces results for the gravitational lens-

ing out to redshift of ~5, which is significantly higher than 
has ever been achieved previously. We are in the process 
of further refining this code, and intend to push it out to 
redshift ~20, the distance at which the very first cosmic 
explosions are thought to occur.

Future Work

As discussed in detail in the previous section, tremendous 
progress has already been made in the two major compo-
nents of this proposal:

Simulation of the first generation of stars.• 

Calculation of gravitational lensing from large-scale • 
structure.

Both of these steps will now be generalized and refined, 
including a transition from 1D to 3D for the simulations, 
and an extension from redshift ~5 to redshift greater than 
10 for the lensing calculations. Once this has been accom-
plished, we will be able to incorporate everything into a 
robust pipeline, and definitively address the key questions 
of the proposal: can we directly image the first stars?

Conclusion

In summary, we are slightly ahead of the schedule found in 
the proposal, and expect to have initial results for detect-
ability of the first cosmic explosions in the coming year. 
This project has already made significant strides, producing 
preliminary values for all three of the key quantities (SN 
event rates, SN lightcurves, and lensing distributions). We 
have also produced 7 papers on our ongoing work. Over 
the coming year all three of the key results will be refined 
and generalized. In addition, these will be incorporated to 
make the first estimates of what might actually be seen 
from Earth. By the end of the coming year we expect to 
have initial values for the likelihood of directly observing 
the death throes of one of the very first stars in the Uni-
verse.
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Controlling and manipulating electron spin for informa-
tion processing adds new dimensionality to electron 
function that promises quantum leaps in computing 
capability through higher device densities and dramati-
cally decreased power consumption.  The challenge of 
realizing room-temperature spintronics boils down to 
that of controlling the mechanisms for loss of spin in-
formation.  Carbon nanotubes are uniquely promising 
for meeting this challenge, due to their low spin-orbit 
coupling and structural perfection.  These characteris-
tics will promote long spin lifetimes and spin-diffusion 
lengths.  Our approach to developing nanotubes as 
spin-transport materials is to focus on the following 
specific areas:  1)  Maximize spin-polarization of the 
electrodes through improvements in domain struc-
ture via advances in epitaxial materials synthesis.  2)  
Maximize spin-injection into the nanotubes through 
engineering of the electrode/nanotube interfacial com-
position and interaction.  3)  Minimize spin loss through 
minimizing spin scattering in the nanotube by use of 
suspended CVD-grown single-walled structures that 
eliminate defect scattering sites.

Benefit to National Security Missions

This project directly addresses DOE’s goals of develop-
ing advanced functional nanomaterials.  Additionally, 
our approach is aligned with needs for developing new 
materials and technologies for enabling next-generation 
computing capability.

Progress

This first year of the project has been a capability-build-
ing year.  We have built a new capability for coordinated 
efforts in nanotube synthesis, magnetic thin-film devel-
opment, nanotube device fabrication, and nanotube 
characterization.  The year has also produced some un-
expected personnel challenges.  Our original intention 
was to work with Yuntian Zhu of MST-STC to provide the 
long single walled carbon nanotubes required for our 
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Stephen K Doorn

20080164ER

device studies.  Yuntian has since left LANL.  We filled 
this hole in capability by developing our own synthesis 
apparatus and by leveraging past collaborative efforts 
with Prof. Jie Liu of Duke University.  Additionally, the 
original postdoc intended for this project (Sandip Ni-
yogi) also left LANL.  We have since hired a new postdoc 
to take his place.

CVD Capability for synthesis of long SWNTs

For our first generation of devices, we have been ob-
taining SWNTs from Jie Liu (Duke University).  These 
are originally grown as relatively dense parallel arrays 
of nanotubes using a quartz substrate.  The nanotubes 
follow the crystal planes during growth, thus resulting 
in their highly parallel nature.  We transfer these tubes 
to the silicon substrates useful for our measurements by 
coating the parallel array with PDMS, lifting of the ar-
ray, redepositing it on silicon, then dissolving away the 
PDMS.  The SWNTs are then left in a pristine state on 
the desired silicon substrate.  We have performed AFM 
on the test samples to evaluate the effectiveness of the 
PDMS removal step.  Some residue has been left behind 
and we are currently evaluating the ability to remove 
the remaining residue through a combined sonication/
solvent wash.  Sonication conditions must remain gentle 
to prevent simultaneous removal of the nanotubes from 
the substrate.  In order to not be reliant on an external 
collaboration as a source for our nanotubes, we have 
also proceeded with building an identical capability at 
LANL.  To date we have set up the required apparatus 
(see Figure 1).  This consists of a tube furnace coupled 
to the necessary mass-flow controllers required to 
generate the nanotube growth catalyst, followed by 
introduction of a carbon source (ethanol in our case) to 
generate the desired SWNTs.
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Figure 1. New C-CDE capability for performing CVD growth of 
SWNTs.

Device Fabrication

For our first-generation device, we have devised a multi-
step fabrication procedure as follows.  A pattern consisting 
of locations for registry marks, trenches, ferromagnetic 
electrodes, and gold connecting electrodes was designed 
using AutoCAD (Figure 2).  Patterning of silicon substrates 
with native oxide layer was done using e-beam lithography 
(in collaboration with Elshan Akhadov at Sandia).  First, 
the registry marks for all subsequent patterning were 
etched into the substrate.  This step was followed by etch-
ing a series of trenches (~200 nm deep, 1 um wide) over 
which our nanotubes would be deposited.  The substrates 
(7 in total) were then shipped to Duke University, where 
Jie Liu’s group deposited the parallel nanotube arrays.  
The samples were returned to Sandia, where they were 
then patterned for ferromagnetic electrode deposition 
(La0.7Sr0.3MnO3, or LSMO, in this case).  Our next step will 
be the deposition of the electrodes, followed by pattern-
ing and deposition of the gold contact electrodes.  At this 
point the samples will be ready to be evaluated for mag-
neto-transport characteristics.  In addition to the LSMO 
electrodes, two substrates are being set aside for Co depo-
sition for comparisons.

Figure 2. a)  Pattern used for guiding device fabrication (top) 
showing ferromagnetic electrodes (green and orange), gold 
contacts (yellow) and nanotube (black) over trench.  b) Current 
stage of first-generation device:  registry marks plus trenches 
etched in silicon substrate (bottom).

LSMO Film development

Silicon with native oxide is a new, untried, substrate for 
LSMO deposition, so prior to the deposition of these 
electrodes we must first evaluate the optimum growth 
conditions for suitable high quality films.  Lowest-T deposi-
tions compatible with good magnetic properties (minimal 
domain appearance) are necessary to prevent degradation 
of our nanotubes and the patterning mask.  The deposi-
tion apparatus for this particular material was developed 
over the past year and is now complete (see Figure 3).  It 
is currently undergoing some simple tests, after which we 
intend to begin a parameter study for optimal growth of 
the LSMO films.
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Figure 2. Epitaxial deposition chamber for growth of LSMO thin 
film electrodes

Nanotube Defect Characterization

A critical aspect of our project is the evaluation of sources 
for spin scattering in our devices, which would ultimately 
limit the degree of spin-transport we are able to attain.  
Sources we are currently interested in evaluating are sub-
strate-nanotube interactions and also defect sites within 
the nanotubes.  Defect sites will be evaluated in two ways.  
The first is via Raman spectroscopy and the second is via 
transport measurements.  We are establishing an ad-
vanced capability to perform such measurements.  Trans-
port measurements will include STM surface potential 
capability, which provides an ultimate resolution of defect 
sites and looks at direct conductance transversely through 
the tube walls and provides high spatial resolution of de-
fect sites (which will limit observed conductance).  Another 
approach will be the use of local conductance measure-
ments, in which a bias voltage is applied along the length 
of a tube via an AFM tip.  To date we have generated the 
appropriate substrates and electrode structures to pursue 
these measurements.  We have also developed a power-
ful new single-tube Raman capability in collaboration with 
Han Htoon of MPA-CINT.  This new instrument is a Raman 
microscope coupled to both a tunable laser excitation 
source and tunable detection.  This highly versatile system 
will allow us to probe defect structure (through its effects 

on nanotube phonon modes) for a wide range of nanotube 
diameters and chiralities.  To date, in addition to establish-
ing this new capability, we have also demonstrated the 
ability to obtain spectra of single-tube device structures.  
This Raman approach will be our workhorse method for 
evaluating defect effects on transport in our working de-
vices.

Future Work

Our current focus is completion of the first generation 
device so we can proceed to magneto-transport mea-
surements, coupled to an evaluation of how transport is 
affected by nanotube defect structure and substrate inter-
actions.  Spin-scattering effects will be probed by intention-
ally introducing defects into the nanotube structure via 
e-beam irradiation or chemical etching of the tubes.  Op-
timization of ferromagnetic film growth will also proceed 
in the next year.  As our CVD system is now online, we will 
also be developing protocols for synthesis of appropriate 
nanotubes to enable our device fabrication and measure-
ments.  We anticipate that these areas will be completed 
within the current fiscal year.

Conclusion

In the first year of this project we have established both 
internal and external sources for the carbon nanotube 
transport channels to be used in our investigations.  Fur-
thermore, we now have in place the necessary device 
fabrication capability and are well-along the path to having 
our first functioning test devices.  We have also established 
instrumentation and techniques for advanced ferroelec-
tric film growth and defect characterization.  We are well 
placed for performing our first spin-transport measure-
ments in the first half of the second year and anticipate 
developing second generation devices and probing funda-
mental scattering measurements in FY09.
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Introduction

Precise theoretical and experimental determination of 
the stopping power of materials for electrons was one 
of the great early successes of the classical and quan-
tum theories of electro-magnetic interactions. Today, 
its practical applications range from medical imaging to 
national security applications, such as proton and muon 
radiography. In contrast, very little is known about the 
stopping power of nuclear matter for strongly interact-
ing particles, such as quarks. It is widely recognized in 
the nuclear and particle physics communities that prog-
ress in this area is urgently needed. It will have immedi-
ate impact on our understanding of the fundamental 
forces in nature and the interpretation of the data 
coming from the current and future heavy ion experi-
ments (areas of basic research where the US has made 
large strategic investments). This project embraces the 
unique opportunity to make the first precise determi-
nation of quark energy loss in large nuclei using as a 
platform upcoming experiments at the Fermilab and 
JPARC facilities in the US and Japan, respectively. It is 
based on a synergy of novel theoretical techniques (first 
ever calculation of initial-state energy loss), improve-
ments in detector technology  (design and deployment 
of readout electronics) and development of software 
simulation packages (optimization of the experimental 
setup for the breakthrough measurements). We expect 
that the successful completion of this project will lead 
to the determination of the shortest radiation length (a 
fundamental characteristic of the strength of particle-
matter interactions) ever measured in nature.

Benefit to National Security Missions

This project will support DOE’s mission in Science by 
enhancing understanding of “Nuclear Matter in Ex-
tremis,” a primary goal of the Office of Science and 
LANL’s Beyond the Standard Model capability. Technol-
ogy developed will support National Security areas of 
Threat of Weapons of Mass Destruction and Detection 
of Nuclear Materials.

The First Precise Determination of Quark Energy Loss in Nuclei
Ivan Mateev Vitev

20080201ER

Progress

Theory: We have completed the theoretical deriva-
tion of the stopping power of cold nuclear matter for 
particles of “color” charge, such as quarks and gluons. 
We used a formal recurrence relation approach to 
multiple parton scattering to find the complete solu-
tion to the problem of medium-induced gluon emis-
sion from partons propagating in such medium. The 
differential bremsstrahlung spectrum, where Landau-
Pomeranchuk-Migdal quantum-mechanical destructive 
interference effects are fully accounted for, was calcu-
lated for three different cases: 1) a generalization of the 
incoherent Bertsch-Gunion solution for asymptotic on-
shell jets, (2) initial-state energy loss of incoming jets 
that undergo hard scattering, and 3) final-state energy 
loss of jets that emerge out of a hard scatter. Our ana-
lytic solutions were given as an infinite opacity series, 
which represents a cluster expansion of the sequential 
multiple scattering. These new solutions allowed, for 
the first time, direct comparison between initial- and 
final-state energy loss in cold nuclei. We demonstrated 
that, contrary to the naive assumption, energy loss in 
cold nuclear matter can be significant. Numerical re-
sults to first order in opacity showed that, in the limit of 
large jet energies, initial- and final-state energy losses 
exhibit different path length dependences, linear versus 
quadratic, in contrast to earlier findings. In addition, in 
this asymptotic limit, initial-state energy loss was found 
to be considerably larger than final-state energy loss, as 
shown in Figure 1. 
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Figure 1. Comparison of the fractional energy loss for 3 different 
energy loss regimes in cold nuclear matter. The middle panel 
represents the case pertinent to the Drell-Yan process in proton-
nucleus collisions.

We are also in the process of finishing a next-to-leading 
order code for Drell-Yan production.

Hardware (muon ID): We have completed the basic design 
and construction of a muon identifier for the E906 experi-
ment. The identifier will have two horizontal and two verti-
cal detector layers, each with an area of ~250 * 250 cm. 
The identifier is composed of aluminum drift tubes that will 
provide both good position resolution and track matching 
to the Station 3 drift chambers. Each detector layer is con-
structed of two staggered rows of 2” diameter tubes. This 
arrangement provides for excellent efficiency with reason-
able channel count. The identifier has been instrumented 
with Nanometrics N-277 amplifier / discriminator electron-
ics with emitter-coupled logic outputs. The outputs were 
digitized using CAEN VME-based time-to-digital converters 
controlled by the PC-DAQ data acquisition system devel-
oped by Dr. Gary Hogan.

768 drift tubes were assembled and successfully tested us-
ing an argon-isobutane (70:30) gas mixture with a high volt-
age setting of +2300V. Final data taking and analysis were 
completed with vertical cosmic ray muons, see Figure 2, at 

the LANSCE facility by Dr. J. Andrew Green. A position reso-
lution of ~300 microns was obtained, together with a muon 
detection efficiency of over 99%. The maximum drift time 
was ~1.6 microsecond. This level of performance is more 
than adequate for the E906 experiment. The detector layers 
were then disassembled and placed into storage, ready for 
shipment to FNAL.

Figure 2. Cosmic ray test setup for the muon identifier elements 
at Los Alamos Neutron Scattering Center. The support structure is 
shown in blue and the 2” drift tubes are silver.

The commercial readout electronics used on the tracker 
were found to suffer from significant channel-to-channel 
crosstalk and are prone to oscillate. We designed and 
deployed a complete set of replacement electronics em-
ploying modern components with low voltage differential 
signaling outputs. These include a new amplifier / dis-
criminator, time-to-digital converter and programmable 
high voltage supply. A novel feature of this new readout 
system is that we used universal serial bus interfaces (USB) 
to perform all of the communication and detector read-
out, which greatly decreased the total cost and complex-
ity. More than 4000 channels of the new electronics have 
been built and tested, providing high efficiency with a near 
zero noise rate. The final choice of electronics installed in 
E906 will depend upon the design of the experiment’s data 
acquisition system, which is presently underway.

Simulation: We have developed an event generator simula-
tion package for fixed target p+p and p+n collisions based 
on PYTHIA and ROOT libraries from CERN. We have gener-
ated 100 Million Drell-Yan events in p+p collisions at beam 
energy of 120 GeV that we expect to have at the E906 ex-
periment at Fermilab. The full simulated events have been 
analyzed to study the kinematic distributions of the muon 
pairs produced in the Drell-Yan process. To study the back-
grounds, 10 Million of minimum biased and charm quark 
events were also generated and analyzed. Initial study 
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showed that we can clearly identify the Drell-Yan signal 
from other backgrounds in the di-muon channel, and there 
is a clear correlation between high mass di-muon rapidity 
and the initial quark’s momentum (or the x1 parameter), 
which is very important for the proposed quark energy loss 
study, see Figure 3. 

Figure 3. DY to di-muon simulations, corresponding to about 
5% of the expected p+p statistics. The left-hand plot shows the 
di-muon mass distribution, the right hand plot shows the dimuon 
transverse momentum distribution.

In next a few months, we will implement the theoretical 
energy loss calculations into our simulation to study exper-
imental sensitivity to the determination of quark energy 
loss parameters and publish our results. 

Future Work

The biggest gap in our knowledge of nuclear reactions in 
extremis is the stopping power of cold nuclei for quarks 
and gluons. The goal of this LDRD ER project is to suc-
cessfully complete a joint theoretical and experimental 
initiative and provide the first precise determination of the 
stopping power of cold nuclear matter for strongly interact-
ing particles.

The theoretical derivation of the radiative energy loss of 
quarks and gluons in nuclear matter has been completed 
and published. We will soon produce a next-to-leading 
order code for Drell-Yan, the specific physics process of 
interest. We employ the collinear factorization scheme of 
perturbative Quantum Chromodinamics to calculate the 
differential cross sections and will carry out comparison to 
existing Drell-Yan data. We are also in the process of gen-
eralizing this code to the case of large nuclei so that impor-
tant many-body effects, such as isospin, the Cronin effect, 
nuclear shadowing and our derived radiative energy loss 
can, be seamlessly incorporated. 

We are still scheduled to begin running in January of 2010 
and E906 is now decoupled from the Tevatron running.  
Currently the collider run extends into 2010.  We are await-
ing a schedule from Fermilab concerning when they can 
install the magnet and beam line. Due to the “continuing 
resolution” recently passed by Congress, our starting date 
will likely slide. Our plan is still to install the muon detec-
tor at Fermilab by the end of this year. In the coming a 
few months, we will perform an electrical continuity test 
of all of the anode wires and check that all of the readout 
electronics are working with an external pulser. After the 
completion of the electrical tests, the proportional tubes 
will be shipped to Fermilab for installation in the experi-
mental hall.

In January of 2010 we will host an E906 software meeting 
at LANL where we will distribute the software from our 
previous experiment. We will also present a series of tuto-
rials on the function and operation of the software, with 
the goal of preparing collaboration members to write a 
new particle tracker for E906 in the “C” language.

Conclusion

We provided consistent theoretical derivation of the stop-
ping power of nuclear matter for strongly interacting parti-
cles. Work has begun on identifying signature observables 
that can be used to experimentally determine the energy 
loss of these particles in nuclear matter. We have started 
adapting instrumentation developed for homeland security 
to instrument an experiment at either Fermilab or JPARC 
to carry out the pivotal measurements of energy loss. 
Simulation software development for this project is under 
way. This software will also be useful for future heavy-ion 
research. Successful completion of this work will enhance 
our understanding of nuclear matter under extreme condi-
tions, such as in the early universe.
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Introduction

This project studies the nature of ground states in 
quantum systems from the point of view of quantum 
entanglement. The idea of quantum entanglement 
is behind the rapidly developing fields of quantum 
computing and quantum key distribution. Quantum 
computers that take advantage of entanglement may 
be able to perform computations that are not tractable 
on a classical computer. Within the field of quantum 
computing, the study of quantum entanglement 
involves looking at very carefully engineered states, 
which are created by carefully controlling the system. 
On the other hand, this project looks at the kind of 
quantum entanglement, which is present in naturally 
occurring systems. We consider the entanglement in 
ground states of local quantum systems. This offers 
two possible rewards. First, certain naturally occurring 
ground states, like those in the quantum Hall effect, 
have nontrivial entanglement that can be used to do 
quantum computation, without requiring the careful 
control required by other approaches. This approach, 
called topological quantum computation, is a possible 
very robust approach to quantum computation. 
Second, many other naturally occurring ground states 
have fairly simple entanglement, and can well be 
described classically. Then, it should be possible to 
develop novel algorithms to model the ground state 
and dynamics of these systems using existing classical 
computers. This can lead to new advances in materials.

Benefit to National Security Missions

This project supports the DOE Office of Science 
Mission in Basic Energy Sciences by enhancing our 
understanding of ground state properties of quantum 
systems such as in materials science and quantum 
chemistry, and by enhancing our understanding of 
which systems are useful for building a quantum 
computer.

Entanglement in Quantum Ground States
Matthew B Hastings
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Progress

Constructed explicit bounds on entanglement 
entropy for ground states general quantum systems 
in one dimension, and also provided bounds for the 
entanglement entropy for quantum systems in thermal 
states [2]. This accomplishes one of the FY08 milestones 
“Determine bounds on entanglement entropy such as 
area laws for quantum systems”. We have also made 
progress on proving the ability to represent the ground 
state of such Hamiltonians as matrix product states, 
which provides part of one of the FY09 milestones.
In addition, we have been studying dynamics in these 
systems. In many cases, when a quantum system is 
perturbed, the perturbation leads to an increase in 
entanglement entropy with time. The increase in 
entanglement entropy with time makes it difficult 
to simulate these systems. We have developed a 
novel algorithm, called the “light-cone method”, 
that increase the range of times over which some of 
these systems can be studied, and applied it to study 
of dynamics relevant to cold atoms. On the system 
sizes studied, the light-cone algorithm is roughly 1000 
times faster than competing algorithms, with roughly 
1000000 less memory usage. This permits the study of 
dynamics in systems in cases [8], which are completely 
intractable by competing approaches. We have begun 
a collaboration with Ulrich Schollwock, a professor 
at Technical University of Aachen and an expert on 
numerical techniques, to combine some of these ideas 
with competing approaches to develop even more 
efficient algorithms for the dynamics.

Developed a novel algorithm to find matrix product 
representations for quantum systems in thermal states, 
called “Quantum Belief Propagation” . This algorithm 
has been tested against competing algorithms and 
exact results, and is highly accurate at high temperature 
and very fast. It has been applied to study of very 
large system sizes in disordered systems, a case not 
tractable by other methods. We have also begun to 
collaborate on this algorithm with David Poulin, who 
is currently a professor at University of Sherbrooke, 
and who independently developed very similar ideas, 
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creating separately a similar algorithm. We are working 
on extensions of the algorithm to higher dimensions, and 
have initial results for the two dimensional Heisenberg 
model. If successful on this model, we hope to apply it to 
models such as the Hubbard model.

Finally, we have studied different topologically distinct 
phases of free fermion systems [3], working towards 
one of the FY10 milestones “Determine possible phases 
of systems with a matrix product representation”. We 
are currently trying to extend this approach to more 
complicated interacting systems.

Additional work on related projects has included 
introducing the idea of quantum expanders [7] and 
resolving the famous additivity conjecture in quantum 
information theory [9].

Future Work

We will study entanglement in quantum ground states, 
with applications to topological quantum computing. 
The locality of interactions in physical quantum systems 
means in many cases that correlations and entanglement 
are short-ranged, restricting the type of entanglement 
compared to an arbitrary excited state. This enables us to 
accurately represent the ground state by a class of states 
called matrix product states, in which the entanglement 
is carried by a small number of auxiliary bond variables. 
Topological quantum computation is a concept for building 
a quantum computer using certain systems, which 
are topologically ordered, having degenerate ground 
states, which are protected against decoherence due 
to topological properties. Computation is performed by 
operations such as moving particles around each other. 
We have the following major objectives: (1) characterize 
ground states of local quantum Hamiltonians, using matrix 
product states and determine which of these states are 
useful for topological quantum computation (2) determine 
the robustness of these phases against perturbations 
such as disorder found in real-world systems. We will 
perform the following tasks: (1) determine bounds on 
ground state entanglement entropy, compare to area 
laws; (2) compute explicit matrix product operator 
representations for quantum Hall states and other 
related systems; (3) using locality properties of the 
Hamiltonian, determine robustness of the ground state 
against external perturbations and determine change 
in matrix product state representations; (4) determine 
ability to represent the ground state of an arbitrary local 
Hamiltonian using matrix product state; and (5) compute 
topological properties of entanglement entropy in matrix 
product states and use to study topological order in the 
ground state, characterizing the usefulness for topological 
quantum computation. Obtaining these goals will lead to 
new ways of building quantum computers and will advance 

our understanding of the fundamental nature of materials, 
especially strongly correlated materials and non-Fermi 
liquid materials.

Conclusion

Topological quantum computing is a proposed method 
for doing quantum computation that avoids problems 
with decoherence that currently are preventing other 
approaches from working. We will characterize which 
physical systems, such as quantum Hall systems, are useful 
for topological quantum computing. This work will be 
based on a representation of the ground state using a class 
of states called “matrix product states”. We will determine 
how accurately matrix product states represent physical 
ground states, in particular in systems with disorder. This 
work will also benefit our fundamental understanding of 
materials and simulation of quantum systems.
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Introduction

The “Standard Model” is a widely accepted theory that 
describes our understanding of matter and radiation. 
The existence of and precise magnitude of the electric 
dipole moment (EDM) is a test of some of the most ba-
sic underpinnings of the Standard Model. If and EDM is 
found, it signifies the existence of physics “beyond the 
Standard Model,” providing a new breakthrough in our 
understanding of the Universe.

A permanent electric dipole moment (EDM) of a physi-
cal system requires time-reversal (T) and parity (P) 
violation. Experimental programs are currently pushing 
the limits on EDMs in atoms, nuclei, and the neutron to 
regimes of fundamental theoretical interest. The Stan-
dard Model (SM) predicts values for the EDMs in these 
systems that are too small to be detected in the fore-
seeable future, and hence a measured nonzero EDM is 
an unambiguous signal for a new source of CP violation 
and for physics beyond the SM.  In this project we are 
calculating the magnitude of PT-violating EMDs in light 
and heavy nuclei and determining the expected sensi-
tivity of such a measurement to the underlying PT-vio-
lating iterations.  We are examining the complementar-
ity of measurements in nuclei to those for the neutron 
in terms of their sensitivity to different components of 
the PT-violating interaction.

Benefit to National Security Missions

This project will contribute to our basic understanding 
of forces and processes in the universe governed by the 
“Standard Model.” It directly addresses issues in the 
LANL “Beyond the Standard Model” Grand Challenge 
and impacts basic understanding of physics that under-
lies nuclear weapons, a key DOE mission.

Progress

A new experimental scheme for measuring Electric 
Dipole Moments (EDMs) of nuclei, stripped of their 
atom electrons, in a magnetic storage ring suggests that 
EDMs in light nuclei could be measured to an accuracy 

CP-violating Moments of Atoms and Nuclei
Anna Catherine Hayes-Sterbenz

20080424ER

of 1027 e cm. Unlike searches for CP-violating moments 
of the nucleus through measurements of atomic EDMs, 
a measurement for a stripped nucleus would not suffer 
from a suppression of the signal though atomic Schiff 
screening. For this reason, the latter could represent 
about an order of magnitude better sensitivity to the 
underlying PT-violating interaction than the present 
limit on the neutron EDM.

It’s small magnetic anomaly makes 3He is an ideal can-
didate for a high precision EDM measurement in a mag-
netic storage ring. We examined the nuclear structure 
issues determining the EDM of 3He and calculated the 
matrix elements of the relevant operators using the no-
core shell model. The calculations represent an exact 
solution of the 3-body problem using several nucleon-
nucleon interactions, complemented with three-body 
forces.

There are two possible sources of an EDM in 3He, one 
from an EDM of the individual nucleons and a second 
from a PT-violating nucleon-nucleon force. For the latter 
we use a one-meson-exchange model, including pi, rho, 
and omega meson-exchange.

We solved the three-body problem for the ground state 
of 3He by direct diagonalization of the effective Ham-
iltonian in a harmonic oscillator basis. To calculate the 
EDM requires high accuracy excited states of 3He in the 
continuum. For this we used a variation of the Podolsky 
method, which required including 40 harmonic oscil-
lator shells to achieve convergence. In this way, we 
obtained an accurate description of the continuum, as 
demonstrated by a comparison between the calculated 
and measured photo-absorption cross section for 3He.

We examined results using different nuclear forces, in-
cluding the CD BONN and Argonne V18 potentials.  For 
the nucleonic contribution to the 3He EDM we found 
very similar results for the isoscalar and isovector EDMS 
from these different nucleon-nucleon potentials.

In the case of the contribution to the EDM from the 
PT_violating nucleon-nucleon interaction, we found 
that pion-exchange dominated. The PT-violating pion-
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exchange potential also gave very similar results for the 
different nuclear potentials examined.

The rho- and omega-exchange contributions to the EDM 
we found to be at most 10% of the pion-exchange. This 
suppression was due to the very short-range nature of 
rho- and omega-exchange. This short-range behavior also 
resulted in more model dependence in the calculated 
contributions of these terms to the EDM, and these terms 
could only be calculated within 50%.

Finally, we compared the EDM of 3He with that expected 
for the neutron and deuteron. For the latter we used the 
one-pion loop expression in the chiral limit.  We concluded 
that a measurement of 3He would provide complemen-
tary information to the neutron and deuteron and would 
be especially sensitive to the isotensor pion PT-violating 
coupling.  Thus, assuming that similar sensitivities could 
be reached in these three measurements, stringent limits 
on the three pion-nucleon PT-violating coupling constants 
(isoscalar, isovector and isotensor) could be set from a 
measurement in all three systems.

Future Work

In this project we will quantify the magnitude of CP-violat-
ing moments of those atoms and nuclei of experimental 
relevance and relate these to the elecri dipole moment 
(EDM) of the neutron.  A new experimental scheme for 
measuring EDMs of nuclei (stripped of their atomic elec-
trons) in a magnetic storage ring suggests that the EDM of 
the deuteron and of 3He could be measured to an accu-
racy of better that 10^-27 e cm, which is an order of mag-
nitude better that the present limit on the neutron EDM. 
The LANL   neutron EDM experiment, aimed at measuring 
d_n to an accuracy of $10^-28 e cm, requires that the 
measurement be made with respect to the atomic EDM of 
3He. The 3He acts as a polarizer and  co-magnetometer in 
the experiment and thus  a rigorous theoretical verification 
that the EDM of 3He is not a significant (unknown) system-
atic background to the measurement is crucial.  To address 
these issues we will calculate the first fully quantum-me-
chanical atomic and nuclear CP-violating moments of 3He, 
225Ra, and 199Hg. These calculations will allow new mea-
surements in atoms, nuclei, and the neutron to provide 
stringent limits and tests  of non-Standard Model theories 
of the origin of CP-violation.

In the coming year we will determine the nuclear CP-
violating moments of 3He. This will allow us to quantify 
the contribution of 3He as a background to LANL’s  EDM 
measurement. In the second year we will determine the 
expected signal for a magnetic storage ring measurement 
of the EDM of 3He, and compare it with that expected for 
the proton and the deuteron. In the third year we will carry 
out detailed shell model and Nilsson model calculations for 

CP-violation in heavy atoms. We will quantify the relative 
merits of measuring atomic EDMs in deformed nuclei as 
opposed to spherical nuclei.

Conclusion

This project will determine the magnitude of the cp-vio-
lating moments of both atoms and nuclei and the relative 
merits of present and proposed experimental programs to 
search for these moments. These results  will provide cru-
cial input and support for the national experimental pro-
gram to search for electric dipole moments in fundamental 
systems.
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continuing projectIntroduction

This project addresses fundamental scientific aspects 
of generating, manipulating, controlling and using vis-
ible electromagnetic fields (light) on the nanoscale.  
Our approach will be to design metallic nanostructures 
optimized for localization of these fields. Localization of 
light on the nanometer scale is of critical technological 
importance for connecting the field of photonics, which 
underpins communication technologies with nanoelec-
tronics that enables future information technologies. 
Our specific challenge is to learn how to manipulate 
these fields, not only spatially, but also, and most im-
portantly, temporally. The temporal aspect in local field 
design is extremely important for ultrafast processes in 
nature and technology, such as controlling molecular 
dynamics, steering chemical reactions, selective sens-
ing, signal processing and communication. Thus, fem-
tosecond optical pulses are used in our experiments to 
excite and measure the ultrafast dynamics of the local-
ized fields. It is important to realize that femtosecond 
time scales are characteristic to many processes in na-
ture, such as fundamental vibrations in molecules and 
crystals, isomerization reactions responsible for vision 
and energy transfer between mesosystems. Generating 
an understanding of and experimentally controlling the 
temporal profile of the localized electromagnetic fields 
is the cutting-edge challenge in modern science ad-
dressed in this project.

Benefit to National Security Missions

This project will support the DOE missions of the Office 
of Science and contribute to Threat Reduction and En-
ergy Security missions by enhancing our understanding 
of the fundamental behavior of electromagnetic fields 
(light) localized to the nanoscale as well as their interac-
tions with quantum systems for sensing and communi-
cations applications.

Ultrafast Nanoplasmonics for Photonics and Quantum Control at the 
Nanoscale
Anatoly V Efimov

20080473ER

Progress

Theoretical: In contrast to all previous models describ-
ing behavior of local plasmonic fields, e.g. on a nanoan-
tenna, we developed a fully quantum model in the lin-
ear nonlocal response approximation to calculate both 
spatial and temporal distribution of the broadband plas-
monic field excited by the external spatially uniform, 
but temporally shaped electromagnetic radiation. The 
direct problem of finding localized field given the ex-
ternal field, and the inverse problem of computing the 
external field starting with the desired local control field 
are solved. In our work we proved that even in a quan-
tum regime a realistic metallic nanostructure acts as a 
linear filter to the incoming external field, thus proving 
the general possibility of (temporal) control of the local 
electromagnetic field by sculpting the external field. For 
a given spatial location on or near a nanostructure the 
complex profile of an external field can be simply and 
uniquely computed from the desired local field com-
plex amplitude profile in temporal or spectral domains 
(inverse problem). Importantly, this finding negates the 
necessity of finding the local field profile with computa-
tionally expensive iterative search algorithms (e.g. Ge-
netic Algorithm.) This is a pioneering development since 
quantum control with surface plasmons has not been 
addressed so far. Publication is being prepared.

Experimental

First-generation samples of metallic waveguides were 
prepared. These include wedge waveguides and chan-
nel waveguides manufactured by FIB on a metal-coated 
GaAs substrate. Metal wall quality presents a problem 
of large scattering leading to high loss. Alternative sam-
ple preparation techniques are being worked on and in-
clude nanoimprint lithography and direct laser writing. 
In parallel, metal strip waveguide samples embedded in 
polymer were prepared by our collaborators in U. Den-
mark. These samples show lower loss, due to decreased 
scattering and relaxed confinement due to scale.
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Broadband spectral interferometry system based on super-
continuum generation in a bismuth-oxide step index fiber 
was developed for the phase-sensitive detection of plas-
mon-polariton modes outcoupled from plasmonic wave-
guides. The system was tested on dielectric waveguides 
and found capable to measure optical dispersion (0.05 rad 
phase noise)  in 500 nanometer spectral window around 
1500 nm, an important telecom wavelength range. Sen-
sitivity of the FTIR spectrometer is an issue for plasmonic 
waveguides. Spectrometer upgrades are pursued.

Initial experiments on local plasmon field control were 
performed on subwavelength aperture array samples con-
taining nanoholes of different shapes and sizes. Temporal 
shaping of the incident femtosecond laser pulse was pre-
formed using home-build liquid-crystal spatial light modu-
lator pulse shaper. Both linear transmission and surface 
second harmonic were adaptively optimized with a learn-
ing algorithm. It was found that at ~100 fs pulse duration 
the residual phase effects were dominant over plasmon lo-
calization and control could not be reliably detected. After 
theoretical analysis of the results it was determined that 
excitation pulses with durations comparable to relaxation 
times of plasmonic excitation (~10 fs) on the metal nano-
structure are required for robust plasmonic field localiza-
tion control. Thus, the 10 fs laser system is currently being 
fitted and optimized for further experiments.

Future Work

Having established the general applicability of plasmonic 
nanostructures for control of the local field distribution in 
time, our future work will focus on experimental demon-
stration of control and investigation of potential applica-
tions toward control of quantum systems’ dynamics using 
resonantly enhanced and spatially confined electromag-
netic fields. To this end further and more systematic work 
on sample preparation will be performed.

Plasmonic waveguides of various geometric configurations 
will be prepared and investigated. These will be studied for 
broadband optical light coupling, propagation loss, degree 
of subwavelength confinement and most importantly there 
linear (dispersion) properties will be investigated from the 
point of view of femtosecond science. For example, discov-
ery of anomalous dispersion in certain waveguide configu-
rations will open up the possibility of soliton formation and 
propagation. Additionally, propagation loss compensation 
with distributed amplification will be addressed using re-
cent developments in high optical gain materials. 

Further, nonlinear propagation regimes in plasmonic 
waveguides will be investigated using spectroscopy of the 
outcoupled light. High degree of field confinement in the 
plasmonic nanocircuits may allow efficient nonlinear in-
teraction to be realized in the future signal processing ele-

ments, something that was never successfully demonstrat-
ed in the integrated optical designs. Nonlinear coupling in 
plasmonic nanostructures may finally allow a practical real-
ization of an optical transistor, which is not based on a bulk 
and narrowband interferometric schemes of the past.

Finally, we plan to begin a series of quantum control exper-
iments using metallic nanostructures and analyte mixtures 
in liquid and solid forms, as well as on the surface. Initial 
experiments shall include an attempt to control molecular 
vibration dynamics of analyte systems in contact with the 
nanostructure using temporally shaped external femtosec-
ond pulses with the wavelength in the vicinity of the plas-
mon resonance via the impulsive stimulated Raman scat-
tering mechanism. We will compare the control efficiency 
as a function of pump wavelength proximity to the reso-
nance wavelength. The control efficiency is expected to be 
enhanced many orders of magnitude, similar to surface-
enhanced Raman scattering (SERS) efficiency enhancement 
observed previously.

Conclusion

This project will attempt to advance the field of plasmon-
ics by developing the science and technology for excita-
tion, shaping and detection of broadband plasmonic 
fields bound to metallic nanostructures for the purpose 
of controlling the behavior of individual quantum systems 
and their interactions. Nanoplasmonics is an active area of 
study because of its importance for sensor applications in 
defense, security and medicine. This work will advance the 
current state of the art by focusing on the temporal aspect 
of the plasmonic fields and may lead to novel technologies 
and devices beyond sensors and towards control of nano-
scale quantum systems.
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The current theoretical understanding of matter is 
encoded in the so-called Standard Model (SM), which 
describes a large body of experimental data from 
atomic energy scales up to the current energy frontier 
of a few hundreds of GeV. Despite its successes, the SM 
is known to be incomplete.

The overarching goal of this project is to investigate 
the sensitivity of astrophysical systems to novel effects 
beyond the Standard Model. We specifically focus 
on core-collapse supernovae – the final stage in the 
evolution of massive stars -- and their progenitor stars. 
In these systems, we identify cooling and transport 
processes that would receive additional contributions 
in various proposed scenarios of new physics and 
compute the effects of the new physics on the 
evolution of each system considered.

Benefit to National Security Missions
This project will support the DOE Office of Science 
missions in High Energy Physics and Nuclear Physics. 
In High Energy Physics, it will contribute to our under-
standing of the fundamental interactions. In Nuclear 
Physics, it will advance our understanding of hot, dense 
nuclear matter in astrophysics, fundamental symme-
tries, and neutrinos.

Progress

In the course the first year of the project, we have pur-
sued three physical scenarios in which new physics can 
affect stellar objects.

One such new physics scenario involves a class of mod-
els in which photons can escape into extra dimensions. 
Models of this kind have been actively discussed in the 
literature over the last ten years and motivated the 
latest round of orthopositronium decay experiments. 
Orthopositronium is a bound state of an electron and 
its antiparticle and normally decays to three photons. 
The prediction of the extra-dimensional models we 

Probing physics beyond the Standard Model with supernovae
Alexander Friedland

20080636ER

considered is that some of the decay could involve new 
particles living in the fifth dimension. We realized that 
in this framework there would be an additional strong 
energy loss channel for many astrophysical systems. We 
considered the effect on cooling of core-collapse su-
pernovae (as well as on red giant and horizontal branch 
stars). We found that the resulting astrophysical bounds 
on these scenarios are much more stringent (by orders 
of magnitude) than what can be feasibly achieved in the 
laboratory. The paper with the bounds has already been 
accepted and published in Physical Review Letters [1].

Another kind of analysis involved astrophysical bounds 
on the neutrino magnetic moment. Although neutrinos 
have no electric charge, in many extensions of the Stan-
dard Model they can couple to photons via the magnet-
ic moment interaction. We explored, for the first time, 
the effect the magnetic moment would have on the 
evolution of massive stars. Contrary to the prevailing 
wisdom in the field, we found this effect is very signifi-
cant, in some cases spectacular. In particular, we found 
that not only does the threshold masses for forming 
core-collapse supernovae change, but also a new kind 
of supernova (a white dwarf explosion inside a massive 
star) appears. The paper with these results has been 
submitted to the Astrophysical Journal [2].

Our main effort over the past year has been invested in 
the development of a computer model of a cooling pro-
toneutron star (the object formed after the collapse of 
the iron core of the massive star) that incorporates new 
neutrino interactions. It can be thought of as “a particle 
physicists supernova model”, as it does not model the 
visible explosion (the hydrodynamics effects are left 
out), but aims to retain the physics relevant to the total 
energy balance, cooling time scales, and neutrino flux-
es. The ultimate goal is to identify robust signatures of 
new physics -- such as novel interaction that can change 
neutrino flavor (neutrinos are known to come in three 
flavor states: electron, muon, and tau).

Our preliminary estimates indicate that a supernova 
could be orders of magnitude more sensitive to these 
flavor-changing effects than terrestrial experiments. In 
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addition to placing limits on new physics, our model should 
give useful predictions for the neutrino signal from a su-
pernova within the Standard Model scenario.

To implement this program, we are building a numerical 
code describing the cooling of the protoneutron star dur-
ing approximately 50 seconds following the core collapse. 
At the first stage, we are working to include all relevant 
effects of known physics. The code is being extensively 
tested in this mode, before new physics is added. The re-
sults obtained at this stage are expected to be useful by 
themselves: they will yield a reference prediction of the 
time evolution of the neutrino spectra of all flavors. The 
accuracy of this prediction should rival those published in 
the literature. They may also lead to improved understand-
ing of neutrino decoupling and spectra formation.

We currently have the following: 

A code describing the diffusion of neutrinos in the pro-• 
toneutron star as a function of time, within the frame-
work of known physics. The different neutrino flavors 
are not yet separated in this code. The transition 
between the diffusion regime and the free-streaming 
regime is done with a flux-limiter prescription – there 
is no intermediate regime where mu and tau neutrinos 
are transported out of thermal equilibrium with the 
matter. The radial grid is adjusted manually.

A separate code computing the neutrino diffusion co-• 
efficients, which are then fed into the first code. This 
second code includes the Standard Model scattering 
and absorption processes for the conditions of the su-
pernova. It incorporates neutrino-nucleon scattering, 
including weak magnetism effects, and neutrino-elec-
tron scattering. The code is designed to yield separate 
predictions for the electron neutrino, electron anti-
neutrino, and mu and tau neutrinos and antineutrinos. 
The effects of strong interactions between nucleons 
are included in the mean-field framework. Work is in 
progress on incorporating the chemical composition of 
the medium.

A third code modeling the transport of neutrinos close • 
to the neutrino sphere by the Monte Carlo method. 
This code computes the transmission coefficient as a 
function of the neutrino energy. For the moment, it 
has simplified scattering cross sections. The realistic 
cross sections computed by code 2 are yet to be in-
cluded.

Figure 1. Snapshots of the simulation at t=10 seconds after the 
onset of the explosion. Shown are the profiles of density, tem-
perature, lepton fraction and neutrino chemical potential, as well 
as the mean free paths for the neutrinos of all flavors.

Figure 2. We model the transport of neutrinos close to the 
neutrino sphere by the Monte Carlo method. The left panel 
shows the snapshot of a representative neutrino trajectory. The 
right panel shows the transmission coefficient computed by the 
Monte Carlo code as a function of the neutrino energy.

Figure 3. Spectra of emitted neutrinos computed by the Monte 
Carlo Code, compared to the thermal input spectra. The recoil 
exchange of energy is varied. Preliminary results.
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Finalize the neutrino opacity code, by including in • 
it processes like neutrino bremsstrahlung and pair 
annihilation, or prove that these processes are not 
important anywhere inside the PNS.

Split the diffusion code in different flavor bins (treating • 
the electron and non-electron flavors separately).

Investigate the possibility of automatic radial grid • 
adjustment from within the code.

Model the region where muon and tau neutrinos fall • 
out of thermal equilibrium with matter and undergo 
multiple neutral current collisions with nucleons 
with small (but non-negligible!) recoil. Incorporate 
neutrino-electron scattering in this regime – the 
analysis we did earlier this year indicates that these 
interactions also play an important role in exchanging 
energy. A possible scenario is to extract a numerically 
efficient prescription from the Monte Carlo code and 
implement it as an addition to the diffusion code.

Connect this model to the diffusion code on one side • 
and the free-streaming limit on the other. The results 
obtained at this point will be published on their own.

Moreover, in the process of developing the Monte Carlo 
code we are finding potentially interesting new effects in 
neutrino decoupling and spectra formation, which have 
apparently been overlooked in the literature. The effects 
have to do with how energy is deposited in the layer close 
to the neutrinosphere (the region in the collapsed star 
where neutrinos become freesteaming). Previous Monte 
Carlo studies considered the decoupling in a putative, 
unchanging profile. We observe, however, that the strong 
energy dependence of the neutrino cross sections, com-
bined with the energy exchange via nuclear recoil, may 
imply the muon and tau neutrinos effectively heat the me-
dium as they decouple. The heating changes the medium, 
which in turn affects how neutrinos scatter and decouple. 
The investigation of these effects – an unexpected bonus 
as compared to our original plans – is currently in progress.

Conclusion

In the first year of the project, we have investigated 
three different ways of testing physics beyond the 
standard model with supernovae and their progenitor 
stars. In the first case, we have found that supernovae 
and stars are significantly more sensitive to a class of 
models with extra dimensions than existing or planned 

laboratory experiments. In the second case, we found 
that the hypothetical neutrino magnetic moment can 
have dramatic effects on the evolution of supernovae 
progenitors, including an appearance of a totally new class 
of supernova explosions.

Finally, we have been developing “a particle physicist’s 
supernova model” that will provide a unique way to test 
new neutrino interactions. Considerable progress has been 
made, as outlined above. The ultimate goal will be to iden-
tify robust signatures of new physics in supernova explo-
sions that are larger than the inherent uncertainties of the 
simulations. In addition to placing limits on new physics, 
our model will give useful predictions for the neutrino sig-
nal from a supernova within the Standard Model scenario. 
Such predictions will be crucial for the next round of large 
water Cherenkov neutrino detectors that are in the plan-
ning stage in Japan, Europe, and particularly in the US in 
connection with the National Underground Science Labo-
ratory.
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Introduction

Magnetic reconnection is a basic plasma process in 
which magnetic field energy is rapidly converted into 
kinetic energy, including both high-speed flows and 
heating of the plasma. Scientists believe this process 
plays a fundamental role in planetary magnetospheres, 
solar flares and laboratory fusion machines.  However, 
many questions regarding the basic physics of magnetic 
reconnection remain poorly understood.  Research-
ers have put forward a variety of simplified models to 
explain some of the main features, but these models 
rely upon a variety of uncontrolled approximations and 
many questions remain highly controversial.  In particu-
lar, one of the most longstanding issues is the role of 
plasma instabilities in controlling the three-dimensional 
(3D) structure and time evolution of the reconnection 
process.  This project will address this question using 
the particle-in-cell (PIC) simulation technique that de-
scribes the reconnection physics at the most basic level 
without making any approximations.  In the past, this 
kinetic simulation approach has been limited by the ex-
treme computational requirements necessary to resolve 
all space and time scales.  This project will overcome 
these limitations by combining three unique innova-
tions: (1) the plasma simulation code VPIC which has 
been carefully optimized to exploit the new Roadrunner 
petaflop supercomputer, (2) an open boundary model 
that will permit the simulations to more realistically 
describe large-scale systems in nature and (3) a careful 
validation of the simulation results against the Magnetic 
Reconnection eXperiment (MRX).  The specific research 
tasks include implementing both the open boundary 
model and the experimental boundary conditions for 
MRX into the VPIC code.  When the Roadrunner ma-
chine becomes operational in early 2009, a series of 
large-scale simulations will be performed using both the 
open-boundary model and the experimental conditions 
for MRX.   These 3D simulations will be nearly 100 times 
larger than any previous study of this type.  The scale of 
these simulations will be sufficient to allow plasma in-
stabilities to develop within the reconnection layer and 
thus provide a definitive 3D description of the dynamics.

Three-Dimensional Dynamics of Magnetic Reconnection in Space and 
Laboratory Plasmas
William Scott Daughton

20080735ER

Benefit to National Security Missions

This project will support the DOE mission in Nuclear 
Weapons by enhancing our understanding of high tem-
perature plasmas and exploiting the new hybrid com-
puting technology on Roadrunner. It supports the en-
ergy mission by advancing our understanding of fusion 
machines, and nuclear nonproliferation by better tools 
to understand risks to satellites.

Progress

Recent two-dimensional (2d) kinetic simulations [1] us-
ing boundary conditions appropriate for MRX have un-
covered a large discrepancy between the experimental 
measurements of the reconnection layer and the simu-
lations.  In particular, the thin current sheet measured 
within the experiment is a factor of ~(3-5) times larger 
than predicted by the 2D collisionless simulations. The 
two leading possibilities to explain this discrepancy are 
weak binary collisions and 3D effects such as current 
aligned plasma instabilities.   This project is presently ex-
amining both of these possibilities.   To begin with, the 
experimental boundary conditions necessary to describe 
the driven reconnection process in MRX have been 
implemented within the VPIC code and carefully bench-
marked against the previous 2D results, as illustrated 
in Figure 1.  This comparison has confirmed the basic 
discrepancy [1] regarding the thickness of the electron 
layer.   In order to examine the influence of binary colli-
sions, a well-known collision model [2] has been imple-
mented within the VPIC code and benchmarked against 
a variety of simple analytic test problems.   For example, 
the electrical resistivity arising from election-ion colli-
sions is thought to play an important role in the dynam-
ics of reconnection.   As illustrated in Figure 2, we have 
demonstrated that the collision model within VPIC re-
covers the classic theoretical prediction [3] for the elec-
trical resistivity of fully ionized plasmas.  These types of 
detailed benchmarks provide evidence that Coulomb 
collisions are correctly modeled within the fully kinetic 
VPIC simulations, and have allowed us to confidently 
proceed to our primary goal of understanding the re-
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connection process in MRX.   In this regard, we have started 
performing 2D semi-collisional simulations of MRX using a 
range of collision frequencies appropriate for this experi-
ment.    The introduction of Coulomb collisions modifies 
the structure of the reconnection layer in a number of im-
portant ways.   However, the thickness of the current sheet 
within the reconnection layer is only increased by ~50% at 
most, which is still much thinner than the experimentally 
measured layer thickness in MRX.   At the present time, we 
do not believe that Coulomb collisions can fully explain the 
experimentally measured layer thickness [1] and thus it is 
important to consider 3D processes as we more forward.  
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Figure 1. In order to test the MRX boundary conditions, extensive 
cross-verification simulations have been performed between 
NPIC in Reference [1] and the VPIC code used in this project.  This 
example compares the plasma density at the same simulation 
time along with the magnetic flux surfaces.   Despite large dif-
ferences in numerical methods, the agreement between the two 
codes is excellent for all cases considered.
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Figure 2. Example resistivity benchmark showing current as a 
function of time between two parallel plates with an applied 
electric field.   The parameters are for hydrogen at temperature 
T = 20 eV.  The saturation current J_o is in excellent agreement 
with Spitzer theory [3].

In preparation for the Roadrunner Science campaign in 
2009, we have started a limited number of 3D simulations 
on the Yellowrail and Redtail clusters (same base system 
as Roadrunner).    These initial 3D simulations are in the 
collisionless limit, with the goal of testing the boundary 
conditions and identifying plasma instabilities that might 
influence the structure and dynamical evolution of the 
reconnection layer.   In order to allow these simulations 
to fit on the available clusters, it is presently necessary to 
reduce the separation between the ion and electron scales 
by employing an artificial electron to ion mass ratio mi/
me=100.  The example simulation illustrated in Figure 3 was 
performed on the Redtail cluster using 1024x96x2048 cells 
with ~40 billion computational particles.   The electron 
current sheet that forms between the flux cores in Figure 
3 is unstable to a current driven instability that produces 
strong fluctuations in the electric field as shown in the bot-
tom panel.  
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Figure 3. Initial example of a 3D VPIC simulation with boundary 
conditions relevant to model MRX.  A schematic of the experi-
ment is shown in the top panel, while the next two panels show 
the electron fluid velocity normalized to the electron thermal 
speed.  The thin electron-scale current sheet is unstable to current 
driven instability that strongly influences the electron flow (2nd to 
bottom) due to the electric field fluctuations (bottom panel). 

These electric field fluctuations strongly perturb the 
electron flow within the layer, but at the present time it 
remains unclear what influence this instability has on the 
overall reconnection dynamics.   We are presently working 
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out a theoretical description of the instability in order to 
better understand how it scales with the plasma param-
eters.   The large increase in computing power from Road-
runner, will allow us to study the dynamical evolution over 
a more realistic range of parameters.    This particular sci-
ence problem is now fully ready to exploit the Roadrunner 
machine when it becomes available in 2009.

Future Work

The second main science goal of this project is to imple-
ment open boundary conditions into the VPIC code in 
order to better understand the dynamics of magnetic 
reconnection in large open systems that occur in Nature.   
This approach [4] allows both plasma and magnetic flux to 
enter and exit the system in a manner that effectively mim-
ics a much larger system.   We are presently implementing 
these boundary conditions within VPIC and will begin test-
ing this model by early 2009.   The results obtained with 
VPIC will be first carefully benchmarked against recently 
published 2D results [4] and then we will proceed to larger-
scale 3D simulations using Redtail. These large calculations 
will be used to ensure that the diagnostics, I/O and MPI 
subsystems are all working properly in preparation for the 
Roadrunner science campaign in 2009.

Conclusion

This project will contribute to the predictive understanding 
of magnetic reconnection in high temperature plasmas by 
including 1) realistic boundary conditions, 2) influence of 
weak binary Coulomb collisions, and 3) complex 3D effects 
such as plasmas instabilities.   The ability to predict this 
complex behavior of magnetic reconnection has practi-
cal applications for a wide range of applications such as 
laboratory fusion machines and the plasma environment 
around the Earth where communication satellites play a 
crucial role in modern society.
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Introduction

Dark matter and dark energy are the dominant compo-
nents of the Universe, though poorly understood and 
largely unobserved. Their ultimate nature, however, 
remains mysterious, especially so of the dark energy. 
Ambitious ground and space-based missions investigat-
ing different aspects of the “Dark Universe’’ constitute 
a national and international investment measured in 
billions of dollars. The discovery potential of almost all 
of these missions relies crucially on theoretical model-
ing of the large scale structure of the Universe. The 
Roadrunner Universe project will carry out the largest 
high-resolution simulations of the distribution of matter 
in the Universe, resolving for the first time galaxy scale 
mass concentrations over observational volumes rep-
resentative of state-of-the-art sky surveys. A key aspect 
of the project will be a major simulation suite covering 
over thirty different cosmologies, an essential resource 
for interpreting next-generation observations. This ef-
fort represents an approximately two to three orders 
of magnitude improvement over the largest current 
equivalent. The resulting database will become an es-
sential component of Dark Universe science for years to 
come. The Roadrunner Universe project will implement 
a hierarchical grid/particle algorithm that optimally 
matches physical aspects of the simulation to the cor-
responding hybrid architecture of Roadrunner, making 
aggressive use of the Cell BE engine. In order to handle 
the enormous simulation database, a dedicated analy-
sis and visualization software framework will be devel-
oped. Running also on Roadrunner, this framework will 
extract science products from the simulations, in both 
static and “on the fly’’ modes, as well as filter the raw 
output into a manageable datastream.

Benefit to National Security Missions

This project will significantly impact DOE missions in-
cluding the Sloan Digital Sky Survey-III, especially the 
Baryon Oscillation Spectroscopic Survey. The two lon-
ger-term major missions this work will support are the 
Joint Dark Energy Mission (JDEM) and the Large Syn-
optic Survey Telescope (LSST). Our statistical methods 
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apply to weapons reliability and data mining for Threat 
Reduction, relevant missions in DOE, DHS, and other 
government agencies.

Progress

The basic tasks in the Roadrunner Universe Project 
break down into two components: the simulation 
code itself and the associated analysis framework. The 
framework is particularly important since the outputs 
from the simulation runs will be so large that a major 
part of the analysis must be performed in real time.

The work on the simulation code itself proceeds in 
three steps: 1) complete a version of the medium-
resolution part of the code that will run on the Opteron 
layer using the particle overloading idea invented for 
this project, 2) extend this version so that the particles 
live on the Cell BE layer, while the density grid stays on 
the Opteron layer, 3) add the short-range force solver to 
the Cell BE medium resolution layer. Currently, we have 
almost completed step (1) in this process by a complete 
rewrite of the original particle-mesh code MC^2 (Mesh-
based Cosmology Code) in a way that will allow a better 
match to the Roadrunner architecture. In addition, the 
original MC^2 code will provide a very important valida-
tion check during the porting to Roadrunner. Because 
communication is such a performance hit on Roadrun-
ner we have worked on techniques to reduce it as much 
as practicable. For example, by implementing optimally 
filtered gradients in Fourier space we can eliminate the 
boundary communication that would be required to 
do the gradients via finite-differencing. Various pieces 
of step (2) have also been implemented. The particle 
deposition and interpolation steps are now running on 
the Cell BE with good performance. Additionally, the 
communication between the Opteron and Cell layers is 
also being optimized. Finally, for the short-range solver, 
we investigated various options, and decided to use a 
direct particle-particle force solve since this method has 
the simplest data structure and provides the most per-
formance on the Cell architecture. Other techniques, 
such as a tree-based algorithm, are very difficult to 
implement efficiently on the Cell.
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The analysis and visualization framework is also a complex 
piece of algorithm and software development. We have 
chosen to break up the analysis framework into two piec-
es: parts that are easy to do on the Opteron layer and parts 
that must involve the Cell layer. Here, we have decided 
to do as much of the analysis as possible on the Opteron 
layer, since analysis costs less than the simulation and we 
would like the analysis toolkit to be as general as possible. 
However, there are problems such as the determination 
of correlation functions, that must involve both layers. We 
are taking a hybrid approach to these problems. For exam-
ple, the correlation function will be computed in two ways, 
on longer scales, via a grid-based spectral method on the 
Opteron layer, and then a matched direct particle-particle 
computation on the Cell layer will provide the small-scale 
information. Currently work is ongoing on a fast parallel 
FOF (friends-of-friends) halo finder -- the serial version has 
been validated and has excellent performance. The parallel 
version of the FOF finder exploits the particle overloading 
data structure intrinsic to the design of the code. In addi-
tion, methods for merger-tree analysis of dark matter halos 
are also being developed.

Future Work

The decade-old discovery of cosmic acceleration and 
confirmed evidence for the existence of “dark energy’” 
represents one of the greatest mysteries in all of physical 
science. This discovery adds to the overwhelming observa-
tional evidence for “dark matter’’, dominating any form of 
matter seen in a laboratory. The combined “dark sector’’, 
of which little is known aside from its existence, comprises 
more than 95% of the Universe. Cosmological parameters 
are now known at the level of 5-10%, and next-generation 
experiments aim to reduce this to 1%!

The DOE/NASA/NSF Dark Energy Task Force (DETF) studied 
the requirements and prospects for both near and longer-
term dark energy probes. This project will carry out very 
large volume simulations of the Universe in order to faith-
fully represent and investigate structure formation over 
observationally relevant scales being targeted by next-gen-
eration surveys, as outlined by the DETF. Doing this, while 
truly capturing galaxy-scale dark matter concentrations, 
has never before been accomplished. Our simulations will 
be the first to achieve this target.

The volume, accuracy, and mass and force resolution of 
the simulations have been designed to optimally impact all 
three structure formation-related Dark Universe probes. 
They will provide excellent coverage for baryon oscillations 
and cluster surveys, with sub-percent accuracy over all 
scales relevant to baryon acoustic oscillation (BAO) sur-
veys. The high dynamic range ensures that weak lensing 
surveys can use our results down to scales where gas phys-
ics becomes important and must be modeled separately.

A fundamental goal of precision cosmology is the accurate 
determination of cosmological parameters. This requires 
a template of predictions against which observations may 
be compared, a daunting task given the large number of 
cosmological parameters. A recent breakthrough by us 
allows a finite number of large-scale simulations to achieve 
this task; the project will thus create the world’s first high-
resolution “cosmic emulator’’.

Conclusion

The results from this project will further our understanding 
of two of the most outstanding problems in all of physi-
cal science: dark energy and dark matter. The simulations 
performed in this project will not only be the largest ever 
run, but will be targeted at improving the design of future 
cosmological surveys and interpreting the results obtained 
from theses surveys. The project includes the development 
and application of advanced statistical methods and new 
ways of analyzing very large datasets. These techniques, 
along with new methods for programming next-generation 
computers, have applications going far beyond the specific 
domain of the project.
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Introduction

In this project we will complete the first 2-dimensional 
simulation of a core-collapse supernova light-curve us-
ing the Roadrunner machine.  Supernovae are impor-
tant to a wide range of astrophysical and physics fields; 
they are the sites of compact object (neutron star, black 
hole) formation and are the primary source of enrich-
ment of heavy elements in the universe.  They are likely 
sources of cosmic rays and could induce further star for-
mation.  There intense emission make supernovae ideal 
probes of the early universe and cosmology.  The NASA/
DOE Joint Dark Energy Mission is likely to use super-
novae to probe the nature of dark energy.  In addition, 
supernovae are produced under intense conditions 
(reaching densities well above nuclear densities and 
temperatures ranging from 100 MeV to a few Kelvin).  
Supernovae provide an ideal testbed for nuclear and 
particle physics as well as general and special relativity.

The importance of supernovae in such a wide range of 
astrophysical and physical fields makes understanding 
supernova light-curves an extremely active field.  The 
data set with the most potential for diagnosing these 
cosmic explosions remains the optical light (as opposed 
to neutrinos, gravitational waves or high energy gamma 
rays).  Unfortunately, our best diagnostic also requires 
the most complicated physics software to accurately 
model how the explosion mechanism is reflected in 
this light.  But by taking advantage of LANL’s computing 
power and expertise in computational science (namely 
radiation hydrodynamics) and atomic processes, we 
have already taken the lead in theoretical aspects of 
this field.  Simulations of one-dimensional light-curves 
using a preliminary version of the RAGE plus IMC code 
package Cassio are already underway.

Benefit to National Security Missions

This project supports the DOE mission in Nuclear 
Weapons by enhancing our understanding of numerical 
simulation for complex multiphysics systems.  Numeri-

Implicit Monte Carlo Calculations of Supernova Light-Curves
Aimee L Hungerford
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cal radiation hydrodynamics is a key competency for 
the stockpile stewardship mission of LANL.  This project 
represents cutting-edge research into current issues 
for radiation-hydrodynamics of complex astrophysical 
systems.

Progress

Since the start of this project, members of our team 
have altered the communication libraries for the cell 
version of our implicit Monte Carlo (IMC) code to work 
with the available libraries on the developmental Road-
runner machine.  An improvement in code performance 
was observed in moving to the developmental machine 
as compared to the cell simulator environment.  Figure 
1 shows the performance improvement from the cell 
accelerators using both the cell simulator environment 
and the actual Roadrunner developmental machine.   
A code performance enhancement from factor of 7 
speed-up to factor of 8 speed-up is evident for the test 
problem.

Figure 1. Roadrunner assessment IMC code performance as 
implemented on the cell simulator environment (red line) and 
the developmental Roadrunner cluster (blue line).  Plotted is 
the enhancement due to cell acceleration as a function of cycle.
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This project will ultimately put together transport in multi-
angle, multi-energy group and multi-space dimensions.  
Our process for getting ready for the ultimate simulation 
has been to explore combinations of these three to test 
if there are obstacles with combining them for the super-
nova regime.   Along these lines, we have run the following 
simulations with our preliminary version of Cassio:

1 spatial dimension, gray, flux-limited diffusion• 

1 spatial dimension, multigroup, flux-limited diffusion• 

2 spatial dimensions, gray, flux-limited diffusion• 

1 spatial dimension, multigroup, implicit Monte Carlo • 
transport

The flux-limited diffusion simulations have been completed 
with capability that exists in the RAGE code alone and is 
work that has been done alongside the Cosmic Explosions 
LDRD-DR effort.  Early on, issues arose with the multi-
group flux-limited diffusion calculations and our team put 
forth the effort to understand whether these arose due 
to the wide temperature ranges specific to the supernova 
regime.  We discovered that a portion of the challenges 
with multigroup were ameliorated by a more appropriate 
choice of tabular opacity parameters.  Figure 2 shows the 
radiation energy density versus radius for various groups 
in the early phases of our multigroup flux-limited diffusion 
calculation.  However, at later times there remain chal-
lenges with multigroup flux-limited diffusion that seem to 
originate from issues with the diffusion algorithm itself.  
These should not affect our Roadrunner work as we will be 
running primarily with the IMC radiation treatment rather 
than diffusion.  

Figure 2. Radiation energy density for 3 energy groups from a 
one dimensional multi-group flux-limited diffusion calculation 
with the RAGE code.  The spectral peak occurs between 1 and 10 
keV for this phase of the calculation in which material tempera-
tures are roughly 1 keV.  This is consistent with thermal radiation 
which is expected at this early phase of the calculation.

The IMC simulation in 1 spatial dimension has also un-
covered some unforeseen challenges.  The IMC method 
is notoriously slow to achieve a solution for regions of 
high optical depth.  The method is often supplemented 
by an analytical random walk step in order to accelerate 
precisely these regions.  For the supernova regime, we 
find that the random walk algorithm, as implemented in 
Wedgehog IMC, does not help for the unique scattering 
conditions in the supernova.  Our team has added a mild 
alteration to the random walk algorithm in order to handle 
the extremely large optical depths present in our super-
nova setups.  

Finally, we have overcome some of the challenges in bring-
ing the interface functionality (between the hydrodynam-
ics and radiation packages in Cassio) to a state of readiness 
for porting to the Roadrunner machine. 

Future Work

While we have identified and overcome several stumbling 
blocks along the way to a Roadrunner compatible IMC 
radiation-hydrodynamics code for supernova simulation, 
there are steps remaining before the start of the open sci-
ence computing allocation on Roadrunner next year.  The 
cell version of the IMC has yet to be run in conjunction 
with the hydro code.  As we complete the final steps in 
polishing the interface functionality between the radiation 
and hydro packages, we will then be ready to swap out the 
base version of the IMC package for the cell optimized ver-
sion.  Additionally, there are capabilities in the base version 
of the IMC package that we have altered to enable efficient 
simulation of the supernova problem.  These capabilities 
must be included in the cell-optimized version of the IMC 
code.  Finally, we must verify that the run time perfor-
mance seen from the IMC test problem on the cell archi-
tecture is achievable with the physical conditions in super-
novae.  Additional enhancements in the parallel efficiency 
of the hydrodynamics code are planned once we have the 
full code operational on the developmental machine.  

Conclusion

This project will advance both our understanding of the 
fundamental physics at work in the most dynamic explo-
sions in our universe today, and the feasibility of attacking 
grand challenge problems like this using the latest in com-
putational technology.  This work aims to find the best way 
to put petaflop technology to use on solving a problem 
with cosmic relevance.  The stunning discovery that our 
universe is expanding and accelerating in its expansion, 
was first shown by blindly using observed properties of 
supernovae.  A solid physics basis for understanding why 
those properties hold is the ultimate goal of our simulation 
work.
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Introduction

Turbulence is a complex phenomenon that is common 
to many processes in physics from the cosmic scale of 
astrophysical explosions to the global scale of environ-
mental and weather phenomena and to the microscop-
ic scale of chemical reaction dynamics. The study of 
fluid turbulence is one area that is likely to benefit from 
petascale computing, where very large scale computa-
tions can bring the insight and indicate the appropriate 
modeling paradigms for the routine coarse mesh calcu-
lations needed in applications.  Large scale simulations 
of canonical incompressible turbulent flows have been 
performed and advanced our understanding of the 
turbulence phenomena.  As a result, several modeling 
approaches now work reasonably well for coarse mesh 
simulations of these simple flows, even though a com-
plete parameterization of turbulence still eludes us.  In 
many important applications, however, fluid turbulence 
is accompanied by complicating physics: compress-
ibility, exothermic reactions, and differential accelera-
tions. In many situations such flows occur in convergent 
geometries (e.g., cylindrical or spherical). Examples 
include Inertial Confinement Fusion targets, laser in-
duced launching of a flyer plate, stellar pulsations, or 
supernova explosions. Fundamental turbulence studies 
and high resolution simulations of these flows have not 
been performed and the appropriate modeling para-
digms are not known.

We will advance our understanding of turbulence and 
turbulent mixing beyond the standard configurations, 
by performing the first (very large) Direct Numerical 
Simulations of instabilities driven reacting compress-
ible turbulence in Cartesian and convergent geometries 
with different configurations of fuel (well-stirred and 
two-component). The work will set the state-of-the-art 
for the numerical methods and algorithms for accurate 
flow calculations on heterogeneous computer architec-
tures and will fill a gap in our knowledge of the physics 
of turbulent multi-fluid reacting flows. The parameters 
for the reacting simulations are chosen to be relevant 
to burning in Type I X-ray bursts and Type Ia supernovae 
and allow to determine effective flame propagation 
speeds.

Instabilities Driven Reacting Compressible Turbulence
Daniel Livescu
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Benefit to National Security Missions

Developing a petascale computational capability in fluid 
turbulence modeling will impact a wide variety of phys-
ics investigations from astrophysics and nuclear weap-
ons physics to plasma physics of fusion energy and cli-
mate modeling. This work will benefit relevant mission 
areas in DOE and other government agencies.

Progress

The CFDNS code has been ported to the Roadrunner 
architecture and low resolution simulations to probe 
parameter values and physical configurations are under 
way. We tested the algorithms and scaling on the full 
machine when it was assembled at the IBM site in June 
2008. Among the advances made to the-state-of-the-
art numerical methods used in the Roadrunner version 
are a vectorized serial tridiagonal solver which takes 
full advantage of the Cell architecture and achieves ap-
prox. 40 times speed-up compared to similar Opteron 
code [1] and new parallel algorithms for solutions to 
tridiagonal systems. This speed-up for the serial tridi-
agonal solver is achieved by exploiting the memory 
bandwidth of the Cell’s Element Interconnect Bus and 
the SPEs’ independent memory controllers. Since most 
of the computational time is spent calculating solutions 
to tridiagonal systems, this is the part, which was highly 
optimized. Thus, the new parallel algorithm maintains 
the performance of the serial solver [2]. Other advances 
deal with optimizing the flow of data on heterogeneous 
architectures for memory intensive applications.

The parameters for the high resolution simulations to 
be performed on Roadrunner are being determined 
using preliminary low resolution calculations on institu-
tional computing resources. To ensure the soundness of 
the final simulations, the preliminary results are being  
subjected to the scrutiny of the scientific community [3].
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Future Work

Rayleigh-Taylor instability (RTI), which occurs at the inter-
face between a heavy fluid overlying a lighter fluid, is of 
fundamental importance in a multitude of applications 
ranging from inertial confinement fusion, to combustion, 
and to astrophysics. RTI plays a crucial role in flame propa-
gation in Type Ia supernovae and possibly the develop-
ment of ignition bubbles for detonation.

It also determines the time-scale of mixing and burning 
and hence the rise time of burst in helium-ignited Type I 
X-ray bursts.  Thus, RTI is the dominant acceleration mech-
anism for the flame since the burning is controlled by the 
fluid motion mixing the fuel with hot ashes, rather than 
by thermal conduction.  Type Ia supernovae have received 
much attention recently, due to their use as standard can-
dles in cosmology.  Yet, the mechanism for explosion is not 
fully understood, in particular the detonation initiation.

We will perform the first DNS of instabilities driven react-
ing compressible turbulence with different configurations 
of fuel (well-stirred and two-component). The work will 
set the state-of-the-art for the numerical methods for ac-
curate flow calculations on heterogeneous computer ar-
chitectures, will fill a gap in our knowledge of the physics 
of turbulent reacting flows, and will find the appropriate 
modeling paradigms for such flows.  The parameters for 
the reacting simulations are chosen to be relevant to Type 
I X-ray bursts and Type Ia supernovae and allow to deter-
mine effective flame propagation speeds.

Tasks:

Verify and validate the Roadrunner implementation of • 
the CFDNS code.

Perform the first Direct Numerical Simulations of in-• 
stabilities driven, compressible reacting turbulence 
in Cartesian and spherical geometries. The Cartesian 
reacting simulations will be performed at conditions 
relevant to Type I X-ray bursts and Type Ia supernovae.

Provide the first instability growth and turbulence • 
characteristics studies under these complex conditions.

Conclusion

We will perform the largest simulations to date of turbu-
lent flows consisting of:

Nonreacting compressible Rayleigh-Taylor instability • 

One-component reacting compressible Rayleigh-Taylor • 
instability relevant to type Ia supernovae

Two-component reacting compressible Rayleigh-Taylor • 

instability relevant to type I X-ray bursts

The computations will also be the first Direct Numerical 
Simulations (such that all scales of motion are accurately 
computed) of these problems. Thus, the project will pro-
vide the first evidence of turbulence characteristics beyond 
the standard configurations, a database for testing astro-
physics codes, and will examine the initiation of superno-
vae and of X-ray bursts initiation.
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This project aims to develop the world’s first truly first-
principles model of laser-plasma interaction (LPI) in 
laser-driven hohlraums (fusion capsules or cavities). 
[1].  The proposed work uses the Roadrunner petaflop 
supercomputer and applies the state-of-the-art VPIC 
kinetic plasma simulation code, recently adapted to run 
efficiently on Roadrunner.  The objective is to develop 
a validated predictive capability for LPI that will enable 
more successful experimental designs in inertial con-
finement fusion (ICF) experiments.

Success of this project will have several prospective 
payoffs:  First, it directly supports the achievement of 
fusion ignition on the National Ignition Facility, which 
has manifold tie-ins into high-profile, exciting science, 
including carbon-neutral energy production, high en-
ergy density physics, laboratory astrophysics, and weap-
ons science.

Moreover, by learning to control LPI, we can guide the 
search for new, high gain, high efficiency operating re-
gimes for NIF ignition (including fast ignition) that sim-
ply cannot be attempted now because our understand-
ing of the basic nonlinear physics of LPI is incomplete 
and phase space is simply too large to sample experi-
mentally in an economical way.

Finally, a high-risk/high-reward application of LPI is in 
novel plasma gain media (so-called Raman amplifiers) 
to generate extremely high power, short pulse lasers.  
If demonstrated experimentally, these new  amplifiers 
could enable short pulse laser intensities and energy 
densities inaccessible today without going to very large, 
expensive facilities.  Potential applications include fast 
ignition inertial confinement fusion, novel high fluence 
ion beams for nuclear physics studies, and hadronther-
apy of tumors.

Saturation of Backward Stimulated Scattering of Laser In The Collisional 
Regime
Lin Yin
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Benefit to National Security Missions

This project supports the nuclear weapons mission in 
two ways:

Laser Plasma Interaction science underpins high 1. 
energy density and boost physics experiments at 
the National Ignition Facility.

Improved verification and validation of the VPIC 2. 
plasma code on Roadrunner supercomputer  will 
improve modeling of processes in nuclear weapons.

Progress

VPIC Diagnostic Development:  Teaming with CCS-2 • 
and X-3 staff, we have implemented readers for VPIC 
three-dimensional data output.  These readers enable 
manipulation and analysis of data both on Paraview 
and Ensight Gold (the preferred format for ASC data).

Two-dimensional and some three-dimensional stud-• 
ies of LPI physics have been conducted on the Red-
tail quadq system.  These studies have been ham-
pered somewhat by competition for resources and 
their status is, as yet, incomplete.  We have worked 
to ensure stability of MPI and I/O subsystems; for 
the most part, I/O has proven to be, generally, ro-
bust, however we are working with LANL HPC staff 
to isolate existing problems with MPI.  Our LPI runs 
are proving to be invaluable to them, as they serve 
as an aggressive test of the subsystems.

Work has started on modifying our existing collision • 
models to implement novel collision models [2] into 
VPIC [3] that are suitable for laser-plasma interac-
tion studies. This work will be integral to validation 
of VPIC reflectivity with experimental data in the 
coming year and it represents the first time in the 
community that these models have been applied to 
large-scale PIC simulations of LPI.  Collisional effects 
on SRS saturation and hypotheses of the proposal 
have been confirmed by 2D simulations.
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LANL staff on the proposal have visited IBM Pough-• 
keepsie to do the first-ever science runs on Roadrun-
ner examining 3D LPI physics in NIF-like plasma condi-
tions.  A series of Gordon Bell simulation runs were 
done and on 17 connected units of Roadrunner (12240 
Cell chips, 6120 dual-core Opteron chips), the calcula-
tion sustained in excess of 374.25 TFlop/s and used 
one trillion simulation macroparticles and 42 TBytes 
of RAM (more than 4 times the aggregate data in the 
Library of Congress).  Our Gordon Bell Prize submis-
sion is one of the finalists in the “Peak Performance” 
category.

We have initiated discussions with T- and P-Division • 
theory and experimental colleagues to isolate the best 
experiments and simulation diagnostics for LPI valida-
tion.

We have documented our results in a Gordon Bell • 
simulation paper and will showcase our results at the 
American Physical Society and ACM Supercomputing 
Meetings.  We have been invited to give numerous 
high-profile invited and plenary talks, including an 
anticipated Gordon Bell Prize Finalist talk at the ACM 
Supercomputing Meeting in Nov. 2008; two invited 
talks at the American Physical Society Meeting in Nov. 
2008; an invited talk and an invited plenary talk at the 
13th Advanced Accelerator Concepts Workshop in July, 
2008; an invited “visionary” talk at the High Energy 
Density Laboratory Physics Symposium in November 
2008.

Future Work

The VPIC code [3] is a state-of-the-art, fully relativistic, ex-
plicit, charge-conserving, electromagnetic, particle-in-cell 
kinetic plasma modeling code developed at LANL. VPIC has 
been converted to run on the hybrid Roadrunner architec-
ture and served as one of the key codes during the Road-
runner Phase 3 acceptance. Access to 6.7M hours on the 
full Roadrunner system during the initial “Stabilization and 
Integration” phase of its deployment at LANL. This time 
will be spent using VPIC to perform kinetic plasma model-
ing of laser-plasma interaction (LPI) to study the nonlinear 
kinetics of stimulated Ramanand stimulated Brillouin scat-
tering in the collisional regime. These calculations

are important from a basic physics standpoint and they are 
relevant to upcoming fusion ignition experiments on the 
National Ignition Facility.

Tasks for this project are:

Further VPIC diagnostic development,1. 

Relevant, smaller-scale two-dimensional (2D) simula-2. 
tions on quadq on Redtail to isolate the key collisional 

physics and gain confidence in vital subsystems such as 
MPI and I/O,

Prepare relevant scientific calculations for a LANL Gor-3. 
don Bell Prize submission in late Spring, 2008,

Perform verification and validation studies of LPI in the 4. 
collisional regime with large-scale 3D simulations on 
Roadrunner.

Goals (corresponding to the aforementioned tasks):

Ensure that the diagnostics are in place to operate in 1. 
the challenging environment of the full Roadrunner 
deployment in the yellow (with thin access to archival 
subsystems).

Shake down existing hardware and subsystems to 2. 
maximize chances of success on the full Roadrunner 
system

Plan for the largest-scale PIC calculations ever per-3. 
formed and gain international recognition for LANL’s 
leadership in high performance computation.

Ensure that the science results we obtain can be trusted.4. 

Work will be documented in papers (including a Gordon 
Bell paper to Supercomputing conference) and scientific 
journals.

Conclusion

We expect two key things to result from this study.  The 
first is to illuminate the underlying nonlinear physics of 
laser-plasma instabilities (LPI), a problem of critical im-
portance to the success of fusion ignition on the National 
Ignition Facility, paying special attention to the role of 
binary collisions in the physics.  The second is to use this 
understanding to identify plasma parameter regimes which 
are relatively safe from LPI and to pose possible mitigation 
strategies to avoid their effects.  This is an important ba-
sic science study directly related to mitigation of risk on a 
multi-billion dollar experiment.
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Abstract

Astrophysical jets are energetic outflows of magnetic 
fields and relativistic plasmas with gigantic dimensions 
and astonishing powers. Observations suggest that 
they are powered by supermassive black holes at the 
centers of galaxies, but their formation, propagation 
and dissipation are poorly understood. We have con-
ducted three dimensional (3-D) magnetohydrodynamic 
(MHD) studies, guided by astronomical observations 
and laboratory plasma experiments. These simulations 
help us to achieve a more fundamental understanding 
of the key physical processes governing these objects.

This project has established the Laboratory as one of 
the leading institutions in understanding astrophysical 
jets and has improved the Laboratory’s competencies 
in basic research and computer simulation.  The phys-
ics behind the MHD simulations and the computational 
simulation of those processes have created new capa-
bilities germane to the Laboratory’s key programs

Background and Research Objectives

Astrophysical jets span an enormous range of spatial 
and temporal scales. Magnetic fields are believed to 
have a pivotal role in determining the jet production, 
propagation, and termination as the jets evolves in dif-
ferent astrophysical environments. Furthermore, such 
systems have intricate dissipation processes by produc-
ing the radiation we observe; yet they are amazingly 
stable by maintaining their global structures over ex-
tremely large distances. 

To obtain a basic physical understanding of such sys-
tems, we adopted several approaches, which include 
analytical study of the stability of a magnetic helix, 
2D/3D magnetohydrodynamics simulations of large-
scale structures of astrophysical jets and lobe forma-
tion, and laboratory experiments of the production of 
astrophysical magnetic fields. Part of the study relied 
on the state-of-the-art supercomputing facilities avail-
able at the Laboratory. Understanding the stability 
and transport in such systems will help us gain better 
understanding of magnetic fusion experiments and vice 

Physics of Astrophysical Jets
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versa. Our project fostered strong cross discipline col-
laboration between laboratory plasma physics research 
and astrophysics research.

We built a comprehensive understanding about the 
production, propagation and dissipation of astrophysi-
cal jets, and related them to laboratory studies of mag-
netic fusion experiments such as reversed field pinch 
and spheromak. Our theoretical and simulation studies 
were guided by laboratory experiments and astronomi-
cal observations.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

This project supports DOE programs and core com-
petence development in large scale computing. The 
proposed research established LANL as one of the 
leading institutions in understanding astrophysical jets 
and added an important part to the LANL’s science 
portfolio in basic research and computer simulation. 
It also provided a vehicle to maintain and grow impor-
tant core capabilities and acted as a driver for science 
applications in understanding the hydrodynamic and 
MHD high speed flows, shocks and instabilities. Com-
parisons with astrophysical observations and laboratory 
experiments improved our ability in building predictive 
modeling capabilities, which are germane to the Labo-
ratory’s key programs. 

Scientific Approach and Accomplishments

We have performed extensive 3D MHD simulations 
on the formation of astrophysical jets, utilizing LANL’s 
Institutional Computing machines, such as PINK and 
COYOTE.  We have gained a new understanding on how 
radio lobes of extra-galactic radio galaxies are formed 
through the interaction between the magnetically dom-
inated jets and the background plasma, plus the jet’s 
instability. We have successfully demonstrated, for the 
first time, that a magnetically dominated energy injec-
tion can naturally lead to a collimated outflow (jet) and 
form large radio lobes. This approach is fundamentally 
different from the previous models, which are mostly 
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the hydrodynamical jets [1]. Specifically, we have made 
progress in the following areas:

Understanding the global morphology of astrophysical 
jet-lobe structures

Astrophysical jets are observed to have a collimated jet-
body plus large lobes at the end of jets. This underlying 
physics reason for this morphology has been the subject 
of intense studies. Using a new approach to modeling 
the magnetically dominated outflows from active galactic 
nuclei, we study the propagation of magnetic tower jets 
in gravitationally stratified atmospheres (such as a galaxy 
cluster environment) at large scales (more than tens of 
kiloparsecs) by performing three-dimensional MHD simu-
lations. We find that as the magnetic energy is injected 
into a small central volume over a finite amount of time, 
the magnetic fields expand down the background density 
gradient, forming a collimated jet and an expanded ``lobe’’ 
due to the gradually decreasing background density and 
pressure. Both the jet and lobes are magnetically domi-
nated. This agrees with the observations quite well. These 
simulations help us understand the physical processes of 
lobe formation and expansion. Figure 1 shows our 3D MHD 
modeling of a jet/lobe system in galaxy clusters [2].

Figure 1. The structure of a magnetically dominant jet/lobe 
system in a galaxy cluster. (left) Density distribution of the jet/
lobe (black region indicates low density) and the background 
cluster medium (red/yellow/green). (right) The corresponding 
magnetic field lines for the jet/lobe system. 

Understanding the stability properties of ``magnetic 
tower’’ jets

In addition to the jet-lobe morphology, the astrophysi-
cal jets often show global instabilities that represent as 
wiggles, kinks, and hot-spots. Motivated by the results 
from nonlinear numerical simulations, we have performed 
linear stability studies of magnetic structures.  We devel-

oped a new method for studying linear stability of kink-like 
modes in a cylinder with line-tied boundary conditions, 
mimicking the situation of the jets. The method was ap-
plied to a special equilibrium magnetic field configuration. 
We showed that our method reproduces results previously 
found at some limiting cases.  Again, through comprehen-
sive 3-D MHD simulations, we find that, because the jets in 
our model are carrying large amounts of electric currents, 
it is naturally expected that the jet-lobe will be unstable 
to the current-driven instabilities (CDI). As CDI develops, it 
gradually “kinks” the jet into having wiggles and hot-spots. 
This result is again supported by the observations of jets 
with wiggling structures [3]. By comparing the non-linear 
simulations with linear theories, we then mapped the pa-
rameter spaces where the astrophysical jets could become 
unstable [4]. The effects of boundary conditions and the 
background pressure conditions are also considered [5,6]. 

Comparing with astronomical observations

Recent X-ray and radio observations of astrophysical jets in 
galaxy clusters reveal the dynamical interaction between 
outbursts of supermassive black hole activities and the 
background intragalactic medium such as X-ray cavities and 
corresponding radio bubbles.  These observations provide 
an important test environment for our new modeling. 
Our simulation results show the magnetically dominated 
lobes expand subsonically, which should be observable 
in some observations.  The tower jet, which possesses a 
highly wound helical magnetic field, is subject to the non-
axisymmetric modes of the current-driven instability to 
form the wiggles. We have examined the jet of a famous 
radio galaxy, Hercules A, with our magnetic tower jet 
model. By using our numerical results, we have confirmed 
that the jet/lobe transition, the wiggling, and the projected 
magnetic field distributions associated to the source.  They 
are qualitatively consistent with the real radio observa-
tions.  To confront our magnetically dominated jet model 
with observations, we conducted an extensive survey of 64 
cavities in the X-ray halos of clusters, groups and normal 
elliptical galaxies, using data from collaborator D. Rafferty 
(Penn State University). We showed that the evolution of 
the size of the cavities as they rise in the X-ray atmosphere 
is inconsistent with the standard model of pure adiabatic 
expansion of purely hydrodynamic models. We also noted 
that the majority of the observed bubbles should have 
already been shredded apart by Rayleigh-Taylor instabili-
ties if they were of purely hydrodynamic nature. Instead 
we found that the data agrees much better with our model 
where the cavities are magnetically dominated and inflated 
by a current-dominated magneto-hydrodynamic jet model. 
These results have considerable impact on the energy bud-
get associated with active galactic nucleus feedback. Figure 
2 shows the comparison between our models and the ob-
servations [7].
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Figure 2. The size distribution of X-ray bubbles as a function of 
their distance to the galaxy cluster center (circles). The solid lines 
show the expectation from our magnetic model whereas dotted 
and dashed lines show the expectation from hydrodynamic 
models. 
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Abstract

Thermoacoustics is a rapidly developing, relatively new 
field of energy conversion, which harnesses the oscilla-
tions of temperature, heat flux, pressure, and motion 
in intense sound waves.  In the project described here, 
we have advanced the quantitative science of this phe-
nomenon in new directions, laying the groundwork for 
understanding it in chemically reacting gas mixtures, by 
modeling the relevant aspects of the thermoacoustic 
mixture-separation and power-consumption/produc-
tion processes (analytically when possible, numerically 
when necessary), by building experimental hardware, 
by checking the models against the experiments, and 
by iterating toward better understanding.

When this work is complete, we and others will be 
ready to use thermoacoustics to separate the com-
ponents of chemically reacting gas mixtures, with 
hardware for which materials requirements will be 
minimal, capital costs will be low, environmental impact 
of fabrication will be low, and lifetime will be long.  
Potential applications include direct solar hydrogen 
production from water near 2300°C, production of 
hydrogen from nuclear energy, zero-emission coal, and 
other industrial hot-gas separations.

Background and Research Objectives

Mixture separation is one of the great technologi-
cal challenges, pervading the energy, chemical, and 
materials-processing industries.  Impurities must be 
removed from feedstocks, contaminants must be re-
moved from effluents, and products must be separated 
from one another after synthesis.  The challenge is so 
diverse that dozens of different separation methods are 
in widespread use in industry.

Semi-permeable membranes are, in principle, the most 
efficient and hence the most obviously attractive mix-
ture separators. (When liquid and vapor coexist, distil-
lation is also an efficient option.)  However, sometimes 

Chemical Thermoacoustics
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the desired equilibrium of the chemical reactions in-
volved in an industrial process demands elevated tem-
peratures, so membrane materials are limited and may 
be threatened by the reactivity of the mixture.  Such 
elevated-temperature reactions include the “shift-con-
version” reaction CO + H2O ↔ CO2 + H2 and the “steam 
reforming” reaction CH4 + H2O ↔ CO + 3H2, which are 
used in hydrocarbon-based hydrogen production, and 
the removal of sulfur compounds (e.g., H2S, COS, SO2) 
from hot gas streams that are predominantly CO and 
CO2 in zero-emission-coal concepts.  The S-I cycle for 
nuclear or solar thermal hydrogen production also 
needs improved high-temperature separation of SO2 
from O2 and H2O and separation of H2 from HI and I2.  
In these reactions, even temperatures of only 500°C 
are challengingly “high” with respect to the practical 
use of current membranes.  Other reactions involving 
hot separations include direct thermal dissociation of 
water, ammonia synthesis from nitrogen and hydrogen, 
and some of the intermediate steps in the production 
of nitric acid from ammonia.

Thermoacoustics could be extremely useful for hot-gas 
separations—especially for the mixtures of interest in 
hydrogen production, because most of these mixtures 
involve constituents with large ratios of molecular 
masses (e.g., O2/H2, I2/H2), which yield powerful and 
efficient thermoacoustic separations.  However, the 
practical potential of thermoacoustics for hydrogen 
production cannot be realized without first establishing 
a much stronger scientific foundation, which has been 
the purpose of the work described here.  

In thermoacoustic mixture separation, an acoustic wave 
traveling in a gas mixture in a tube carries the lighter 
component of the mixture parallel with the wave prop-
agation and drives the heavier component anti-parallel 
to it.  This process is the result of properly time-phased 
oscillating radial thermal diffusion and oscillating axial 
viscous motion, which depend on the thermal and 
viscous boundary conditions imposed on the sound 
wave by the solid wall of the tube.  Basically, the two 
components of the mixture take turns being partially 



LDRD FY08 Annual Progress Report 811

Physics

immobilized in the viscous boundary layer near the wall 
of the tube, so the oscillating axial motion outside of the 
boundary layer carries light-enriched gas in one direction 
and heavy-enriched gas in the other direction.  (Figure 2 
in Phys. Rev. Lett. 85, 1646–1649 (2000) gives the clear-
est qualitative explanation of this process.)  Remarkably, 
this simple acoustic phenomenon was not discovered until 
1998, when Los Alamos postdoc Phil Spoor noticed slightly 
anomalous behavior in a coupled pair of thermoacoustic 
engines that used a helium–xenon mixture.  In the decade 
since then, the Los Alamos thermoacoustics team has 
developed an accurate quantitative theory of the process 
in nonreacting binary mixtures under the simplest circum-
stances.  Starting from the most fundamental thermody-
namic and hydrodynamic equations, we derived analytical 
solutions for the microscopic behavior of all variables of 
interest with respect to the two spatial dimensions per-
pendicular to the acoustic-propagation direction, and then 
performed numerical integrations along the direction of 
propagation.  Our initial experiments with a helium–argon 
mixture in a short tube confirmed those calculations.  We 
then designed a longer apparatus to achieve an isotope en-
richment.  In an 8-foot length of 3-mm tubing, we separat-
ed neon, a mixture of 22Ne and 20Ne, to create 1% isotope-
fraction differences from end to end;  and we separated a 
50-50 helium-argon mixture into 70% helium at one end, 
70% argon at the other.  

However, our understanding at that time was completely 
inadequate for any quantitative evaluation of the potential 
of thermoacoustics in multi-component, reacting gas mix-
tures.  In such mixtures, acoustic power will indeed pro-
duce mixture separation, but the physics was beyond the 
state of the art at that time because these mixtures have 
more than two components and have oscillating chemi-
cal reactions at the acoustic frequency. (For example, at 
2200°C, partially dissociated H2O’s reactions need only a 
millisecond to reach 90% of equilibrium concentrations.)  
Thus, the primary research objective of the work described 
here has been to create basic, quantitative understanding 
of the important thermoacoustic mixture-separation phys-
ics in multi-component, chemically reacting gases, through 
coordinated theory and experiment, so that rational de-
signs of candidate separation schemes can be evaluated 
and undertaken in the future. 

Importance to LANL’s Science and Technology 
Base and National R & D Needs

Thermoacoustic separation appears well suited to elevat-
ed-temperature, chemically reacting separations, including 
direct solar hydrogen production from water near 2300 C, 
production of hydrogen from nuclear energy, zero-emis-

sion coal, and other industrial hot-gas separations. Other 
applications include the separation of the hydrogen iso-
topes used in fusion research and nuclear weapons

Scientific Approach and Accomplishments

Even though we are ultimately interested in high-temper-
ature mixtures, we have conducted most of our experi-
ments near room temperature, to keep the cost of this 
research low.

Non-reacting mixtures with 3 or more components. We 1. 
are building upon our previous two-component analyti-
cal theory to accommodate mixtures with three com-
ponents in which the high- and low-mass components 
have much lower concentrations than the mid-mass 
component, and we are hopeful that results without 
limitations on concentrations and for four or more 
components can also be obtained. We are well along in 
the design of an experiment to confirm our theory with 
experiments with He/Ne/Ar and possibly H2/He/Ne/Ar.

Superimposed steady flow. Before this project, our 2. 
previous experiments had used batch-mode separation 
only, and our previous theory had assumed zero net 
mole flux. In the course of this project, we developed 
a theory for thermoacoustic mixture separation with 
superimposed steady and oscillating flows, and con-
firmed the theory by experiment with He/Ar.  This work 
has been published as a peer-reviewed full-length article 
in the Journal of the Acoustical Society of America [1], 
and the theory has been incorporated into our publicly 
shared thermoacoustic software package DeltaEC 
(Design Environment for Low-amplitude ThermoAcous-
tic Energy Conversion) [2] and its documentation.

Gas mixtures with oscillating chemical reactions. Oscil-3. 
lating endothermic-exothermic chemical reactions 
add new sources of oscillating molar density, entropy, 
temperature, and concentration gradients to thermoa-
coustics. We have begun our theoretical analysis by 
studying two components mixtures before proceeding 
to three components. For the experiments, we plan to 
use mixtures that equilibrate rapidly at an easily acces-
sible temperature: hydrogen + iodine + hydrogen iodide 
at several hundred degrees C. 

Simultaneous axial temperature gradients and axial 4. 
concentration gradients. In concepts for high-tempera-
ture thermoacoustic separators, other thermoacoustic 
processes such as the production of acoustic power will 
occur along with the separation in regions with axial 
temperature gradients. We have developed a theory for 
this complicated situation, by analytically integrating the 
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relevant hydrodynamic, thermodynamic, and mass-dif-
fusion equations across the cross-section of the separa-
tion duct and numerically integrating those results along 
the length of the duct.   We have confirmed our theory 
with experiments in He/Ar in a convenient temperature 
range near and above room temperature.  A full article 
describing the theory and experiments has been submit-
ted to the Journal of the Acoustical Society of America 
[3], and the theory has been incorporated into the next 
version of our publicly shared thermoacoustic software 
package DeltaEC and its documentation, scheduled for 
release in the fourth quarter of 2008.
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Abstract

Nearly all of the chemical elements are synthesized in 
stars.  One of the principal mechanisms for such syn-
thesis is neutron capture, which makes successively 
heavier elements, and the rates for synthesis of an ele-
ment and its isotopes depend on nuclear information.  
We used unique capabilities at Los Alamos in intense 
neutron sources and a powerful detector array to mea-
sure neutron capture rates on radioactive nuclei, which 
provide stringent tests of astrophysical models.  Fur-
ther, a new theoretical and computational collaboration 
was created to investigate the stellar nucleosynthesis 
to probe convection in quiescent and explosive nucleo-
synthesis scenarios.  Finally, theoretical improvements 
were made both in the models for predicting neutron 
capture rates and in the model parameters.

Background and Research Objectives

Nuclear astrophysics is concerned with the physical 
processes that are responsible for the origin of the ele-
ments. The vast majority of elements are made in stars. 
The abundance distribution of elements in the sun and 
on earth are the result of a complex history of galactic 
chemical evolution. Ultimately, astronomers will be able 
to reconstruct the sequence of events that lead from 
the Big Bang and its pristine initial abundance configu-
ration of He and H through the formation of the first 
and following generations of stars, each of which taking 
the ejecta of the previous generation as a starting gen-
eration for a new stellar life cycle.

An important step in solving this grand problem is to 
elevate the simulations of nuclear production processes 
in stars to a new quantitative level. The fundamental 
problem is that multi-dimensional effects of stellar mix-
ing associated with the physics of convection, rotation, 
and magnetic fields cannot be fully captured in simula-
tions for sufficiently long stellar evolution times. The 
explosive and dynamic terminal phases of stellar evolu-
tion, in particular supernovae, are accessible to direct 
numerical simulation, and this technique has resulted 
in very much improved understanding of these events.  
However, dominating effects in such simulations, like 

The S-Process in the Sm-Eu-Gd Region - A Probe for Stellar Mixing
Aaron Joseph Couture

20060357ER

asymmetries related to rotation, or the density stratifi-
cation of the stellar envelope at the time of the explo-
sion, depend on the initial model. The initial model in 
turn is the end point of the long quiescent stellar evo-
lution phase, and it depends on how accurately non-
linear and generically multi-dimensional processes that 
determine stellar mixing can be accounted for in these 
very long-lasting evolution phases.  Current models can-
not account for stellar mixing associated with the range 
of physical processes involved with sufficient accuracy. 
This severely impedes the ability of astronomers to take 
full advantage of a new generation of observational 
data that is now becoming available.

In order to provide the simulated stellar abundance 
data sets that are needed to interpret the abundance 
data from new observations in a larger astrophysical 
context, the physics of mixing has to be better account-
ed for. One strategy is numerical multi-dimensional 
simulations that target short phases of characteristic 
sections of a star, with the assumption that meaningful 
information about stellar mixing can be extracted and 
included in the efficient spherically symmetric simula-
tions used for abundance simulations. The goal of our 
exploratory research is to establish a new method of 
validation and verification for this approach. With our 
approach we will be able to measure the mixing and 
thermodynamic conditions deep inside the star where 
the elements are produced. We will achieve this goal 
by using the fact that for some radioactive isotopes in 
a neutron rich environment the nucleosynthesis path 
depends on the temperature dependent interplay of 
neutron capture and beta-decay.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Past nuclear weapon tests rely on theoretical estimated 
reaction rates.  This project supports NNSA’s mission 
by developing the means to replace those data with 
experimentally determined values whenever possible 
or at least to improve the accuracy of the theoretical 
estimates.  The knowledge and expertise developed in 
this project will allow direct measurement on most of 
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the crucial capture reactions on unstable nuclei.  Further, 
the improved knowledge about convection will help us to 
understand dynamic processes  in nuclear devices.

Scientific Approach and Accomplishments

Experimentally, our first major effort was to develop a 
technique to evaluate the feasibility of neutron capture 
measurements on unstable isotopes with modern neutron 
time of flight facilities such as the Detector for Advanced 
Neutron Capture Experiments (DANCE) at the Los Alamos 
Neutron Science Center (LANSCE) [1].  We developed a 
model of DANCE in the GEANT3 [2] simulation package 
from CERN.  We evaluated the expected s-process branch-
ings under a variety of astrophysical scenarios in order to 
determine which radioactive isotopes could play a role 
as branch points, and thus determined the isotopes for 
which neutron capture cross sections were needed.  The 
response of the DANCE instrument to samples of each 
branch point isotope were then simulated in order to de-
termine what size of sample material and what neutron 
flux would be required to perform measurements on these 
branch point isotopes [3].  These tools can easily be ap-
plied to other problems of interest to Los Alamos and have 
already been employed for planning neutron capture cross 
section measurements on 244Cm for the Advanced Fuel Cy-
cle Initiative and on As isotopes for the weapons program.

Based on these simulations, we determined the optimum 
sample mass for a measurement of the neutron capture 
cross section on 152Eu, a critical branch s-process branch 
point.  The reaction network around 152Eu is shown in Fig-
ure 1. Because some key personnel left Los Alamos over 
the course of the project, we had to change our plans 
for sample production.  It was not possible to make the 
sample in-house.  Instead, we took advantage of a col-
laboration with Idaho National Laboratory to acquire the 
sample of 152Eu.  The resulting sample consisted of 6 mi-
crograms of 152Eu in a matrix of ~40 micrograms of 151Eu 
and ~40 micrograms of 153Eu.      This corresponded to an 
activity of 30 MBq, or 30 million decays per second, all 
of which produced high energy gamma rays, which could 
be detected by DANCE.  The measurements took place 
in December 2006 and December 2007.  The first series 
of measurements focused primarily on the development 
of the techniques needed to perform a measurement on 
such a high rate sample.  The second measurement series 
focused on acquiring the necessary data to extract the cap-
ture cross section of 152Eu(n,γ).  We used the total reaction 
energy information as well as the excellent time resolution 
of DANCE in order to differentiate neutron capture from 
natural radiodecay as well as differentiate neutron capture 
on the stable isotopes from neutron capture on 152Eu.  This 
represents the first ever measurement of neutron capture 
on 152Eu.  The data from this will be fed into theoretical 

nuclear model calculations to improve the accuracy of cal-
culated neutron capture rates on unstable isotopes as dis-
cussed below.  Further, it will be fed into stellar s-process 
models to provide an additional constraint on  the mixing 
mechanism in Asymptotic Giant Branch stars.

Figure 1. The s-process path in the Sm-Eu-Gd region.  The 
isotopes in red boxes are radioactive with their half-lives and rep-
resent branch points in this region.  Samarium-150, Gd-152, and 
Gd-154 are all s-only isotopes, which make neutron capture cross 
sections on Eu-152 and Eu-154 even more important.

In parallel, we worked to improve theoretical model calcu-
lations of neutron radiative capture process.  These calcu-
lations are still unsatisfactory to predict unknown reaction 
rates for nucleosynthesis network calculations because 
the model parameters have uncertainties and the model 
itself has some deficiencies due to approximations made. 
The model parameters—nuclear level densities, gamma-
ray strength functions, giant-dipole resonance parameters, 
and the optical model potential—are often estimated 
phenomenologically or obtained by microscopic models. 
The uncertainties on these parameters propagate to the 
calculated capture cross sections, and it is often said that 
the current quality of the capture calculation is ±50% when 
no experimental information is available.

The model calculation gives a reasonable excitation func-
tion (capture cross sections as a function of incident 
neutron energies). Once careful experimental data from 
advanced experimental facilities such as DANCE became 
available, we are able to adjust our calculations to the data 
and extrapolate the model prediction to obtain a Max-
wellian averaged cross section for the s-process. Our effort 
included both improvement of the capture reaction calcu-
lations, and refinement of the model parameters.

The nuclear level density can be obtained from different 
methods, spanning from phenomenological systematics to 
ab initio methods. Since the s-process network calculations 
are very sensitive to the capture rate, it requires very accu-
rate capture rate estimates, and phenomenological extra- 
or interpolation of level densities often gives better results 
for nuclei in the valley of stability [4]. 

The Gilbert-Cameron-type (GC) level density parameters 
obtained from the experimental average s-wave resonance 
spacing values are converted into the asymptotic level den-
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sity parameters a* with the KTUY05 shell correction and 
pairing energies [5]. This procedure washes out the shell 
structure in the level density parameters.  The a* param-
eter obtained is now expressed with a simple function of 
mass number A.

The other important model parameters have also been 
studied, and we concluded that phenomenological model 
parameters available in literature are in sufficient qual-
ity.  The gamma-ray strength function at low energies was 
tested by calculating gamma-ray energy spectra from the 
59Co(p,2γ) reaction with the Monte Carlo Hauser-Feshbach 
method [6].

We have developed a new technique to calculate the di-
rect/semi-direct cross section based on the Hartree-Fock 
BCS (HF-BCS) theory [7]. The single-particle wave function 
is given by the deformed HF-BCS calculation and decompo-
sition into spherical HO basis to obtain appropriate angular 
momentum coupling.  In this method the spectroscopic 
factor can be related to single-particle occupation prob-
abilities. A benchmark calculation for the neutron capture 
reaction on 238U was performed. The DSD is the dominant 
process in this energy range, and our calculation agrees 
the experimental data very well.

A statistical model calculation for deformed nuclei where 
strongly coupled channels exist is one of the long-standing 
problems in the Hauser-Feshbach theory. This is particular-
ly important for neutron capture calculations for rare earth 
elements like Eu as they are often very deformed. Kawai, 
Kerman, and McVoy (KKM) calculated an energy-averaged 
S-matrix element [8] in the coupled-channels formalism, 
and recently we showed the effect of nuclear deformation 
on the compound cross section by solving the KKM theory 
numerically [9]. 

The nuclear deformation effect is also important to cal-
culate the inverse process of the compound reactions. 
The coupled-channels method gives an S-matrix ele-
ment, which is no longer diagonal. Instead of having the 
transmission coefficient, we can construct a Satchler’s 
penetration matrix  from the S-matrix. This yields correct 
penetration probabilities for the inverse channels. In this 
coupled-channels Hauser-Feshbach framework (CCHF), we 
calculated neutron capture cross sections and compared 
with the DANCE data of 241Am and 237Np in the fast en-
ergy region.  The calculated 241Am capture cross section is 
shown in Figure 2 [10].
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Figure 2. Comparison of calculated capture cross section on 
Am-241 with the DANCE experimental data.  The red curve is the 
evaluated cross section in ENDF/B-VII.0 and the blue curve is the 
present calculation.  These two curves coincide up to 20 keV, and 
our new results give higher cross sections above this energy.

The astrophysical and stellar modeling effort in this project 
at LANL has led to the formation of a new international 
group of collaborators (NuGrid) interested in quiescent 
nucleosynthesis during normal stellar evolution, explosive 
nucleosynthesis in supernova explosions, or nuclear reac-
tion during the dynamic phase of stellar mergers or their 
remnants.

As part of this effort, we are on the path to produce high-
precision, three dimensional, smooth particle hydrody-
namic (SPH) simulations of double-degenerate mergers 
with various mass ratios. We are carrying out a detailed 
verification and validation effort. Particular emphasis is put 
on the initial condition setup, and the choice of the equa-
tion of state, which we find to strongly affect the dynam-
ics of the merger. Our goal is to implement more realistic 
equations of state to use a stellar evolution model, and to 
follow dynamically important nuclear reactions and their 
energy input in the simulations directly. As part of the Nu-
Grid collaboration, we will also use new post-processing 
tools to follow the evolution of SPH particles with a com-
plete nuclear network, and use this output to validate our 
simulations with abundance measurements observed in R 
Coronae Borealis (RCB) stars [11]. 

Double-Degenerate (DD) mergers are an alternative to the 
single-degenerate progenitor scenario for type 1a super-
novae (SN) that has recently received a surge in attention 
[12,13]. In this process, two white dwarfs (WD) merge, 
pushing one of them over the Chandrasekhar limit, which 
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causes it to contract and explode. The main advantages 
of this model are that the predicted rate of DD mergers is 
consistent with the observed SN rate, in contrast to many 
other SN1a progenitor models. While this DD merger sce-
nario was ruled out early on [14], promising new results 
have shed a new light on this paradigm, opening up small 
windows of opportunity for SN1a as a result of DD mergers 
[13]. 

We use the self-consistent field method to setup up our 
initial conditions. This method was first developed by [15] 
and employed by [16], [17] and [18]. It iteratively solves 
the equilibrium configuration for unequal mass close bina-
ries in co-rotation. Its biggest advantage is that initial con-
ditions are in perfect equilibrium, imposing very few arti-
facts in the simulations due to an imprecise initial setup. 
Its main drawback at the moment is that one is bound to 
choose a rather simple equation of state to produce poly-
tropes, though work is underway to generalize this method 
for a more realistic equation of state. In order to be able to 
model a rather gentle Roche lobe overflow correctly with a 
particle based method like SPH, we have developed a new 
SPH particle setup method that allows us to increase the 
resolution in the outer layers, while keeping an optimal 
distribution of particles. Figure 3 shows an example setup 
for a q=1.3 mass ratio binary. The accretor is set up with 
a constant particle density on the left, while the donor on 
the right (filling 99.7\% of its Roche lobe) has an 8x higher 
resolution in its outer layers. 

Figure 3. Initial condition setup for a q=1.3 mass ratio white 
dwarf binary system

We also note a strong difference in behavior for corotat-
ing vs. non-corotating systems. Non-corotating systems 
tend to transfer a significant fraction of the orbital angular 
momentum into spinning up stars. This results in the orbit 
shrinking, bringing the star into deeper Roche lobe contact 
and artificially shortening the merger time scale. For more 
details, refer to [19].

To understand the effects of the equation of state and 
shocks in particular on the dynamics of the merger, we 
have conducted various runs with different equations of 
state but otherwise identical initial conditions.   Figure 4 
shows the time evolution of a DD merger between two 

polytropes with a mass ratio of  q=1.3. This sequence 
shows the crucial 1.5 orbits where the most dynamic phase 
of the actual merger takes place (starting at around 9.5 
orbits). This run assumes an ideal gas equation of state and 
includes shocks, which can be easily seen as strong density 
discontinuities in the snapshots.  Note that the remnant 
settled into an almost spherically symmetric configuration, 
and is differentially rotating, with a fast rotating core and 
a hot envelope. At the end of our simulation, the extent 
of the halo is around 100 solar radii, and is still expanding. 
However, we do emphasize that the actual behavior may 
very well quantitatively differ when a more realistic equa-
tion of state is employed.

Figure 4. SPH simulation of the q=1.3 merger simulation with an 
ideal gas equation of state.  The figure shows a time sequence 
starting at the onset of the merging process after about 9.5 
orbits.  Note the importance of the strong shocks.  The last panel 
shows the core of the relaxed merger remnant (~16 orbital 
periods).
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Abstract

This project has been devoted to study the role 
that electrostatic fields play in plasmas as mediator 
between small and large scales and its importance 
in the self-organization of large scale systems. We 
have focused on space and astrophysical plasmas and 
specifically considered the process of conversion of 
magnetic energy into kinetic energy of the plasma par-
ticles and heat (this process is commonly referred to as 
magnetic reconnection) and the interaction between 
small bodies immersed in plasmas. The project has 
been very multidisciplinary and has included theoreti-
cal modeling, state-of-the-art numerical simulations 
and an experimental activity. Our findings have con-
firmed that indeed electrostatic fields play a critical 
role in the micro-macroscopic coupling in plasmas. This 
can be considered a paradigm shift since previously 
the consensus was that electrostatic fields are shielded 
away from the bulk of the plasma and cannot play any 
major role in it.

Our work supports DOE’s strategic science mission. 
We investigate fundamental processes related to 
astrophysical systems, but as a paradigm of many other 
systems crucial in national security work. Furthermore, 
the understanding of the near Earth environment 
is crucial for studies aimed at threat reduction and 
homeland defense. Last but not least, the project con-
stitutes a step forward toward predictive capabilities in 
plasmas, which, for instance, are relevant for achieving 
fusion energy, a very important goal for the nation and 
the world

Background and Research Objectives

The aim of the project was to investigate a new pos-
sibility: that electrostatic fields play a crucial role in the 
self-organization of large scale systems. 

The project involved two distinct aspects: 

The role of electrostatic fields in the conversion 1. 
of magnetic energy into kinetic (both the ordered 
energy of flows and particle fluxes and the disor-
dered energy of heat) in processes developing in 
the solar system and in astrophysical plasmas and 
termed “magnetic reconnection.” 

The role of electrostatic forces arising from the 2. 
interaction of small bodies immersed in ionized 
nebulae in the protosolar and protoplanetary 
systems. These forces were always considered 
repulsive due to the fact that all objects share the 
same sign of charge. However, thanks to our recent 
discovery the force might, in certain conditions to 
be explored, become attractive.

Our findings confirmed and enlarged our initial view 
points. The electrostatic fields indeed play a crucial role 
in both situations. In the section ‘Scientific Approach 
and Accomplishments’ we list the key findings for each 
of the two aspects.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

This project has fundamental relevance for LANL and 
DOE missions as it moves forward in enabling true 
physics-based predictive capabilities. A fundamental 
goal of the project has been to understand micro-
macro coupling and how the small scale microphysics 
organize to affect large scale system processes. This 
goal is broader than just space and astrophysics. Similar 
effects are present in any type of plasmas and in other 
materials. 

The physics-based predictive modeling of plasmas in 
general and of burning plasmas specifically requires 
addressing the issue of how to represent the micro-
macro coupling in simulations. A practical example 
of spin off of the present work with programmatic 
relevance is the study of shocks in plasmas and the 
presence of induced electrostatic turbulence that self-

Role of Electrostatic Forces in Space and Astrophysics
Gian Luca Delzanno

20060399ER



LDRD FY08 Annual Progress Report 821

Physics

organizes in a large scale electric field. These results are 
applicable to laser-plasma interaction.

Understanding the near Earth environment is also relevant 
for threat reduction and homeland defense studies.

The present project also directly impacts some of the 
laboratory strategic goals (grand challenges): Section 
3 ‘Fundamental understanding of materials’, Section 4 
‘Carbon Neutral Fuel Cycle Team Report’, and Section 5 
‘Complex Systems’. Particularly, pathways to fusion energy 
are relevant to investigations of a carbon neutral fuel cycle 
that is an increasingly urgent goal for our nation and the 
world.

Figure 1. Electric field superimposed on a trajectory  (panel a) 
and energy increase (panel b) for a region of magnetic reconnec-
tion where magnetic energy is converted to kinetic energy. From 
Reference 1.

Scientific Approach and Accomplishments

This project has been very multidisciplinary, including 
theoretical modelling, state-of-the-art numerical simula-
tions and experiments. Numerical simulations have been 
conducted mainly with existing tools but, when needed, 
we have also developed new, innovative tools. Experiments 

have been conducted in the RSX (Reconnection Scaling 
eXperiment) device.

With regard to the role of the electrostatic field in 
magnetic reconnection, the main accomplishments are:

We investigated the statistical distribution of the • 
plasma particles in reconnection regions, tracking the 
energy transformations from magnetic to kinetic. We 
produced a detailed comparison of findings in satellite 
data and in our simulations, arriving at a complete and 
self-consistent model of specific events observed in 
the Earth environment. The role of electrostatic forces 
have been identified, its origin tracked and its effects 
verified, in complete agreement with out original 
viewpoint [1].

We studied the processes of self organization and in • 
particular the role of electrostatic fields in the pro-
cesses of coalescence of flux ropes. We discovered 
a new regime where the system evolution becomes 
invariant to the change of a number of macroscopic 
drivers proving that the microscopic physics, thanks to 
the role of the electrostatic field becomes enslaved to 
the requirements of the macroscopic drivers [2].

An approach to track the evolution of high energy par-• 
ticles, in multiple scales systems such as those under 
investigation was derived in the special relativity limit 
using a new approach to the implicit moment method 
[3, 4, 5].

The rate of the energy conversion was studied and • 
it was demonstrated that the cause for the onset of 
the conversion resides on a self-reinforcing runaway 
mechanism produced by the electrons and mediated 
by the electrostatic fields [6].

A direct comparison of the predictions of the old • 
paradigm based on anomalous collision processes and 
our new model based on the role of the electrostatic 
field was conducted proving the inadequacy and the 
inconsistencies of the old paradigm [7].

The expansion of the reconnection processes and the • 
roles of flows and electrostatic fields were studied in 
3D fully kinetic simulations, investigating the role of 
the coupling of large scales and small scales mediated 
by electric fields [8].

Besides focusing on the fundamental physics of • 
magnetic energy conversion in reconnection processes 
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we also investigated its application to specific astro-
physical processes, namely the jets emitted from the 
accretion disks around supermassive black holes in 
AGN [9] and the processes relevant to the formation of 
the solar wind [10].

With regard to the role of electrostatic forces arising 
from the interaction of small bodies in plasmas, the main 
accomplishments are:

The experimental investigation thanks to collabora-• 
tion with P-24 of the motion of objects immersed in a 
plasma, highlighting the role of electrostatic and drag 
forces [11].

The prostellar and proplanetary nebulae are magne-• 
tized as suggested by models and confirmed by obser-
vation, it is therefore crucial to investigate the process 
of interaction between the particle and the plasma in 
a magnetized plasma. We considered both the process 
of charging and shielding, providing an analysis of the 
force field around an object immersed in a magnetized 
plasma [12].

Similarly, the plasma in protostellar and protoplanetary • 
nebulae is weakly magnetized and an investigation of 
the effect of neutral collisions is key to our understand-
ing of the processes. We developed a new computa-
tional tool based on a montecarlo collision package 
added to our DEMOCRITUS plasma code. The process 
of charging and shielding in a collisional plasma was 
studied and the force field computed [13].

We investigated the temporal evolution of the force • 
field around an object immersed in a plasma discover-
ing a new effect that leads to the cyclical chaotic fluc-
tuation of the force field with cyclical times of reduced 
repulsion or even repulsion followed by attraction [14].

Based on our previous work we have a detailed • 
understanding of the conditions needed for the new 
attractive electrostatic force. The following step has 
been to investigate in details the conditions in protos-
tellar nebulae by modelling the interaction of radiation 
from nearby stars with the gas in a nebulae. We have 
identified the regions where the attractive force is 
present, proving that indeed our proposed mechanism 
is possible (paper in preparation).

With regard to the experimental campaign conducted to 
verify the premises of the project, the main accomplish-
ments are:

We have investigated experimentally with the RSX • 
device the evolution of the kink instability carrying out 
for the first time a direct investigation of the role of the 
electrostatic field. We discovered that the electrostatic 
field is indeed, as we proposed, the main driver of the 
plasma motion, despite the electromagnetic nature of 
the kink instability [15]. 

Magnetic flux tubes or flux ropes in plasmas are impor-• 
tant in nature and the laboratory. Axial boundary con-
ditions strongly affect flux rope behavior, but this has 
never been systematically investigated. We discussed 
new data and theory that demonstrate how external 
boundary geometry can be employed to stabilize the 
kink mode, and provide a laboratory “dial” between 
two different mathematical boundary conditions. 
We experimentally and theoretically demonstrate for 
the first time axial boundary conditions (BC) that are 
continuously varied between ideal magnetohydrody-
namic (MHD) non-line-tied and line-tied. The flux rope 
displacement BC is increasingly constrained from non-
line-tied (free) to line-tied (fixed), and is consistent 
with the kink instability threshold [16, 17]. 

We have experimentally described the collisions • 
between flux ropes and whether they merge or 
coalesce, which prior to this has only been computa-
tionally modeled. This may provide a logical framework 
for three dimensional spontaneous onset of magnetic 
reconnection [18].

A laboratory example of impulsive onset of magnetic • 
reconnection has been shown. How the onset and 
cessation of magnetic reconnection events abruptly 
comes to pass has been a long standing question. We 
show a three dimensional laboratory example of the 
onset and stagnation of Sweet-Parker type magnetic 
reconnection that is self consistently driven by magne-
tohydrodynamic attraction and collision of magnetized, 
parallel current (flux) ropes. The mutually attracting 
flux rope plasmas advect oppositely directed magnetic 
fields towards each other, accompanied by the anni-
hilation of magnetic flux. When the inflow speed 
increases past the Sweet-Parker speed, the magnetic 
flux arrives faster than flux annihilation can process it. 
This is a threshold for magnetic flux and pressure pile 
up around the reconnection region, accompanied by 
changes in the magnetic topology. The piled up fields 
generate forces that react back on the incoming flux 
ropes to stall the inflow and thus the reconnection 
process [19].
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A three dimensional probe positioner has been • 
designed, installed and is in use to explore three 
dimensional volumes of plasma with good spatial 
resolution [20].

Figure 2. Starting from the same initial condition (top panel ), the 
classical (left panel ) and relativistic (right panel ) systems evolve 
differently in the phase space (x, p space). From top to bottom 
successive times are shown. The energies reached in the relativis-
tic case are largely superior. From Reference 21.

In the process of execution of the project we made two 
unanticipated new discoveries, related to the role of the 
electrostatic fields:

The anomalous acceleration of high energy particles • 
in relativistic systems where electrostatic fluctuations 
become highly effective in the relativistic Minkowski 
spacetime: the deposited heat remains trapped by the 
inability of particles to diffuse aways at speed exceed-
ing the speed of light. A runaway process ensues 
where particles become highly energetic and their 
distribution becomes a power law. This finding has 
profound implication for our understanding of high 
energy particles in the cosmos, and in particular for 
the ultra high energy cosmic rays [21].

The role of the electrostatic field in self-organizing the • 
microscopic physics emerged in one unexpected area: 
the evolution of shocked collisionless plasmas where 

electrostatic fields become the dominant mechanism 
that determines the shock profile and the particle 
acceleration at the shocks. This too has profound impli-
cation to astrophysical as well as laboratory plasmas 
[22].

Finally we organized a special session on the role of 
electrostatic fields in laboratory, space and astrophysical 
plasmas at the 2006 AGU Fall Meeting in San Francisco, 
a meeting attended by over 13,000 people, including 
former Vice President Albert Gore. We are also organizing 
a special section on magnetic reconnection in space and 
astrophysical plasmas at the 2008 AGU Fall meeting in San 
Francisco.

The project has also produced six Master’s Degree theses. 
Four postdocs were involved at various stages during the 
development of the project. Two have been converted 
to Limited Term Staff Member positions at LANL, one has 
recently obtained a position at the University of Colorado.
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Newly discovered materials (e.g. high temperature 
superconductors) suggest that a basic tenant of con-
densed matter physics, that electrons are fundamental 
particles which carry both spin and charge, may fail 
completely. Theory indicates that the low energy be-
havior may be described by electrons breaking apart 
into spinless charged particles (called holons), and 
chargeless spin particles (called spinons). This fraction-
alization can be detected by measuring a violation of 
the Wiedemann-Franz law, which equates thermal con-
ductivity to charge conductivity through fundamental 
constants. We have measured the Wiedemann-Franz 
law (WFL) in a variety of novel systems, which have 
been conjectured to possess a fractionalization of the 
electron, in an effort to explore these theoretical ideas 
and provide experimental data proving or constraining 
the theoretical concepts. 

Background and Research Objectives

Violations of the WFL are few and far between. Super-
conductors, because they are perfect charge conduc-
tors and perfect thermal insulators, are the one well 
known case to cause a violation both theoretically and 
experimentally. More recently, the WFL has been vio-
lated in the normal (non-superconducting) state of the 
electron-doped cuprate Pr2-xCexCuO4  and in the heav-
ily underdoped hole-doped cuprate YBa2Cu3O7-δ  [1, 2]. 
These results raise the possibility that an additional 
excitation may exist which has zero charge, i.e. that 
spinons form in the normal state of the cuprates. 

Spinons are special spin excitations which carry no 
charge. Figure 1 gives the basic idea of how spin-charge 
separation in one-dimension leads to the fractionalized 
excitations known as spinons and holons. Consider first 
in (a) a hypothetically ordered one-dimensional (1-D) 
antiferromagnet-meaning that the spins of neighbor-
ing electrons are pointed in opposite directions. (b) A 
combined spin and charge excitation can be added by 
removing one electron with charge -e and spin ½. (c) 
Allowing electrons to hop from occupied to the unoc-
cupied neighboring site creates, after some hops, a 

domain wall in the spin order. This is the topological 
excitation known as a spinon, which carries spin ½ and 
charge 0. Meanwhile, the holon, with charge e and spin 
0, has separated itself from the spin excitation. The 
charge excitation can carry both heat and charge, and 
thus will satisfy the WFL; whereas, the spinons are ex-
citations with zero charge, and thus their presence will 
produce a violation of the Wiedemann-Franz law [3]. 
This expectation still awaits experimental verification in 
a one-dimensional system, where spinons are theoreti-
cally well established. 

(a)

(b)

(c)

holonspinon

Figure 1. Illustration of how the spin and charge degrees of 
freedom can become separated. 

In contrast to our understanding of 1-D systems, the 
theory of quantum critical points (defined below) in 
higher dimensions is at a complete loss. Recent theories 
argue that spinons should also be expected at a quan-
tum critical point [4]. In fact, the physics of quantum 
critical points and 1-D systems are strongly related. A 
quantum-critical point (QCP) is a phase transition at 
T = 0 K whose behavior is dictated solely by quantum 
fluctuations. Experimentally, a phase, such as antifer-
romagnetic order, can be tuned to a quantum-critical 
point by a number of different parameters, but pres-
sure, magnetic field, and chemical doping are by far the 
most common. As the transition is tuned toward T=0, 
the diverging fluctuations control the properties of the 
material not only in the immediate vicinity of the quan-
tum-critical point but also far from T=0. For instance, in 

Detecting Spinons with the Wiedemann-Franz Law
Filip Ronning
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high Tc cuprates it is believed to be relevant to 1000 K. It 
was supposed to be straightforward to extend the highly 
successful theories of classical phase transitions to the 
quantum regime by considering temporal correlations [5]. 
However, there does not appear to be any system with 
all of the resulting experimental consequences expected 
from this theory. Further, there are literally hundreds of 
systems which appear close to a quantum critical point [6]; 
that is, they deviate qualitatively from Fermi-liquid theory. 
Unfortunately, the detailed responses in each system, such 
as the temperature dependence of various observables, 
are sufficiently different that no generalities can be drawn 
about the experimental consequences of a quantum-
critical point. This situation is in stark contrast to that of 
classical, thermally-driven phase transitions in which pre-
dicted physical properties are material independent. Con-
sequently, it is far from obvious that an appropriate theory 
of quantum criticality is known at all, and theory is desper-
ately searching for guidance. What is crucially needed are 
measurements of very fundamental properties that will 
both constrain and guide the development of a theory of 
quantum-phase transitions with the generality and predic-
tive power of the theory of classical phase transitions. Our 
measurements provide such a test.

In addition, the violations of the WFL in high Tc cuprates 
provide some guidance as to where else one might expect 
to find spinons [1, 2]. The results on the cuprates strongly 
suggest that an additional excitation must exist which has 
zero charge, and thus indicate that some form of spin-
charge separation or spin-liquid state occurs in the normal 
state of the cuprates. A spin-liquid state is a state with 
short range spin correlations, but lacks long range order at 
T=0, often as a result of strong frustration between vari-
ous spin-exchange interactions. Theoretically, it has been 
shown that spin-liquid states with spinon excitations are 
possible and may even be energetically favorable under 
certain conditions in 2-D [7]. Thus, measuring thermal and 
charge conductivity in systems better established as spin 
liquid states, will shed further light on the nature of the 
ground state observed in high Tc cuprates. 

Our research objective was to explore a variety of one 
(Copper pyrazine dinitrate and NaV2O4), two (Sm(La,Sr)
CuO4 and La1.2Sr1.8Mn2O7), and three (CeCoIn5 and Sr3Ru2O7) 
dimensional systems to determine whether a violation of 
the Wiedemann-Franz law exists, and whether such be-
havior can indeed be attributed to spinon excitations. In 
addition, we attempted to develop the so-called 3-omega 
technique for measuring thermal conductivity so that simi-
lar measurements of the Wiedemann-Franz could be per-
formed under pressure. 

Importance to LANL’s Science and Technology 
Base and National R & D Needs

Complexity in electronic structure of strongly correlated 
electron systems is the basis for future energy and sensor 
technologies and may play a critical role in NNSA’s nuclear 
stockpile stewardship. Our objectives will help provide a 
fundamental understanding of these materials, for devel-
oping successful theories and a means for developing new 
technologies.

Scientific Approach and Accomplishments

To identify the observation of spinons in one dimension 
using thermal transport we were severely limited by mate-
rial issues. No solid state system is truly one-dimensional. 
There is always some finite interchain coupling, which 
at low enough temperatures will lead to higher-dimen-
sionality physics. To accurately study the WFL in the T=0K 
limit, temperature-dependent transport properties must 
be measured to at least 300mK, preferably lower. Thus, 
to verify the expected violation of the Wiedemann-Franz 
law in a true one-dimensional system, one must first find a 
system that does not order at low temperatures due to the 
interchain coupling. Copper pyrazine dinitrate [Cu(C4H4N2)
(NO3) 2] is precisely such a system: a quasi-one-dimensional 
magnet which shows no ordering down to at least 100mK 
[8]. Furthermore, the specific heat shows this material has 
the T-linear term expected for spinons. Our measurements 
of thermal conductivity are in fact suggestive of a T-linear 
contribution to the thermal conductivity at the lowest tem-
peratures. However, we had severe difficulties in getting 
reproducible results, especially with regards to the magni-
tude of the T-linear term. We attribute this issue with the 
occurrence of microcracks upon cooling the sample. Mi-
crocracks change the geometric factor, which converts the 
measured conductance into conductivity, by an unknown 
amount. Consequently, we conclude that while an organic 
material such as Copper pyrazine dinitrate would appear 
ideal for studying the thermal transport of spinons, mate-
rial issues preclude an accurate study. In an attempt to find 
a scond suitable material we explored the oxide NaV2O4, 
while quasi-1D metallic conduction was found at low tem-
peratures, we did not find any evidence for spinon trans-
port [9]. We are unaware of any other quasi 1-D material 
which does not order down to 100mK. 

In two dimensions, we have used heat capacity to probe 
the compound Sm(La,Sr)CuO4. The way the Sm spins are 
arranged on a square planar layered structure with a lack 
of ordering down to 50mK suggests that there is enough 
frustration to produce a spin liquid state. From heat ca-
pacity we indeed find evidence for a strongly frustrated 
system, however a spin liquid state at the lowest tempera-
tures was not found [10]. We also studied La1.2Sr1.8Mn2O7 
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(LSMO), a 2D ferromagnet, to elucidate the origin of the 
WFL violation in the cuprates. By measuring a disordered 
system such as manganin it became apparent to us that 
disorder could mimic a violation of the WFL. The low T 
resistivity of LSMO is similar both in magnitude and anisot-
ropy as in the underdoped cuprates where a violation has 
been observed. We show that the WFL is satisfied in LSMO 
[11], which further supports the notion that the violation 
in the cuprates originates from spinon conduction. Fur-
thermore, our measurements on LSMO provide the first 
demonstration of heat transport by 2D magnons (another 
type of spin excitation) in a metallic system.

In 3 dimensions we have explored the notion that a quan-
tum-critical point may give rise to exotic particles by study-
ing Sr3Ru2O7 and CeCoIn5. Both systems possess a magnetic 
field tuned QCP, and our measurements show that both 
Sr3Ru2O7 [12] and CeCoIn5  [13] satisfy the Wiedemann-
Franz law at the QCP. One possibility for the lack of spinons 
observed at these QCP is that the magnetic field which 
produces the QCP, also localizes the spinons so that they 
may not transport heat. Hence, we also attempted to de-
velop a technique to measure thermal conductivity under 
pressure at low temperatures.

The conventional steady state approach to measuring 
thermal conductivity is not appropriate for high pressure 
studies because the pressure transmitting medium shorts 
out any attempt to set up steady state thermal gradients. 
By using a so called “3-omega” technique this problem is 
overcome [14]. This technique has been successfully ap-
plied to measure thermal conductivity under pressure at 
high temperatures [14]. The key technical difficulty to over-
come at low temperatures results from the fact that the 
magnitude of the signal, is proportional to dR/dT, the first 
derivative of the resistance with respect to temperature, of 
the thermometer which must be directly evaporated onto 
the sample. To prevent our intermetallic samples from de-
grading the evaporation could not be performed above 300 
deg C. This proved to be a strong liability for our thermom-
eters. Growths of SrRuO3 and PrBa2Cu3O7-δ under various 
conditions proved not to have the necessary thermometer 
characteristics at low temperatures. We conclude that it 
will be exceedingly difficult to find an oxide material which 
will be useful to act as a thermometer for the “3-omega” 
technique for measuring thermal conductivity.

In conclusion, we have measured the Wiedemann-Franz 
law in 1-, 2-, and 3-dimensional systems. The lack of vio-
lations observed provides strong constraints to theories 
working on strongly correlated electron systems including 
the high temperature superconducting cuprates.
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Abstract

Metal nanostructures allow the versatile manipulation 
of light via control of resonances associated with col-
lective electron oscillations known as surface plasmons 
(SPs). Interest in metal nanostructures has grown 
tremendously in the context of emerging applications 
in nanoplasmonics, where SPs play a role of electrons 
in traditional electronic circuits. One serious problem 
restraining the applicability of plamonic devices is 
strong attenuation of plasmons that limits their propa-
gation length to a few micrometers. A possible solution 
to this problem is the development of methods for SP 
amplification. This project focused of studies of the 
fundamental physics of SP amplification using semicon-
ductor nanocrystals (NCs) as active plasmon emitters. 
As part of our synthetic effort, we fabricated hybrid 
structures, in which a metal nanoparticle is overcoated 
with a thin silica shell followed by a dense monolayer 
of NCs. We characterized these structures using various 
spectroscopic methods including a new near-field 
single-particle technique, which provides informa-
tion on both the spectrum and the phase of plasmon 
oscillations. By using series of hybrid nanostructures of 
controlled geometries and compositions, we studied 
interactions of SPs with NCs as a function of spectral 
positions of the plasmon and NC electronic resonances 
as well as spatial separation between the metal and 
the semiconductor components. We also theoretically 
analyzed these interactions within a newly developed 
Green’s function formalism. The work conducted in this 
project provides guidelines for a rational design of NC/
metal structures, which yields high plasmon emission 
rates together with reduced SP damping.

Background and Research Objectives

Optical responses of metals are dominated by collec-
tive electron oscillations known as surface plasmons 
(SPs). These oscillations greatly enhance an electric 
field in vicinity of a metal surface (so called “field-

enhancement” effect), which has been widely utilized 
to increase the sensitivity of spectroscopic analytical 
techniques [1] dealing with detection of small amounts 
of various bio- and chemo-species. Most recently, 
significant interest in SPs has been generated in the 
context of applications of nanoscale metal structures in 
nanoplasmonics, where SPs are utilized to carry, store, 
and process information. These would be an alternative 
to conventional silicon electronics. A serious problem 
in nanoplasmonics is rapid attenuation of SPs, which 
limits their propagation length to a few micrometers.  A 
possible solution to this problem is through the devel-
opment of active devices such as SP amplifiers and 
coherent SP sources (“plasmon lasers”). This proposal 
focuses of both fundamental and practical aspects of 
SP amplification in nanoscale structures that employ 
semiconductor nanocrystals (NCs) as active plasmon 
emitters. 

The theoretical background for our work has been 
laid by pioneering theoretical studies of Bergman and 
Stockman that established principles of SP amplification 
[2]. This work demonstrated that SPs can be treated 
in terms of damped bosons, and hence, the formalism 
previously developed for photons can be transferred to 
the SP system. Semiconductor NCs represent a promis-
ing system for realization of ideas of plasmonic gain. 
They are characterized by strong emitting dipoles and 
tunable emission wavelengths that can be matched to 
the SP resonance by simply adjusting NC size. Further, 
using relatively simple colloidal chemistry NCs can be 
conjugated to metal surfaces, which should provide 
strong electronic coupling of the NC electronic excita-
tions to the SP dipole. 

The research objective of this project was to build 
experimental and theoretical foundation for studies of 
the problem of SP amplification in hybrid semiconduc-
tor/metal structures that comprise semiconductor 
NCs. Our specific goals included: 1) the development 
of synthetic procedures for fabricating well defined 
semiconductor/metal structures in which interactions 
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between NCs and SPs can be controlled via simple colloidal 
chemistry; 2) the development of spectroscopic techniques 
for resolving SP resonances in individual nanostructures, 
which  would allow reliable detection of both spectral and 
phase characteristic of plasmon oscillations; and 3) the 
development of a theoretical approach for treating interac-
tions between NC excitations and SP resonances.       

Importance to LANL’s Science and Technology 
Base and National  R & D Needs

Strong enhancement of local fields associated with SPs has 
been widely applied in chemo/bio sensing technologies.  In 
recent nanoplasmonic applications, SPs have been utilized 
to carry, store, and process information. The potential 
of SPs in various applications can be greatly enhanced 
through the development of methods for plasmon amplifi-
cation, which could potentially solve the problem of rapid 
damping of electronic excitations in metals. This project 
focused on the development and fundamental studies of 
active structures built of nanoscale metal particles and 
semiconductor NCs that could potentially serve as SP-gain 
species. The conducted work is relevant to LANL interests 
in both world-class fundamental science (physics of hybrid 
plasmon-exciton interactions) and strategic applications 
(ultrasensitive bio- and chemo-sensing and new plasmonic 
circuitry). This project also addresses the dynamic and 
exciting new field of Nanoscience, the strategic importance 
of which to the LANL mission was recognized by establish-
ment of the DOE Center for Integrated Nanotechnology 
(CINT). 

Scientific Approach and Research 
Accomplishments

Synthesis of hybrid semiconductor/metal nanostructures

In this project, we developed and studied spectroscopi-
cally well-defined hybrid structures that consisted of a 
metal core overcoated with a silica (SiO2) shell, followed 
by a dense monolayer of CdSe NCs [3]. The dielectric silica 
spacer of a controlled thickness provided a simple means 
for tuning interactions between the NCs and the metal 
nanoparticle. To illustrate this tunability, we demonstrated 
switching between NC emission quenching and enhance-
ment by varying the silica shell thickness. Synthetic pro-
cedures developed by us employed a final step of self-
assembly of NCs onto the silica shell performed via simple 
titration of the NC solution with pre-fabricated core/shell 
Au/SiO2 particles. This approach allowed us to perform an 
accurate quantitative analysis of the effect of the SPs in the 
metal on dynamics of electronic excitations in the NCs.

Hybrid gold/silica/CdSe-NC superstructures were synthe-
sized via a multi-step procedure, which involved synthesis 
of gold nanoparticles, gold-particle surface activation, 
silica-shell deposition, modification of the silica surfaces 
with –NH2 groups, and final self-assembly of CdSe NCs 
onto the particle surfaces (Figure 1A). Gold nanoparticle 
seeds (15 nm in diameter) were prepared according to 
the standard sodium-citrate reduction method. A seeded 
growth method was applied to prepare larger partilces (up 
to 45 nm in diameter). To deposit a silica shell, we used 
a modified version of the procedure reported previously 
[4]. We found that (3-mercaptopropyl)trimethoxysilane 
(MPTMS) was better suited for surface activation of gold 
nanoparticles than (3-aminopropyl)trimethoxysilane 
(APTMS) (originally used in ref. 4) because of stronger 
binding of the –SH groups to the gold surfaces. The use of 
MPTMS also allowed us to reduce the yield of pure silica 
particles produced by homogeneous nucleation and struc-
tures that comprised multiple Au cores. 

Figure 1. (A) Multi-step synthesis of hybrid Au/SiO2/CdSe-NC 
nanostructures. (B) TEM images of synthesized gold cores, (C) 
core/shell gold/silica nanoparticles, and (D) final hybrid Au/SiO2/
CdSe-NC nanostructures (NC diameter is 6.0 nm). 

The silica-coated nanoparticles were treated with APTMS 
(a silane coupling agent), which reacted with the surface 
silanol groups to produce silica surfaces functionalized 
with –NH2 groups. Finally, the surface-modified nanopar-
ticles were dispersed in a tetrahydrofuran (THF) solution 
of CdSe NCs synthesized via a high-temperature pyrolysis 
method. Because of strong binding interactions between 
the CdSe NCs and the –NH2 ligands, the NCs self-assembled 
onto the surface of the silica shell, resulting in the targeted 
hybrid gold/silica/CdSe-NC superstructures. Figure 1 shows 
an example of transmission electron microscopy (TEM) 
images of gold-core nanoparticles (B), gold/silica core/shell 
structures (C), and final hybrid gold/silica/NC nanocom-
posites (D). In this example, the gold-core diameter D ≈ 
45 nm, and the silica-shell thickness H ≈ 24 nm. While the 
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gold cores have irregular shapes, the gold/silica structures 
are nearly spherical and highly monodisperse (4% size 
dispersion). CdSe NCs form uniform dense monolayers on 
all of the Au/SiO2 particles. TEM images indicate that our 
synthesis does not produce such byproducts as plain silica 
particles or particles comprising multiple Au cores, while 
such byproducts are difficult to avoid using APTMS as an 
activator of gold surfaces. 

Near-field detection of surface plasmons in individual 
nanoparticles

An important component of our project was the develop-
ment of experimental methods for reliable detection of 
the spectral shape of SP resonances, because this shape is 
expected to be strongly affected by interactions with elec-
tronic excitation in NCs. Specifically, stimulated emission of 
plasmons by NCs would lead to reduction in SP damping, 
and hence, narrowing of the plasmon resonance. In the 
case of macroscopic ensembles of metal particles, a signifi-
cant contribution to the measured SP broadening comes 
from size, and especially, shape nonuniformity. Therefore, 
in order to reliably measure intrinsic SP linewidths we 
have developed a new near-field spectroscopic technique, 
which provides single-nanoparticle sensitivity in studies of 
plasmon oscillations [5].

In this method, a femtosecond white light continuum 
transmitted through a sub-wavelength aperture of a 
near-field scanning optical microscope (NSOM) is used to 
selectivly excite SP modes in individual nanoparticles. In 
addition to high ~50-nm spatial resolution, this technique 
provides phase sensitivity, which allows for precise deter-
mination of both SP resonance energies and linewidths. 
An important feature of this method is that together with 
spectroscopic information it provides information on 
sample morphology, which allows us to directly relate the 
measured SP response to particle’s geometrical param-
eters such as its size and shape.

Figure 2 provides an example of application of this 
NSOM techniques to studies of SPs in atomically flat 
gold nanoparticles displayed in panel (A). Panels (B) 
and (C) show near-field images recorded for small and 
large nanoparticles, respectively, while panels (D) and 
(F) display corresponding transmission spectra recorded 
in the near-field configuration. Small particles exhibit a 
single, near-center minimum in the transmission geometry 
indicating dominance of a single SP mode. Larger particles 
show more complex transmission patterns due to excita-
tion of multiple plasmon modes. Interestingly, near-field 
extinction spectra of nanoparticles [red line in (D)] deviate 
significantly from those of extended gold films [black line 

in (D)], indicating importance of SP resonances. One effect 
of SPs is the development of interference features [shown 
in (E)] due to coherent superposition of the near-field 
probe emission and the emission re-radiated by oscillating 
dipoles associated with different SP modes. In an example 
in panel (E), the interference spectrum exhibits a zero-
crossing at 2.05 eV, which provides a precise measure of 
the SP-resonance. Further, the separation between the 
zero-crossing point and the spectral maximum at 2.2 eV 
represents an accurate measure of the intrinsic SP lin-
ewidth. 

Figure 2. Scanning-electron microscopy (A) and optical near-field 
(B) images of flat gold nanoparticles of different dimensions 
and shapes. Spatial distribution of light intensity in (B) reflects 
the distribution of surface-plasmon (SP) modes. The near-field 
extinction spectrum of the nanoparticle in the upper-left corner 
of (B) is displayed in panel (D) by the red line, and it is compared 
to the extinction spectrum of bulk gold shown in black. Strong 
difference between these two spectra is due to excitation of the 
SP resonance in the nanoparticle. The field re-radiated by the SP 
dipole experiences coherent superposition with the field emitted 
by the near-field probe, which produces a characteristic interfer-
ence feature displayed in panel (E). 

Effect of surface plasmons on multiparticle Coulomb 
interactions

Optical as well as SP gain in NCs relies on emission from 
multiexciton states. Therefore, the development of prac-
tical approaches for SP amplification requires detailed 
understanding of the effect of a proximal metal on 
Coulomb electron-electron interactions. In this project, we 
have developed Green’s function formalism for describ-
ing “plasmon-dressed” Coulomb interactions [6]. We 
illustrated this formalism by analyzing dressed electron-
electron interactions for an important example of metal-
dielectric nanoshells that exhibit a reach resonant behavior 
in both the magnitude and phase. We further applied our 
new theoretical approach to describing the nanoplasmonic 
renormalization of Coulomb interactions for a NC placed in 
vicinity of a plasmonic nanoshell. 
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The plasmonic renormalization of the Coulomb interaction 
is illustrated in Figure 3, which shows the results of calcula-
tions for a NC located at the “North Pole” of a silver nano-
shell (marked by arrow) with aspect ratio of 0.9 (the latter 
value is the ratio of the shell radius to its thickness). For 
this nanoshell, the lowest dipole SP resonance is at 1.60 
eV. In the case of low-energy detuning from this resonance 
(1.5 eV; Figure 3A), the computed renormalization factor 
(defined as the ratio of the electric field amplitude with 
and without SP renormalization) indicates strong dielectric 
screening (i.e., field reduction; indicated by blue color) in 
the region near the NC. On the opposite side of the nano-
sphere, there is a “mirror image”of the dressed interaction 
potential oscillating in phase (as indicated by the red color) 
with the applied field. This shows that the nanoplasmonic 
effects greatly extend the range of the dressed Coulomb 
interaction. This is due to the delocalization of the dipole 
eigenmode, which defines the nanoplasmonic effects in 
this spectral region.

Figure 3. SP renormalization factor of the “dressed” Coulomb 
interaction for a NC located at the “North Pole” a silver nanoshell 
(marked by arrow) with aspect ratio of 0.9.  Calculation are 
conducted for energies 1.5 eV (A) and 1.61 eV (B) that below 
and above the SP resonance, respectively. The magnitude of the 
renormalization factor is shown by color-coding; red and blue 
colors corresponds to in-phase and out-of-phase oscillations, 
respectively. 

Interestingly, the situation changes dramatically for energy 
1.61 eV, which is slightly above the dipole resonance (see 
Figure 3B). In this case, the SP renormalization results in 
dynamic anti-screening (field enhancement) in the vicinity 
of the NCs. The renormalized potential oscillates in phase 
with the bare Coulomb potential, as indicated by the red 
color of the cloud around the arrow. There is also a very 
strong interaction potential on the diametrically opposite 
side of the nanoshell, which oscillates out of phase (shown 
by blue). 

Summary

In this project, we have addressed several theoretical and 
applied aspects of the problem of exciton-SP interactions 
in the context of plasmon amplification. Specifically, we 
have developed a multi-step synthesis of hybrid super-
structures that comprise gold cores and dense layers 
of CdSe NCs separated by a silica shell. Quantitative 
spectroscopic studies of these structures indicate strong 
interactions between SPs excited in the metal core and 
NC excitons. We have further demonstrated that this 
architecture allows for versatile control of NC-SP coupling 
through control of the metal-core size and the thickness of 
the dielectric spacer. These results indicate large promise 
of these superstructures as model systems for studies of 
SP gain in the configuration where the metal core serves 
as a plasmonic nanocavity while NCs act as active plasmon 
emitters.      

Further, we have developed a spectroscopic near-field 
technique for analyzing the SP response in individual nano-
structures. We have demonstrated the applicability of this 
technique for highly accurate measurements of both the 
position and the width of the SP resonances in individual 
metal nanoparticles. This capability is an extremely useful 
tool for detecting the effect of SP amplification based on 
changes in attenuation of plasmon oscillations. Our studies 
also demonstrate the feasibility of spectrally resolved 
imaging of SP modes in individual nanoparticles. This capa-
bility can be utilized in studies of giant-field enhancement 
effects as well as in such practical application as single-
molecule spectroscopy and sensing. Further, the ability 
to directly correlate the SP response with the particle 
geometry, demonstrated here, can be extremely useful for 
benchmarking various theoretical approaches developed 
for treating nanoscale plasmonic systems. 

Finally, we have developed a novel Green’s function 
formalism for the quantitative analysis of plasmonic 
renormalization of Coulomb carrier-carrier interactions 
that needs to be accounted for in the problem of SP optical 
gain.  One important result our theoretical modeling is high 
spectral sensitivity of this renormalization. An interesting 
feature of this effect is that it can be utilized for controlling 
Auger recombination rates that define the lifetime of the 
SP gain. Specifically, by tuning NC emission to the red of 
the SP resonance one can obtain efficient suppression of 
Auger recombination through effective screening of the 
Coulomb interaction by out-of-phase plasmon oscillations
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Abstract

One of the most striking features of the universe is the 
presence of large, almost empty regions - the cosmic 
voids. Since their discovery, tremendous advances in 
determining the make - up of the Universe have been 
made. In contrast, the secrets of the dark sector - of 
dark matter and dark energy - have yet to be revealed. 
Cosmic voids provide a means to simultaneously chal-
lenge and explore the Standard Model of Cosmol-
ogy, including the evolution of the dark sector. In this 
project we have studied the formation and evolution 
of voids, investigated possible dark matter candidates 
which could explain the darkness of voids, i.e. why are 
not more dwarf galaxies found inside voids, and the 
dependence of the properties of voids on cosmological 
parameters.

Background and Research Objectives

The detailed distribution of mass in the Universe is 
only now being revealed by astronomical surveys such 
as the Sloan Digital Sky Survey (SDSS). To gain a richer 
and ultimately profound understanding of cosmologi-
cal structure, a deep and contiguous 3-D map of the 
Universe is required, and this is what SDSS has provided 
over the last decade. Some of the most striking objects 
in this 3-D map are very large, highly underdense, and 
very underluminous regions -- the cosmic voids. Each 
void is a miniature “universe,” with the same structural 
elements as the large-scale galactic distribution, but at 
lower density. This ensemble of universes is a unique 
resource for advancing our understanding of the Uni-
verse as a whole. Although voids fill at least half of the 
observed volume, the study of voids remains in its in-
fancy. This is because voids are complex structures, and 
a major study demands a combination of large-volume 
observations, targeted analysis methods, and state-
of-the-art simulations. In this project, voids have been 
investigated qualitatively and quantitatively based on 
high-performance simulations. 

The significance of this project is underscored by the 
fact that an astonishing 99.6% of our Universe is appar-

ently dark, dominated by mysterious dark energy and 
dark matter components. Although the precise nature 
of the dark sector is unknown, cosmologists are confi-
dent that a consistent framework for understanding the 
Universe exists.  This confidence rests on the success 
of general relativity and the paradigm of gravitational 
structure formation.  Just as the cosmic microwave 
background is the key evidence for cosmological expan-
sion, the large-scale distribution of matter is the ulti-
mate touchstone for structure formation theory.  Since 
much of our knowledge of the dark Universe rests on 
this theory, developing methods for testing its validity 
has the highest priority in cosmology. Cosmic voids pro-
vide a way to explore the dark sector of the Universe 
as well as testing our models and theories for structure 
formation.

In order to make progress on both fronts – exploring 
the nature of the dark Universe and advancing our 
understanding of large-scale structure formation, we 
identified four key questions. 1) What is the best way to 
define voids? It is often assumed that voids are spheri-
cal structures with constant, large underdensities.  This 
assumption is too crude, however, and all of the infor-
mation about the structure of voids is lost. Developing 
a robust definition of voids is therefore a crucial first 
step. 2) How do voids form and evolve? The answer to 
this question will be important for our understanding 
of large-scale structure formation. 3) Why are voids 
deficient of dwarf galaxies? The answer to this question 
holds new information about the nature of dark mat-
ter or dark energy – or both. 4) How do the properties 
of voids depend on cosmology? By characterizing void 
properties as a function of cosmological parameters, 
voids could be a new powerful probe of cosmology.  

During the project we have made progress on answer-
ing all of these four questions, and in the following we 
summarize our accomplishments.

Exploring the Darkness: Cosmic Voids
Katrin Heitmann
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Importance to LANL’s Science and Technology 
Base and National R & D Needs

This project targets two of DOE’s top science priorities: 
dark energy and supercomputing. State-of-the-art high-
performance simulations have been carried out to under-
stand cosmic voids. The evolution and structure of cosmic 
voids depend strongly on the nature of the dark energy in 
the Universe. The project also addresses one of the Scien-
tific Grand Challenges recently established at Los Alamos 
National Lab: Beyond the Standard Model to Understand 
the Universe: Dark Energy, Dark Matter, Cosmology, and 
Stellar Evolution.  

Scientific Approach and Accomplishments

During the first year of the project one major focus was to 
find the answer to our first question: What is the best way 
to define voids? After studying different possible definition 
of voids, the conclusion was reached that a density thresh-
old method would be the most conservative way of defin-
ing voids. In detail, the global distribution and morphology 
of dark matter voids in a cold dark matter universe includ-
ing dark energy have been studied using density fields gen-
erated by N-body simulations [1]. Voids were defined as 
isolated regions of the low-density excursion set specified 
via density thresholds, the density thresholds being quanti-
fied by the corresponding filling factors, i.e., the fraction 
of the total volume in the excursion set. The work encom-
passes a systematic investigation of the void volume func-
tion, the volume fraction in voids, and the fitting of voids 
to corresponding ellipsoids and spheres. Figure 1 shows 
a void region identified in the simulation and the corre-
sponding best-fit ellipsoids. The relevance of the percola-
tion threshold to the void volume statistics of the density 
field both in the high redshift, Gaussian random field re-
gime, as well as in the present epoch has been established. 
By using measures such as the Inverse Porosity, the quality 
of ellipsoidal fits to voids was characterized, finding that 
such fits are a poor representation of the larger voids that 
dominate the volume of the void excursion set.

Figure 1. Simulated voids and the corresponding best-fit spheres.

Work on answering the third question (Why are voids 
deficient of dwarf galaxies?) was initiated in the first year 
and continued through the second year. One of the great-
est mysteries concerning voids is their apparent empti-
ness and darkness. Conventional cold dark matter models 
predict a large number of faint galaxies in voids; an order 
of magnitude more than are actually observed. A possible 
solution to this problem would be a warm dark matter 
component, which would suppress structure formation in 
voids. A possible candidate is the so-called sterile neutrino. 
In Abazajian and Koushiappas [2] a comprehensive analysis 
of constraints on the sterile neutrino as a dark matter can-
didate was carried out. (This paper has become a standard 
reference in the field and has gained in only two years 50 
citations.) The minimal production scenario with a stan-
dard thermal history and negligible cosmological lepton 
number is in conflict with conservative radiative decay con-
straints from the cosmic X-ray background in combination 
with stringent small-scale structure limits from the Lyman-
alpha forest. It was shown that entropy release through 
massive particle decay after production does not alleviate 
these constraints. It was further shown that radiative de-
cay constraints from local group dwarf galaxies are subject 
to large uncertainties in the dark matter density profile 
of these systems. Within the strongest set of constraints, 
resonant production of cold sterile neutrino dark matter in 
non-zero lepton number cosmologies remains allowed is 
therefore still a viable solution to the missing dwarf prob-
lem in voids. Following up on this work, even tighter con-
straints on sterile neutrinos have been derived from the 
radiative decay of sterile neutrino dark matter. The limit on 
the mass for the sterile neutrino is < 2.9 keV. The results 
are reported in [3].

Another explanation for the darkness of the voids is that 
observations are not able to detect dwarf galaxies in voids 
because they are so faint. Part of the research in the last 
two years was focused on finding new ways of detecting 
very dark dwarf galaxies. One possibility is to investigate 
gamma ray fluxes from known dwarf galaxies around the 
Milky Way and by using kinematic data from these dwarf 
galaxies, to constrain the properties of their dark matter 
halos. By understanding the properties of these dwarf gal-
axies, one can make predictions for the galaxy population 
in voids and how faint they might be. If it turns out that 
relatively massive dark matter halos can host very dim gal-
axies, then this could be the key to the puzzle: although a 
large number of dark matter halos might exist in voids, the 
tiny galaxies that they produce would be too faint to find. 
This work has been published in [4,5,6]. Koushiappas won 
the Leon Heller Publication Award for his publication [4] in 
2008.
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Another focus of our research in the second and third 
year has been on the question about the formation and 
evolution of voids and the cosmic network as a whole. 
The large-scale structure of the Universe, as traced by the 
distribution of galaxies, is made up of three major compo-
nents: voids, filaments, and clusters. Figure 2 shows the 
large-scale structure elements from a simulation. We have 
studied how the cosmic structure has its origin in the prop-
erties of the initial density field (nature) and how its con-
trast is then amplified by the nonlinear evolution (nurture). 
A percolation-based analysis was combined with N-body 
simulations of the gravitational instability. A percolating 
region in a simulation is defined as a region connecting one 
side of the box to the opposite side without any interrup-
tion. Particles in an initial percolating region were identi-
fied and their evolution was followed to the final state. It 
was found that the initial single percolation region frag-
ments, in the course of gravitational evolution, into more 
than 25,000 isolated regions, however, practically all of 
them end up back inside the percolating region in the final 
state. This leads to the conclusion that most of the large-
scale structure, and specifically large regions such as voids, 
was imprinted already in the initial conditions of the Uni-
verse. Figure 3 shows the percolating region at 50 (in blue) 
and the distribution of the dark matter from these regions 
in their final position (yellow). A paper describing these 
results has been submitted to Physical Review Letters [7].

Figure 2. The large-scale structure elements in the Universe: Fila-
ments, clusters, and voids.

Figure 3. Percolating region in the initial conditions (blue) and 
after forward-mapping into the final position (yellow).

During the second and last year a large suite of cosmologi-
cal simulations encompassing 32 different cosmological 
models has been carried out to study the dependence of 
the properties of voids on cosmological parameters. An 
additional parameter was implemented into the exist-
ing particle mesh code to enable the modification of the 
dark energy equation-of-state parameter w. The volume 
fraction per overdensity interval as a function of density 
was measured, and a small but detectable dependence of 
these void properties on the underlying cosmology. The 
results will be reported in Physical Review D soon (the de-
parture of Koushiappas to a new faculty position at Brown 
University three months before the end of the project 
slowed down the write-up process of the paper).

As part of the LANL involvement in the Sloan Digital Sky 
Survey, a number of SDSS efforts were supported. Specific 
activities included monthly observing runs at the US Na-
val Observatory (Flagstaff, AZ) to enhance the network of 
photometric standard stars and to obtain data on selected 
open clusters. Continued support of the SEGUE spectro-
scopic target selection was carried out. Data analysis for 
low-mass and metal-poor cool stars and for the open clus-
ter survey was performed. Continued controls engineering 
support of the Telescope Performance Monitor system 
was provided. The network of photometric standard stars 
was enhanced and data on selected open clusters was ob-
tained. SDSS multi-epoch photometry was analyzed to map 
the southern extent of the 25 Ori group and to character-
ize its pre-main-sequence population. These activities led 
to several SDSS publications: [8], [9], [10], [11], [12], [13].

Overall, the project led to 12 papers, published in peer re-
view journals (one more paper is currently under review), 
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which were cited 865 times so far and eight invited and 
seven contributed presentations at international confer-
ences and Universities.
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At first glance, optics appears as a natural platform on 
which to invent and build the technologies required 
for quantum-information processing (QIP). Photons, 
for instance, can store and carry quantum information 
with excellent fidelity and immunity from environmen-
tal noise. They are among the most durable registers 
of quantum information and also its fastest conveyor, 
providing a quantum wiring that delivers information at 
literally light speed. Another speed to consider is how 
fast a chosen route can go from laboratory demonstra-
tion to reliable device, a pace usually tied to the avail-
ability of technical resources. In this regard we note 
that photonics is a highly developed technology with 
an abundance of commercial products and decades of 
research in quantum optics to draw from. The most suc-
cessful QIP venture to date, quantum key distribution 
(QKD), owes its ascent partly to present-day photonics 
and optical-communication hardware.

Attempts to step beyond QKD and devise more sophis-
ticated yet practicable optics-based quantum proces-
sors, such as quantum computers, have foundered on 
the fact that photon-photon interactions are negligibly 
weak. While the inertness of photons makes them 
robust carriers of quantum information, it also raises 
a corollary problem of using photons to compose 
quantum gates. Because photons do not interact, 
there is essentially no chance of changing the state 
of a photon based on the states of other coincident 
photons and thus constructing a logic operation. There 
are, however, other ways to construct purely optical 
quantum gates without requiring impossibly strong 
photon interactions, at least theoretically. A supposed 
special device that counts single photons without 
destroying them—a so-called quantum nondemolition 
(QND) detector—and allows them free passage for con-
tinued use provides the key. Assuming this device were 
possible, quantum-logic gates that use and manipu-
late photons could be built compactly and operate at 
speeds far higher than those of any other quantum-

Quantum Nondemolition Detection of Photons
Michael David Di Rosa
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logic architecture proposed to date. The wealth of 
today’s photonics technology will be at the disposal 
of optics-based QIP, once the link of QND detection is 
demonstrated.

If realized experimentally, such QND measurements 
could revolutionize the approach and appeal of 
quantum computing with advantages in raw computa-
tional speed and new architectures. The repeated use 
of information-bearing photons, for example, could 
simplify algorithms for error correction and fault toler-
ance. The technology for QND measurements can also 
be used to construct an entangled photon source and a 
fully-deterministic Bell-state analyzer which, in turn, can 
be used to build a QKD device that delivers information 
faster and over greater distances than does the QKD 
algorithm of current practice.

The theoretical inclusion of a QND photon counter in 
quantum-logic constructs happened recently and not by 
accident. Several years ago, the quantum-optics com-
munity relayed an intriguing prospect for a QND photon 
detector that struck QIP theorists as adaptable if not 
critical to photonic logic. In our research, we undertake 
the QND detector concept and show by way of an 
archetypal system how quantum coherences can be 
manipulated for QND measurements. The approach is 
new, affords photon-number resolution, and represents 
a significant simplification over former photon QND 
demonstrations that pass atoms through ultrahigh-
finesse microwave cavities. Because our method can 
be readily integrated with existing photonics technol-
ogy, we believe it will have profound implications for 
scalable quantum computing and QKD

Background and Research Objectives

The architecture of quantum-information processing 
(QIP) is naturally suited to the use of light. Photons, for 
example, are especially resistant to the environmental 
couplings that intervene in QIP and render further 
quantum calculations impossible. The development of 
all-optical quantum computation has nonetheless been 
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hindered by the lack of a nonlinear operation that allows 
two photons (two qubits) to interact with high probability. 
Realizing the rarity of photon-photon interactions, Knill et 
al. [1] examined the prospects for computing with linear 
optics and standard detectors. Powerful quantum gates, 
they found, were possible but overly complex to build. 
Nemoto and Munro [2], however, saw the middle ground 
of small nonlinear interactions—interactions neither 
infinitesimally weak nor impossibly strong as required 
for efficient photon-photon couplings—as an untapped 
resource for scalable optical quantum computation. Small 
nonlinearities, for example, while unsuitable for photon 
entanglement could be used to make photon-number-
resolving detectors that neither destroyed the photon(s) 
nor affected the information (such as polarization) it 
carried as a qubit. In effect, the detector is transparent. 
Such quantum nondemolition detectors have long been 
theorized as possible through four-wave mixing and the 
optical Kerr effect [3, 4], both of which occur in most 
media. Because QND detectors appeared possible through 
these non-exotic interactions, Nemoto and Munro went on 
to suppose their eventual existence and showed how QND 
detectors plus common optics could make simple, scalable 
logic gates for quantum computing [2].

Historically, cross-Kerr nonlinearities have been consid-
ered extremely weak, perhaps even too weak to make a 
practical QND device. That changed, however, with the 
introduction of coherent phenomena generally known as 
electromagnetically-induced transparency (EIT). Schmidt 
and Imamoglu [5] have theoretically shown that Kerr 
nonlinearities can be augmented through EIT coherences 
to a point sufficient for performing QND measurements. 
Our research identifies a physical match to the theoreti-
cal template of Schmidt and Imamoglu within a four-level 
system in atomic mercury, in which we will show three 
important advances in QND measurements: 1) photon-
number resolution (as necessary for quantum-logic gates), 
2) the unimpeded transmission of counted photons for 
re-use in computations, and 3) the use of optical-wave-
length photons. These advances bring QND logic to existing 
photonics technology, a compatibility that could be 
exploited later at LANL for first demonstrations of purely 
photonic quantum-logic gates and quantum teleportation. 

The overarching goal is the demonstration of QND mea-
surements of single photons through the cross-phase 
modulation (XPM) inherent in Kerr media. In itself, a 
QND measurement is not unique. Nogues et al. in 1999 
[6] used the extremely strong couplings between matter 
and radiation within a special microwave cavity built of 
superconducting niobium mirrors kept at 1 K to detect the 
presence (or absence) of one microwave within the cavity. 

The cavity was essentially a near-perfect “photon trap” 
and an elemental component of the technique. The use 
of such super cavities in optics-based quantum comput-
ing, however, appears unlikely. The photons are trapped 
in the cavity by design, their number beyond one is not 
easily established, and it is unlikely the photons could be 
switched in and out of these cavities on demand for reuse 
in a series of computations. A significant change in the 
approach to QND detection is thus needed for photonics-
based QIP to proceed.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

The project supported DOE missions in National Security 
and may lead to spin-off technologies useful for quantum 
encryption, quantum-key distribution, and detection of 
faint light levels. As a project in basic quantum optics, the 
research also fulfills the Office of Science mission of the 
DOE. A prime objective was to place LANL at the forefront 
of a new and promising route to scalable quantum com-
puting, a priority area of research cited under Complex 
Systems of the Laboratory’s strategic investment plan. 
The project supported the Laboratory’s research goals 
of exploiting quantum systems for new forms of simula-
tions, communications, and sensing, the latter area being 
relevant to cited investment areas of both Complex 
Systems and Ubiquitous Sensing. Beyond the project’s 
near-term motivation of enabling quantum computing lies 
the far-reaching potential QND measurements have for 
uncovering faint signals and perturbations. Extensions of 
this work into new generations of detectors of national 
security import are conceivable.

Scientific Approach and Accomplishments

We built a novel QND detector from the giant Kerr nonlin-
earity theoretically identified by Schmidt and Imamoglu 
[5]. Photons are still detected through transduction, 
though the process is quite different from the usual con-
version (destruction) of photons into electrons. Instead, 
the presence of a photon induces a measurable phase 
shift in a coincident laser beam. The optical phenomenon 
by which one laser beam traversing a medium induces 
a phase shift on another and overlapping beam is the 
essence of cross-phase modulation and is well known. The 
challenge, however, was to produce this effect when only 
a few photons—the ones we counted—are available for 
inducing a phase shift in the overlapping beam. 

The Kerr medium we chose is atomic mercury, and the 
energy levels involved as well as the quantum-coherent 
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mechanisms that tailor the medium for a QND measure-
ment have been discussed previously [7, 8]. We thus omit 
those details and instead describe the overall design of 
our experiment, as shown in Figure 1. Within the Kerr 
medium, three laser beams overlap: a signal beam, a 
probe beam, and a drive beam. The signal beam contains 
the one to several photons to be counted, and the drive 
beam is needed as part of a quantum-coherence scheme 
that enhances the Kerr nonlinearity. The number of signal 
photons and probe-beam photons that enter the Kerr 
medium emerge unchanged by the interaction. The polar-
ization of the signal-beam photon(s) is also unchanged 
by the Kerr medium, an important feature because 
optical qubit information is often encoded in polariza-
tion. The phase of the probe beam, however, is shifted 
by an amount proportional to the number of photons. In 
this way, the photon-number state of the signal beam is 
conveyed nondestructively by XPM to the phase of the 
probe beam.

The broader view of Figure 1 now becomes one of an 
interferometer that measures the phase of the probe 
beam accumulated through the Kerr interaction. In the 
path of the probe beam are two beamsplitters. The first 
reflects 50% of the probe light toward the Kerr medium. 
The remaining 50% transmits through this beamsplitter, 
avoids the Kerr medium, and becomes the local oscillator 
(LO) input to a balanced homodyne detector [9]. Within 
the homodyne detector, a second 50/50 beamsplitter 
recombines the LO and the Kerr-affected probe beam for 
their interferometric measurement on two detectors. 
The detector signals are sent to a differencing junction, 
and the output constitutes the homodyne measurement. 
When the LO light and phase-shifted probe light interfere 
constructively at one detector, they interfere destructively 
at the other, giving rise to a difference signal that depends 
on the phase induced in the probe beam during the Kerr 
interaction. Three continuous-wave lasers are used in the 
experiments, and we developed an economical and effec-
tive means for locking and adjusting the output frequency 
of each [10].

Figure 1.  Schematic design for a QND photon detector.  The 
interaction within the Kerr medium between the signal beam 
(of zero to several photons) and the probe beam is enhanced 
significantly by the overlap of a drive beam.  By XPM, the probe-
beam phase is changed in proportion to the photon number of 
the signal beam.  A balanced homodyne detector measures the 
phase shift of the probe beam.  Neither the signal beam nor the 
probe beam is absorbed in the process.

Our research included a full quantum-optical simulation 
of the system. Figure 2 summarizes the simulations in a 
graph showing the real and imaginary susceptibilities of 
our chosen Kerr medium at the laser frequency of the 
probe beam. The black and red traces give the susceptibili-
ties in cases without and with an overlapping signal beam, 
respectively. Recall that the real and imaginary suscep-
tibilities determine the refractive index (i.e., the phase 
shift) and absorption loss of light. In essence, Figure 2 
shows how the material responds in the presence of signal 
photons and how the probe beam is accordingly affected. 
Without signal photons, and with the probe beam tuned 
precisely to an atomic resonance (a frequency of zero 
detuning from resonance in Figure 2), the probe beam 
experiences neither phase shift nor absorption. When the 
weak signal is present, the susceptibilities are seen to shift 
slightly toward higher frequencies. The absorption is neg-
ligible while the phase of the probe beam shifts to values 
easily measured by the homodyne circuit (diagrammed 
in Figure 1). Theory shows that the absorptions of probe-
beam and signal-beam photons are correlated. Because 
practically no probe-beam absorption occurs, signal 
photons pass through the medium without loss while 
imparting their presence and number in the phase-shift of 
the probe beam. 
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Figure 2. Kerr-medium response at the probe-beam frequency 
to the presence of signal photons. The real and imaginary sus-
ceptibilities yield the phase-shift and absorption, respectively, 
undergone by the probe beam. Absorption is zero or negligible 
independent of signal photons, but the phase shift induced by 
signal photons is easily measured. No probe-beam absorption 
indicates no absorption of signal photons, either.

We embarked on a challenging research program and 
showed, in computation, that a QND photon counter 
useful for optics-based quantum information processing 
can be made. Our work in both theory and computation 
led to two patent disclosures and forthcoming papers 
[11-13] related to and extending the QND work. The 
experimental challenge inspired a novel concept in locking 
the frequency of lasers [10]. As implied by Figure 1, the 
needed experiments are equipment intensive, as are many 
first demonstrations that push technical boundaries. The 
wherewithal for that demonstration was built from the 
ground up over the course of the program and is now 
complete. Owing to the LDRD program, we have in hand 
theoretical proof for both our QND concept and related 
new ideas in quantum optics, significant experimental 
resources, and new experimental techniques. We look 
forward toward plying these resources in the persistent 
need identified by LANL and outside agencies to advance 
quantum information processing and quantum optics in 
applications of national interest. 
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Abstract

Manipulation and control of the electron spin in 
semiconductors is central to the operation of a new 
generation of “spintronic” devices having the potential 
to overcome the power consumption and speed limita-
tions of conventional electronics, and which are also 
promising candidates for the physical implementation 
of quantum information processing and computing 
ideas.  To date, efforts to manipulate electron spin 
in semiconductors have concentrated on the use of 
magnetic fields, which couple directly to electron spin, 
but which also lead to strong spatial spin dephasing.  
Using scanning Kerr microscopy, we have demon-
strated that controlled application of strain can be used 
to manipulate and control electron spin in semicon-
ductors. This approach to spin manipulation has many 
advantages compared with traditional methods based 
on magnetic fields (e.g., it solves the strong spatial 
spin dephasing problem).  In this program, we utilized 
a closely coupled experimental/theoretical program 
to demonstrate that strain engineering can effectively 
manipulate electron spin in semiconductor structures.  

Background and Research Objectives

Non-equilibrium, electron-spin-based phenomena in 
semiconductors are currently of great technological 
and fundamental scientific interest [1].  Commer-
cially available devices based on the manipulation of 
electron spin in metallic magnetic structures, such as 
the giant magneto resistance (GMR) read heads now 
used on all computer hard drives, are revolutionizing 
information storage technology.  Operation of semi-
conductor devices based on electron spin require: 
1) establishment of a non-equilibrium spin-polarized 
electron distribution in the semiconductor; 2) transport 
of the electron spin distribution across the semicon-

Manipulation and Control of Electron Spins in Semiconductors with Strain 
Engineering
Darryl Lyle George Smith

20060589ER

ductor structure; 3) manipulation and control of the 
electron spin distribution; and 4) detection of the 
electron spin distribution.  Recently, there has been 
rapid progress on items 1), 2) and 4) on this list.  The 
effective manipulation and control of spin is currently a 
major bottleneck to the implementation of spin-based 
semiconductor devices.  Until very recently, only spin 
manipulation by magnetic fields had been demon-
strated.  Magnetic fields couple directly to electron 
spin by the Zeeman effect.  In semiconductors like 
GaAs that do not have a center of inversion, there is 
also a coupling between electron spin and strain that 
arises because of the spin-orbit interaction and unlike 
spin-magnetic field coupling depends on electron 
velocity.  The fact that spin-strain coupling depends 
on the electron velocity, and strain-magnetic field 
coupling does not, is crucial in determining the differ-
ent effects that magnetic fields and strain fields have 
on electron spin distributions.  Prior to our work, the 
coupling between strain and electron spin was known 
in principle, but there had been very few experimental 
investigations of the consequences of this coupling and 
little appreciation of its potential importance in spin-
based semiconductor devices.  

Scanning Kerr microscopy is an experimental technique 
used to acquire 2D images of spin-polarized conduction 
electrons in semiconductors [2].  The images can be 
used to reveal the spatial dependence of spin diffu-
sion/drift in the presence of applied electric, magnetic, 
and strain fields [3].  In scanning Kerr microscopy, 
spatial images electron spin populations are acquired 
by measuring the Kerr rotation imparted on a linearly-
polarized probe laser beam that is reflected from the 
semiconductor surface, and raster-scanned.  Spin popu-
lations can be generated optically by the absorption of 
circularly polarized light utilizing optical selection rules 
[3] and electrically by injection from a ferromagnetic 
contact utilizing spin dependent tunnel barriers [4].  
These spin-polarized electrons drift/diffuse laterally 
away from their point of generation.  Kerr microscopy 



LDRD FY08 Annual Progress Report 847

Physics

images of a spin population in GaAs can then be used 
to study the transport and time evolution properties of 
non-equilibrium spin populations generated by the optical 
generation or electrical injection.  

Importance to LANL’s Science and Technology 
Base and National R & D Needs

The ability to manipulate and control the electron spin 
degree of freedom in semiconductors is central to the 
operation of a new generation of semiconductor “spin-
tronic” devices that have the potential to overcome the 
power consumption and speed limitations of conventional 
electronic circuits, and which are promising candidates 
for the physical implementation of quantum information 
processing and computing ideas.  Semiconductor devices 
utilizing electron spin require transport of spin-polarized 
electrons from one location in the device to another, and 
a means to manipulate the electron spin orientation.  To 
date, most effort on electron spin manipulation in semi-
conductors has concentrated on the use of magnetic 
fields.  Magnetic fields couple directly to electron spin, 
but as was discussed in the Background section, magnetic 
fields lead to a strong spatial dephasing of electron spin 
in semiconductors because of the random walk nature 
of electron transport in these materials.  We have used 
scanning Kerr microscopy to demonstrate that application 
of strain can be used to manipulate and control electron 
spin in semiconductors.  The use of strain to manipulate 
electron spin has many advantages compared with tradi-
tional methods based on magnetic fields.  For example, 
we have shown that because of the way strain couples to 
spin, spatial electron spin coherence is maintained much 
better in strain fields than in magnetic fields.  In these 
experiments, we investigated the effect of strain/spin 
coupling in the case of bulk semiconductors in which the 
strain was spatially uniform and temporally static.  In this 
program we engineered strain with both nanometer-scale 
spatial resolution, and with ultrafast temporal resolution.  
We employed a closely coupled experimental/theoretical 
program to demonstrate that strain engineering can be 
used effectively for controlled electron spin manipulation 
in semiconductor structures.  This work coupled strongly 
with research at CINT both at LANL and Sandia.

Scientific Approach and Accomplishments

Manipulating and Imaging Optically Generated Spin 
Populations

Using scanning Kerr microscopy, we directly acquire two-
dimensional images of spin-polarized electrons flowing 

laterally in epilayers of n-type GaAs.  Optical injection 
provided a local dc source of polarized electrons, whose 
subsequent drift and/or diffusion is controlled with 
electric, magnetic, and - in particular - strain fields.  Spin 
precession induced by controlled uniaxial stress demon-
strates the direct k-linear spin-orbit coupling of electron 
spin to the shear components of the strain tensor.  To 
understand these experimental results we constructed 
a spin-drift-diffusion model to describe spin-polarized 
electron transport in zincblende semiconductors in the 
presence of magnetic fields, electric fields, and strain.  
We presented predictions of the model for geometries 
that correspond to optical spin injection from the absorp-
tion of circularly polarized light, and for geometries that 
correspond to electrical spin injection from ferromagnetic 
contacts.  Starting with the Keldysh Green’s function 
description for a system driven out of equilibrium, we 
construct a semiclassical kinetic theory of electron spin 
transport in strained semiconductors in the presence of 
electric and magnetic fields.  From this kinetic theory we 
derive spin-drift-diffusion equations for the components 
of the spin density matrix for the specific case of spatially 
uniform fields and uniform electron density.  We solved 
the spin-drift-diffusion equations numerically and compare 
the resulting images with scanning Kerr microscopy data 
of spin-polarized conduction electrons flowing laterally 
in bulk epilayers of n-type GaAs. The spin-drift-diffusion 
model accurately described the experimental observa-
tions. We contrast the properties of electron spin preces-
sion resulting from magnetic and strain fields. Spin-strain 
coupling depends linearly on electron wave vector and 
spin-magnetic field coupling is independent of electron 
wave vector. As a result, spatial coherence of process-
ing spin flows is better maintained with strain than with 
magnetic fields, and the spatial period of spin precession 
is independent of the applied electrical bias in strained 
structures whereas it is strongly bias dependent for the 
case of applied magnetic fields.

Manipulating and Imaging Electrically Injected Spin 
Populations

We directly imaged electrical spin injection and accu-
mulation in the gallium arsenide channel of lateral spin 
transport devices which have ferromagnetic (Fe) source 
and drain tunnel barrier contacts. Emission of spins from 
the source is observed, and a region of spin accumula-
tion is imaged near the ferromagnetic drain contact. Both 
injected and accumulated spins have the same orientation 
(antiparallel to the contact magnetization), and we show 
that the accumulated spin polarization flows away from 
the drain (against the net electron current).  The electri-
cal conductance can be modulated by controlling the spin 
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orientation of electrons flowing through the drain.  Using 
both spin imaging and local Hanle effect studies, 
we investigate the drift and diffusion of electrically-
injected spins in lateral Fe/GaAs spin-detection 
devices, both within and outside of the current path. 
We used first principle electronic structure calculations 
of the Fe/GaAs interface to explain these experimental 
observations.  A minority-spin resonant state at the Fe/
GaAs (001) interface is predicted to reverse the spin 
polarization with the voltage bias of electrons transmitted 
across this interface. Using a Green’s function approach 
within the local spin-density approximation, we calcu-
lated the spin-dependent current in a Fe/GaAs/Cu tunnel 
junction as a function of the applied bias voltage. We 
found a change in sign of the spin polarization of tunneling 
electrons with bias voltage due to the interface minority-
spin resonance. This result explains the  experimental data 
on spin injection in Fe/GaAs contacts and on tunneling 
magnetoresistance in Fe/GaAs/Fe magnetic tunnel junc-
tions.  We also investigated the magnetic structure on the 
Fe (001) surface and theoretically studied scanning tunnel-
ing spectroscopy using a spin-polarized tip (SP-STM).  We 
showed that minority-spin surface states induce a strong 
bias dependence of the tunneling differential conductance 
which largely depends on the orientation of the magnetiza-
tion in the SP-STM tip relative to the easy magnetization 
axis in the Fe (001) surface. We proposed to use this effect 
in order to determine the spin character of the Fe (001) 
surface states. This theoretical technique can also be 
applied also to other magnetic surfaces in which surface 
states are observed.

Measurements of Effects of External Fields on Spin 
Lifetimes

In n-type GaAs epilayers doped near the metal-insulator 
transition, we studied the evolution of the electron spin 
lifetime as a function of applied lateral electrical bias.  The 
spin lifetimes were measured via the Hanle effect using 
magneto-optical Kerr rotation. At low temperatures (less 
than 10K, where electrons are partially localized and the 
spin lifetime is greater than 100 ns at zero bias), a marked 
collapse of the spin lifetime was observed when the 
applied electric field exceeded the donor impact ionization 
threshold of 10 V/cm. A steep increase in the concentra-
tion of delocalized electrons – subject to the Dyakonov-
Perel spin relaxation mechanism – accounts for the rapid 
collapse of spin lifetime and also strongly influences 
electron spin transport in this regime.  In electron-doped 
GaAs, we used scanning Kerr-rotation microscopy to locally 
probe and spatially resolve the depolarization of electron 
spin distributions by transverse magnetic fields.  The shape 
of these local Hanle-effect curves provided a measure 
of the spin lifetime as well as spin transport parameters 

including drift velocity, mobility, and diffusion length.  
Asymmetries in the local Hanle data were used to reveal 
and map out the effective magnetic fields resulting from 
strain due to spin-orbit coupling. 

Electrical Detection of Spin Populations

Using Fe/GaAs Schottky tunnel barriers as electrical spin 
detectors, we showed that both the magnitude and sign 
of their spin-detection sensitivities are widely tunable 
with voltage bias applied across the Fe/GaAs interface. 
Electrons with fixed spin polarization in GaAs can be made 
to induce either positive or negative voltage changes at 
spin-detection electrodes, and some detector sensitivi-
ties can be enhanced over ten-fold with applied bias. This 
tenability derives from the interplay between two physical 
processes: 1) the bias dependence of the tunneling spin 
polarization (a property of the Fe/GaAs interface), and 2) 
the bias dependence of spin transport in the semiconduc-
tor, which can dramatically enhance or suppress spin-
detection sensitivities. We demonstrated that the bias 
dependence of spin-polarized tunneling in combination 
with electric-field driven spin transport can be used to 
control the sensitivity of spin-detection in lateral Fe/GaAs 
structures. By tuning the voltage bias applied across a Fe/
GaAs detector, we controlled both the magnitude and sign 
of its spin-detection sensitivity.  Experiments revealed that 
spin detection sensitivity can differ significantly from the 
polarization of the tunneling current, due to spin drift and 
diffusion effects in the semiconductor channel.  Finally, we 
showed that in multi-terminal devices a spin-detector’s 
sensitivity can be controlled – and optimized – indepen-
dently from the details of spin injection at a source elec-
trode, providing much freedom and flexibility in device 
design.  We presented a theoretical model that describes 
electrical spin-detection at a ferromagnet/semiconduc-
tor interface. We showed that the sensitivity of the spin 
detector has strong bias dependence which, in the general 
case, is dramatically different from that of the tunneling 
current spin polarization. We showed that this bias depen-
dence originates from two distinct physical mechanisms: 
1) the bias dependence of tunneling current spin polariza-
tion, which is of microscopic origin and depends on the 
specific properties of the interface, and 2) the macroscopic 
electron spin transport properties in the semiconductor. 
Numerical results show that the magnitude of the voltage 
signal can be tuned over a wide range from the second 
effect which suggests a universal method for enhancing 
electrical spin-detection sensitivity in ferromagnet/semi-
conductor tunnel contacts.  Using first-principles calcula-
tions we examine the particular case of a Fe/GaAs Schottky 
tunnel barrier and found very good agreement with the 
experimental measurements. We also predicted the bias 



LDRD FY08 Annual Progress Report 849

Physics

dependence of the voltage signal for a Fe/MgO/GaAs 
tunnel structure spin detector.

Calculations of Strain Induced Spin Splittings in GaAs

We used a recently developed self-consistent GW 
approximation to present first principles calcula-
tions of the conduction band spin splitting in GaAs 
under [110] strain. The spin orbit interaction is taken 
into account as a perturbation to the scalar relativ-
istic Hamiltonian. These are the first calculations of 
conduction band spin splittings under deformation 
based on a quasiparticle approach; and because the 
self-consistent GW scheme accurately reproduced the 
relevant band parameters.  This approach was dem-
onstrated to be a reliable predictor of spin splittings in 
a variety of semiconductors.
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Abstract

This project is focused on observing and modeling the 
astronomical systems to unravel the most pressing 
problems in cosmology and astrophysics.  For example, 
recent observations have shown that the overall uni-
verse is expanding ever more rapidly. This accelerating 
expansion is ascribed to a new, poorly understood field 
that permeates all space called “dark energy”. Our re-
search will use theoretical models and observations to 
elucidate the properties and consequences if dark en-
ergy.  Our specific tasks will examine early galaxy for-
mation and clustering and high-energy emission from 
distant objects.

Background and Research Objectives

The high redshift Universe at redshift 10 - 20 is where 
the frontiers of cosmology and astrophysics meet. In 
coming years, new observations targeting the epoch of 
reionization and beyond will vastly increase our knowl-
edge of the pre-reionized universe. This era is known 
as the ``dark ages’’, because photons from this epoch 
cannot reach us today. In order to shed light onto 
the dark ages we have to understand the formation 
of the first bright objects, the first stars and the first 
galaxies. To understand these epochs it is necessary to 
examine in detail the complex   baryonic processes that 
regulate the evolution of galaxies, with an   eye toward 
making predictions of their observable properties for   
upcoming ground- and space-based observatories such 
as the Thirty   Meter Telescope and the James Webb 
Space Telescope.  

To interpret the dynamics of the early universe, one 
needs to explore optimal ways to study the dark 
energy. This involves a range of issues, including 
specific observational approaches as well as theoretical 
underpinning of the dark energy. It is also important to 
investigate the formation and evolution of galaxies at 
cosmological   epochs that are only now being probed 
observationally.  Specifically, one of our goals is to 
investigate feedback processes (e.g. supernova explo-

Structure and Evolution in Cosmology and Astrophysics
Richard Ira Epstein

20060685ER

sions,   metal enrichment, energy from cosmic rays and 
active galactic nuclei)   using the cosmological AMR 
code Enzo.  Another of our goals has be to develop 
innovative gamma-ray instruments that can be used to 
study the formation of the elements in the universe.  
These devices may also have importance for medical 
and homeland security applications.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

This work can lead to the development of instruments 
and computational capabilities for NNSA’s nuclear 
nonproliferation mission objectives. For example, we 
will develop innovative gamma-ray  instruments that 
can help detect and identify sensitive nuclear materials. 
The science ties to missions of DOE OS.

Scientific Approach and Accomplishments

We have explored the importance of gravitational 
lensing on Type Ia supernova distance measurements. 
We analyzed gravitational lensing as a potential sys-
tematic. We show that for sufficiently large fields, and 
for sufficiently large datasets, the errors due to gravita-
tional lensing can be controlled. We have also explored 
a further systematic, having to do with the currently 
favored model of Type Ia supernovae, which describes 
them as a two-population family. We find that the post-
calibration systematic between different families must 
be controlled to a few percent. These results can easily 
be generalized to more sophisticated models of the 
supernova population.

We have also investigated different ways to parameter-
ize the dark energy, advocating a multi-parameter, 
model independent approach. We showed that this 
approach can be used to directly reconstruct the dark 
energy scalar-field potential in a model-independent 
fashion. We have also shown that this approach can 
lead to precision determination of 3 or more dark 
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energy parameters from future surveys. This result has 
garnered a fair share of attention, as it goes against “con-
ventional wisdom.”

The high redshift Universe at redshift 10 - 20 is where the 
frontiers of cosmology and astrophysics meet. In coming 
years, new observations targeting the epoch of reionization 
and beyond will vastly increase our knowledge of the pre-
reionized universe. This era is known as the ``dark ages’’, 
because photons from this epoch cannot reach us today. In 
order to shed light onto the dark ages we have to under-
stand the formation of the first bright objects, the first 
stars and the first galaxies.  We have modeled the forma-
tion and evolution of the dark matter structures in which 
stars and galaxies form, and  quantified their numbers and 
distribution throughout the history of the universe. We 
have discovered clues from the halo mass function that the 
mechanisms of halo formation have important differences 
at high redshifts.  This work provides an essential connec-
tion between observable galaxies and the fundamental 
properties of dark matter.  We have measured the cluster-
ing properties of halos likely to host stars and galaxies at 
redshifts of 10 and higher. This work provides a crucial link 
between the halo clustering strength, which is expected to 
be measured in upcoming observations. 

We have investigated feedback processes (e.g. supernova 
explosions,   metal enrichment, energy from cosmic rays 
and active galactic nuclei)   using the cosmological AMR 
code Enzo.  Results have been obtained for simulations 
looking at the   highest-redshift structure formation - 
examining the formation and   evolution of Population III 
stars and their effects on a second   generation of structure 
formation.  We have implemented the Biermann   Battery 
into simulations of Population III star formation within an   
MHD framework.  We find that the   Population III stars 
formed including this effect are both   qualitatively and 
quantitatively similar to those from hydrodynamics- only 
(non-MHD) cosmological simulations. We observe peak 
magnetic   fields of ~109 G in the center of our star-forming 
halo at z ~   17.55. The magnetic fields created by the 
Biermann Battery effect are   predominantly formed early 
in the evolution of the primordial halo at   low density and 
large spatial scales, and then grow through   compression 
and by shear flows. The fields seen in this calculation   are 
never large enough to be dynamically important, and 
should be considered the minimum possible   fields in 
existence during Population III star formation, and may be   
seed fields for the stellar dynamo or the magnetorotational   
instability at higher densities and smaller spatial scales.

We have examined the transition between Population III 
(metal free)   stars and Population II (metal enriched) stars, 

and have discovered   that there are three modes of metal-
enriched star formation in the   early universe.  One mode,   
occurring when there is a very low level of metal content 
in the gas, is virtually   indistinguishable from primordial 
star formation.  For metallicities   well above the critical 
value, efficient cooling rapidly lowers the gas temperature   
to the temperature of the cosmic microwave background 
(CMB). The gas   is unable to radiatively cool below the 
CMB temperature, and becomes   thermally stable. For 
high metallicities, 0.3% that of the sun, this   occurs early 
in the evolution of the gas cloud, when the density is   still 
relatively low. The resulting cloud-cores show no fragmen-
tation,   forming only massive stars. If the metallicity is not 
vastly above  the critical value, the cloud cools efficiently 
but does not reach the CMB   temperature, and fragmenta-
tion into multiple objects occurs.

An additional exploration of the Population III to II transi-
tion   involves the detailed exploration of the chemical-
thermal-dynamical   evolution of gas in an evolving Pop 
III supernova remnant within the   HII region formed by 
that star.  A range of   plausible explosion energies and 
host halo masses were considered, and   the remnant was 
evolved from the initial free expansion phase (~10 AU)   to 
extremely late stages of evolution (tens of millions of years   
later).  We find that if the star ionizes the halo, the ejecta   
strongly interacts with the dense shell swept up by the H II 
region,   potentially cooling and fragmenting it into clumps 
that are unstable   to gravitational collapse. If the star fails 
to ionize the halo, the   explosion propagates metals out to 
20 - 40 pc and then collapses,   enriching tens of thousands 
of solar masses of primordial gas, in   contrast to previous 
models that suggest such explosions ‘fizzle’.   Rapid for-
mation of low-mass stars trapped in the gravitational   
potential well of the halo appears to be inevitable in such   
circumstances. Consequently, it is possible that far more 
stars were   swept up into the first galaxies, at earlier times 
and with distinct   chemical signatures, than in present 
models. Upcoming measurements by   JWST and ALMA 
may discriminate between these two paradigms.

Our work on cosmological hydrodynamics has three 
components: 1) cluster physics, 2) the structure and mass 
distribution of group and cluster-scale dark matter halos, 
and 3) code validation studies to characterize the accuracy 
of simulation methods. The initial work was focused on 
cluster physics using the FLASH code and to extending 
FLASH’s capabilities via subgrid modeling (intra-cluster light 
as an example). Because of difficulties with FLASH perfor-
mance in dealing with large-scale cosmological simulations 
at the time, we switched to using the LANL MC^2 code. 
Using these simulations, we carried out the best-character-
ized and detailed study so far of the time evolution of the 
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halo mass function, all the way from high redshift (z=30), 
to the present. The essential result is that the halo mass 
function follows a “universal” form to a very high degree 
of accuracy (roughly 5%) even though its value changes by 
orders of magnitude as a function of evolutionary epoch.   
In order to obtain results at the percent level of accuracy, 
error control in cosmological simulations has to be taken 
to a previously unattained level. The LANL group has 
coordinated a world-wide code validation effort to improve 
simulation standards.  The latest work consists of analyzing 
the structure of halos, showing that halo masses given by 
the two most commonly used halo definitions can in fact 
be connected  by a mapping formula, provided halo con-
centrations are known. In addition, this work showed that 
major halo substructure is cosmology-dependent (perhaps 
in a universal manner) and this feature can be used as a 
cosmological test. Observations of clusters are now being 
analyzed (by us and elsewhere) to see whether current 
catalogs are already good enough for this type of analysis.

We have developed a background rejection technique that 
improved the sensitivity of Milagro gamma ray observa-
tory by a factor of two, Milagro made several important 
discoveries.  The sources we detected nearly doubled the 
number of TeV sources in the Northern hemisphere.  All 
three of our discovered sources have been confirmed 
by other experiments: one by the HESS experiment and 
two by the Tibet air shower array.  One of our candidate 
sources has been confirmed by the Tibet experiment.  Prior 
to this work the future of all-sky TeV gamma-ray detectors 
was uncertain, the results were of limited significance - 
marginal detections of previously known TeV sources such 
as the Crab Nebula.    Now, the future of such detectors 
is on a firm foundation and there is widespread support 
within the broader community to develop the next genera-
tion instrument, known as HAWC.  On the scientific front, 
this work has made Milagro the most sensitive gamma-ray 
detector above ~10 TeV in energy, enabling us to hunt for 
the elusive sources of cosmic rays.  We have measured 
the spatial distribution of the Galactic diffuse gamma-ray 
emission at unprecedented energies near 20 TeV and 
detected an excess of this emission from the Cygnus 
Region of our Galaxy - perhaps indicating the presence of 
cosmic-ray accelerators in this region.

We developed a new approach to gamma-ray optics based 
on channeling in waveguides made from multilayered 
structures consisting of alternating thin-film layers of a 
high-density reflecting material and a low-density spacer 
material.  These structures can act as planar waveguides 
for gamma rays with energies between  ~ 100 keV and a 
few MeV. We showed channeling of 122 keV gamma rays 
in flat and curved waveguide structures composed of a 

high-density gold-palladium alloy film and a low-density 
polymer film.  These results establish the feasibility of 
using gamma-ray waveguides to construct concentrating 
optics. To demonstrate channeling, we fabricated two 
4 cm by 3 cm thin-film multilayer structures on silicon 
substrates. One consists of ten alternating layers of 40 nm 
thick sputter-deposited gold-palladium and 4 micron thick 
spin-coated UV curable polymer film. A second similar 
structure consists of 30 pairs of gold-palladium layers and 
1.2 micron thick polymer layers.  The Au-Pd layers serve as 
reflectors while the low-density polymer keeps the Au-Pd 
layers separated, smooth, and parallel.  In a curved wave-
guide the gamma rays can be deflected up to twice the 
critical angle per reflection.  To see the effects of multiple 
reflections we set up a gamma-ray detection system, which 
only measures gamma rays, deflected by more than several 
time the critical angle. Using this procedure maximum 
deflections of  5.8 times the critical angle in one wave 
guide and in the first  waveguide (4 micron thick polymer) 
and  6.3 time in second waveguide  (1.2  micron thick 
polymer). 
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Abstract

The Standard Model of particle physics is an extremely 
successful theory except that, absent new interactions, 
it is unstable due to quantum corrections. Most plau-
sible possibilities for new physics invoke a ‘supersym-
metry’ between particles with different spins.  Since no 
such symmetry is observed in nature, explanations of 
this kind need to ‘break’ the symmetry maintaining its 
nice properties.  A particular class of theoretical ideas 
to address this is called higher dimensional broken 
supersymmetry and all models incorporating it predict 
new interactions possibly observable in upcoming ex-
periments.  Accurate predictions from these theories 
have, however, been difficult to obtain because they 
required yet-to-be-developed ‘nonperturbative’ tech-
niques. The aims of this proposal were four-fold: to 
develop new models of supersymmetry breaking, to 
develop nonperturbative methods for studying these 
models, to determine the experimental implications of 
these models, and to study cosmological features that 
could generically constrain entire classes of these mod-
els.  In this report, we describe the progress that was 
made in each of these four fronts.

Background and Research Objectives

Particle physics today finds itself at an odd juncture: the 
entire suite of experiments that have been performed 
seem to be explained admirably well by a theory which 
we call the Standard Model of particle physics; and, 
yet, this theory has a number of rather disconcerting 
features. For one, it has a number of parameters whose 
values seem arbitrarily selected from an extremely 
large range of possible magnitudes. Furthermore, 
quantum effects make a large hierarchy of magnitudes 
extremely difficult to maintain: in these theories, a nat-
ural situation would be one where all these parameters 
are similar in magnitude.

For these reasons, it has long been thought that the 
Standard Model is just an approximation to a more 
complete theory that would explain and stabilize the 
magnitudes of these parameters. Most of these exten-

Supersymmetry Breaking in Various Dimensions
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sions involve a symmetry called supersymmetry that 
link properties of particles with different spins.   It has 
long been known that particles with a spin of half a 
unit, called fermions, can have a property called chiral-
ity that make them better behaved in quantum theory.  
As supersymmetry links particles of different spins, it 
can stabilize the entire theory, including the interac-
tions of the spinless particles called scalars, by using 
the chirality of the fermions.

The problem with these ideas has been twofold. First, 
it has been difficult to come up with complete ‘non-
perturbative’ definition of interacting chiral theories 
in anything but two dimensions, and lacking such a 
fundamental definition, concrete calculations in these 
extended theories turn out to be near impossible.  Sec-
ond, naïve implementations of supersymmetry lead to 
manifestly absurd theories with particles of different 
spins having equal masses, a situation not observed 
experimentally.  This consequence can be avoided by 
carefully constructing theories that realize the super-
symmetry in a hidden or ‘broken’ fashion.  This is a 
difficult task, but recent advances have shown that the 
problem becomes easier if we describe our four di-
mensional (with three space and one time dimensions) 
world as a higher dimensional universe in which the 
other dimensions cannot be sampled at low energies, 
either due to strong forces or due to quantization ef-
fects.

Given this scenario, a large amount of experimental 
effort is focused at discovering hints about these mani-
fold ideas that go beyond the Standard Model.  In this 
project, we participated in this grand adventure by 
developing explicit theories of broken supersymmetry 
and studying them to see what kind of experimental 
signatures they produce.  We also spent a substantial 
fraction of our time trying to define interacting theories 
of chiral fermions that can be used for nonperturbative 
calculations.  Finally, we noticed that most supersym-
metric theories, irrespective of the details of their 
construction, contain extra scalars and nonstandard 
interactions of fermions that are too weak to affect ter-
restrial experiments but have large cosmological and 
astrophysical effects. With this in mind, we studied 
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these cosmological implications with an eye to providing 
bounds on these that are independent of other details of 
the theories in which they reside.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

The high-energy physics component of the mission of the 
DOE’s Office of Science consists primarily of understanding 
the nature of elementary particles, their properties, and 
interactions beyond the current standard model.  To this 
end, the DOE supports experimental efforts that push the 
‘intensity frontier’, most notably at Fermilab and the Large 
Hadron Collider.  The research conducted here contributes 
to the theoretical arm of that program by constructing 
theoretical models as well as providing input as to which 
extensions of the standard model are testable at these 
facilities, and which are better constrained through cosmo-
logical observations.  The DOE Office of Science has also 
committed itself to supporting particle physics research on 
the ‘energy frontier’ using astrophysical and cosmological 
tools, and this research directly addresses that. 

Scientific Approach and Accomplishments

In this project, we constructed [1] an explicit new model 
of physics beyond the standard model.  This involved stan-
dard ideas from supersymmetry, but evaded a long-stand-
ing problem of a ‘little hierarchy’ between two important 
parameters in the supersymmetric electroweak sector.  
This hierarchy was problematic due to quantum correc-
tions to the mass of the Higgs’ boson, and we found a 
novel means of suppressing these corrections.  The theory 
also turned out to hint at a bigger structure where all inter-
actions seem to unify into a simple non-hierarchical struc-
ture when viewed at the so-called Planck scale, the natural 
energy scale of gravitational effects.

We also investigated a different class of supersymmetric 
models that are best described as a thin slice of a five-di-
mensional universe with a constant space-time curvature.  
When this slice is thin, momentum quantization guaran-
tees that it is indistinguishable from a four-dimensional 
world at low energies.  The supersymmetry in this uni-
verse can, however, be broken by effects occurring on the 
boundaries of the slice, and this kind of model has long 
been known to have attractive phenomenological features.  
The problem arises with the thickness of the slice: even at 
low energies, the thickness can fluctuate in response to 
four-dimensional dynamics and appear as an extra light 
scalar particle called the radion.  We found [2] that quan-
tum effects can actually suppress these oscillations, and 
made predictions about the masses of new particles, called 
graviphotons, that arise from this construction.

In addition to these explicit constructions, we studied 
the general problem that these supersymmetric theories 
contain heavy modes, called moduli, that can decay into 
lighter particles.  In particular, one set of light modes, 
called gravitini, form the supersymmetric partners of the 
quanta of gravitation that couples to all energy equally.  
These decays can, therefore, not be suppressed by tuning 
the details of the theory and can reheat the early universe 
and lead to contradiction with current cosmological obser-
vations.  We found [3] general conditions under which the 
kinematic suppression of these decays would make them 
consistent with known observations and hence admit them 
as viable theories.

On a similar line, we questioned whether extra dimensions 
could become observable in astrophysical phenomena 
even when they do not have direct implications for ter-
restrial experiments.  We found a particularly promising 
example in plasmon oscillations that can lose energy into 
higher dimensions and hence decay faster than expected.  
These, we found [4], provide bounds better than terrestrial 
experiments by six orders of magnitude!  Partly because of 
these calculations, experimental plans to search for extra 
dimensions using orthopositronium decays, planned or 
ongoing in Europe, US and Japan, were modified or discon-
tinued as being unpromising.

Scalars that arise generically in these supersymmetric the-
ories also turn out to have properties very similar to previ-
ously postulated scalar particles called axions.  As part of a 
separate project, we were studying the effect of axions on 
the substructure of galactic halos and participating in the 
Axion Dark Matter Experiment searching for cosmological 
signatures of axions.  As part of this project, we extended 
those efforts [5] to include searches for these scalars that 
arise in supersymmetric theories, especially those formu-
lated in higher dimensions.  The main technical challenge 
was to simulate the evolution of galaxies as the matter 
collapses into caustic rings; and study effects of relativistic 
matter like axions and neutrinos on this in fall.  In a sepa-
rate study [6], we showed that previous results on axion 
masses and the Peccei-Quinn scale did not properly take 
into account primordial magnetic fields and, hence, could 
not be used to rule out these models. We also discussed 
[7] how far the chiral anomalies in the standard model af-
fect the detectability of axion-like particles in laboratory 
experiments.

Generic features of higher dimensional supersymmetric 
models not only involve extra scalar particles, but they 
also include extra interactions of the chiral fermions of the 
Standard Model.  Since one set of these particles, the neu-
trinos, are otherwise weakly interacting, the modifications 
in their interactions due to the extensions of the Standard 
Model can have interesting consequences.   We studied 
these [8] and found that they can change the evolution of 
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energy contained in a supernova and, under right condi-
tions, can lead to supernovae with features qualitatively 
different than known before.  Extra neutrino interactions 
with scalars were also found to distort the cosmic micro-
wave background [9]; and we showed that previous ideas 
that extra interactions at high redshift would act like dark 
energy without leaving any other signature on the cosmic 
microwave background were ill founded.  Investigations of 
extra interactions that could convert neutrino flavor in ter-
restrial experiments were also carried out [10].

While studying these theories, we discovered that vector 
particles in higher dimensional theories were not properly 
treated in previous work, leading to a confused discussion 
in the literature.  Our work [11] provided an intuitive ex-
planation of the tensor structure of these propagators and 
resolved the previous controversies.

A large part of the effort in this project was expended in 
developing a rigorous definition of interacting chiral theo-
ries, so that future calculations can reach higher precision 
than has so far been possible.  This has been a long stand-
ing problem: all known rigorous definitions of quantum 
field theories in four and higher dimensions are given as 
limits of quantum theories on finite discretized space-time 
volumes, but due to the Nielsen-Ninomiya theorem [12], 
chiral fermions do not exist on such discretized spaces.  
Progress in implementing chiral fermions was made when 
it was realized that in odd-dimensional space-times, the 
chiral symmetry is actually related to a space rotation that 
was known to be recovered as a symmetry when the dis-
cretization effects disappeared in the limit.  The problem, 
however, remained that this construction led to a structure 
in which both chiral partners of a fermion arose from the 
same underlying structure and, therefore, continued to 
interact identically: a theory that differentiated in their 
interaction structure could not be constructed this way.

When such a theory is placed in a slice of a five-dimension-
al world, the boundaries of the slice necessarily break the 
symmetry under spatial rotations.  This leads to chiral edge 
states appearing at the boundaries of the slice, and if one 
can arrange matter density to be different at the two edges 
in the five-dimensional world, one could envisage a world 
in which the two chiralities behaved differently.   In par-
ticular, previous attempts [13] tried to remove one of the 
two chiralities by making it heavy using the famous Higgs’ 
mechanism to happen preferentially at one edge.  This 
construction, however, failed to give a chiral gauge theory.  
If one allowed the gauge field to fluctuate along the fifth 
dimension, the matter density repelled it from the edge 
and gave it a mass comparable to the heavy modes in the 
theory unlike a gauge theory with massless gauge bosons.  
If one constrained the gauge field to be held constant in 
the fifth dimension and the couplings between the Higgs’ 
field and the fermions was weak, quantum corrections led 

to a theory in which the gauge boson and the wrong chiral-
ity fermion got masses of the same magnitude, and so one 
could either remove both or neither.  On the other hand, 
when the coupling was made strong, it led to a situation 
in which the fermion at the edge disappeared and a new 
chiral fermion appeared in the bulk: in effect, the edge just 
shifted inwards from where the matter density lay.

Our previous contribution to this field lay in understanding 
that these considerations change considerably when the 
five-dimensional universe has a strong space-time curva-
ture.  In particular, we had studied an anti-de-Sitter space-
time that has a constant negative curvature, or a constant 
cosmological gravitational field.  In such a world, the gravi-
tational red shift results in mass and energy scales at dif-
ferent parts of the space time being exponentially different 
and the effect of a localized Higgs’ field is vastly different 
on a gauge field and a fermionic field.  In particular, we no-
ticed that in these space-times, we could allow the gauge 
field to be repelled away from an edge and yet not gain too 
much mass due to the red-shift effect.  The fermion field, 
however, remains compressed near the edge and retains 
the Higgs’ mass as in the flat world. Taking the limit of an 
infinite curvature in an infinitely thin slice, we showed that 
[14] one could obtain a chiral gauge theory provided the 
quantum effects remained in control.  This last caveat, un-
fortunately, could not be avoided without expensive com-
puter simulations that we could not perform.

We, therefore, now chose to investigate the similar situ-
ation in a two-dimensional world embedded as a slice of 
a three-dimensional anti-de-Sitter universe.  In this case, 
the limits lead to a weakly interacting three-dimensional 
theory that can be investigated by analytical series ex-
pansions without requiring computer simulations.  Our 
investigations revealed [15] that the mechanism proposed 
does lead to a chiral gauge theory in this case, and strongly 
suggests that the four-dimensional case of interest would 
work similarly.

These investigations also pointed a new direction for fur-
ther research.  Lüscher had already pointed [16] out that 
the Nielsen-Ninomiya theorem could be evaded by imple-
menting not the chiral symmetry, but rather a different one 
that reduced to the chiral symmetry when the discretiza-
tion was removed.   The higher-dimensional construction 
in a slice leads our edge states to possess this symmetry, 
and we showed that this is sufficient to lead to a construc-
tion of interacting chiral fermions.  These developments 
show the way for a future simpler construction and our 
presentations at conferences have been appreciated in the 
field; but further work will be needed to establish the use-
fulness of these techniques.
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Abstract

We investigate how an electron moves through a sys-
tem of atoms that are free to vibrate. The electron or-
ganizes a cloud of displaced atoms (phonons) around it, 
forming a composite object called a polaron quasipar-
ticle, which can move, but is heavier than an electron.  
Using quantum mechanics for both the electron and 
the phonons, we have calculated the properties of the 
quasiparticle, how it forms from a bare electron that is 
injected by a laser beam or by tunneling from a metal-
lic tip, and how it interacts with ultrafast laser probes

Background and Research Objectives

The behavior of noninteracting electrons and phonons 
is considered to be understood.  What happens, how-
ever, when electrons and phonons interact, as they do 
in real materials?  Over 50 years ago, Lev Landau first 
proposed that the electrons change into “quasipar-
ticles”.  Quasiparticles behave in some ways like bare 
(noninteracting) electrons, but other properties are 
different, such as their mass, which depends on the 
strength of the interactions.  As quasiparticle research 
progressed, it became common not to attempt to cal-
culate the quasiparticle properties from first principles, 
but instead to take them from experiment.  The qua-
siparticle phenomenology then tells how the system 
responds to perturbations that vary slowly in time and 
space.

In this project, we have moved beyond these historical-
ly limiting constraints.  We have recently made advanc-
es in calculating the dynamics of interacting quantum 
systems, enabling investigations that were previously 
impossible. Using this innovative approach, we have 
made progress toward calculating, measuring, and con-
trolling the dynamics of these systems with a specific 
focus on the dynamical interactions between electrons 
and quantum phonons.

By organizing the many-body Hilbert space in an ef-
ficient, recursive manner, we have recently developed 
algorithms that are many orders of magnitude more 
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powerful than those previously available. We can now 
accurately compute the quasiparticle mass and internal 
structure. This, however, only explains how the system 
responds to very weak (sometimes unphysically weak) 
and very slow perturbations. Quasiparticles are more 
interesting and complex than bare particles. How they 
respond to stronger or higher frequency perturbations, 
which can break them apart, or how they dynamically 
form from bare particles injected by tunneling or by 
photon absorption, was previously unknown.

We have calculated how a polaron quasiparticle (plus 
other excitations) form in real time and real space 
when a bare electron is injected optically or by a tun-
neling event into a system with electron-phonon cou-
pling.  In addition, we have calculated how a polaron 
quasiparticle responds to an AC driving field that is 
not slow:  the quasiparticle can access internal ex-
cited states, and can fall apart, emitting pieces of itself 
(phonons), at particular driving frequencies.  These 
calculations are based on another advance, treating the 
entire system, including the phonons, fully quantum 
mechanically.  Previous approaches had been based 
on the assumption that it is 1) intractable to treat the 
phonons quantum mechanically in these situations, 
and 2) unnecessary to do so, because phonons are 
heavy and slow compared to electrons, and based on 
the Born-Oppenheimer approximation, can be treated 
semiclassically.  We have shown that not only is it pos-
sible to calculate with fully quantum phonons, but it is 
necessary to do so.  Semiclassical approximations get 
the polaron formation time wrong, especially starting 
from a wide initial electron wavepacket.

These calculations are relevant to a number of ex-
periments and emerging technologies, including two-
photon photoemission experiments, ultrafast optical 
pump-probe experiments, time resolved STM (scanning 
tunneling microscopes), and to nanotechnology, includ-
ing the conductivity of a single molecule. Experiments 
were performed by our colleagues at CINT (the Center 
for Integrated Nanotechnolgies), the NHMFL (National 
High Magnetic Field Laboratory), and elsewhere.  The 
polaron quasiparticle itself is a spontaneously self-orga-
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nized nanostructure, an electron carrying with it a compact 
phonon cloud, that can be moved with an electric field or 
trapped in place, with a mass that can be varied by many 
orders of magnitude in a controllable way.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

This research impacts a number of fields in science and 
technology. Understanding and controlling polaron tun-
neling and transport are basic science issues affecting 
the DOE’s energy security and nanotechnology missions. 
This work also has implications for sensor applications 
to support Homeland Security, and impacts the fields of 
chemistry (Creutz-Taube ions), biomolecules, and quantum 
information.

Scientific Approach and Accomplishments

We have calculated in real space and real time how a po-
laron quasiparticle dynamically forms from a bare electron 
that is injected optically, by two-photon photoemission, or 
by a time-resolved scanning tunneling microscope. (The 
first two experiments have been done, the last is planned.)  
The bare particle can also be an exciton, an electron-hole 
bound state that is coupled to phonons.  The calculation 
includes fully quantum phonons, which are required to 
obtain the correct polaron formation dynamics. The results 
are compared to fast optical experiments at LANL and else-
where in the US and Japan.

In the calculation, we turn the initial wave function loose 
in an enormous fully quantum many-body Hilbert space of 
well over a million basis states, and use the time depen-
dent Schrodinger equation to numerically time evolve it es-
sentially without approximation [1].  This is made possible, 
in part, by a sparse representation of the electron-phonon 
interaction, meaning that the basis is chosen so that each 
basis state interacts with only a few others.  The resulting 
dynamics are unconstrained by any a priori notion of how 
polarons should form.  One output of the calculation is 
an animated movie.  Four snapshots from the movie are 
shown in Figure 1.  An initial bare electron wave packet is 
launched to the right as shown in panel (a).  In panel (b) 
the electron is not yet dressed by phonon excitations and 
thus is moving roughly as fast as the free electron (dashed 
line). In panel (c) after an elapsed time of one phonon pe-
riod, the electron density consists of two peaks.  The peak 
on the right (black arrow) is essentially a bare electron.  
The peak on the left is a polaron wave packet moving more 
slowly.  As time goes on, the bare electron peak decays 
and the polaron peak grows.  Some phonons are left be-
hind (blue line), mainly near the injection point.  These 
phonons are of known phase with displacement shown 

in red.  Some phonon excitations travel with the polaron 
(magenta).  Finally, a coherent polaron wave packet is ob-
served when the polaron separates from the uncorrelated 
phonon excitations.
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Figure 1. Snapshots from a movie of polaron formation.  The 
calculation is performed on a 30-site periodic lattice.  Time is 
measured in phonon periods.  Black:  the electron density.  Blue:  
the phonon density.  Red:  the lattice displacement X.  Green:  the 
velocity.  Magenta:  the expectation of the electron density times 
the phonon density on the same site.  Dashed:  the (noninteract-
ing) free electron wave packet for reference.  The red and green 
curves have been offset by 0.1.

In another project, we worked with CINT (Center for Inte-
grated Nanotechnologies) users Prof. Holger Fehske and 
PhD student Andreas Alvermann (Greifswald, Germany) to 
calculate polaron quasiparticle properties in anisotropic 
systems.  We begin with an electron coupled to phonons 
in a 1d chain.  The 1d chain is duplicated, until copies fill 
three dimensional space.  As yet, the chains do not com-
municate, so the physics is still 1d.  Then we slowly turn on 
hopping between the chains.  To move from one chain to 
another, the polaron must leave behind the phonon cloud 
it has carefully organized on the first chain, hop across to 
a second chain, and then organize a new phonon cloud 
there.  Because of the awkwardness of this process, the 
polaron effective mass increases more perpendicular to 
the chains than parallel to them [2].  (A larger mass in a 
given direction corresponds to greater difficultly mov-
ing in that direction.)  The hopping between the chains is 
slowly increased until it becomes as large as the hopping 
along the chains (see Figure 2).  At this point, the system 
has become an isotropic 3d solid.  In this way, we are able 
to interpolate continuously between dimensions 1 and 
3.  One motivation for doing this is that it was previously 
speculated that polaron physics is qualitatively different in 
1d and 3d.  One can see from Figure 2, however, that the 
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behavior changes continuously.  In contrast to almost all 
other accurate numerical techniques, the variational meth-
od we use does not have finite size effects:  the chains are 
infinite rather than chopped off, and extend to infinity in 
the transverse direction as well.  This work has applications 
to systems that integrate many nanowires.
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Figure 2. Polaron mass for different anisotropy and phonon fre-
quencies as indicated.  In each panel, eleven curves for the ratio 
of perpendicular hopping to parallel hopping equal to 0.0, 0.1, 
…, 1.0 in steps of 0.1 are shown.  The mass is plotted on a log 
scale.  The electron-phonon coupling increases along the x-axis.  
Dimensions 1 and 3 become increasingly similar as the phonon 
frequency increases.

Professor Fehske and I also addressed another outstanding 
problem in quasiparticle dynamics.  When a polaron or an-
other quasiparticle is perturbed by a slowly oscillating elec-
tric field, its AC conductivity is controlled by the renormal-
ized polaron mass:  it moves just like a heavy version of the 
electron.  The mass can increase by several orders of mag-
nitude, as seen in Figure 2.  What if the AC electric field is 
rapidly rather than slowly oscillating?  Previously, quasi-
particle theory did not cover this case, and the answer was 
unknown.  We have numerically calculated the AC conduc-
tivity at increasing frequencies using a variational method, 
again with fully quantum phonons and electron, as shown 
in Figure 3.  The conductivity contains a good deal of struc-
ture, as the quasiparticle is shaken so rapidly that it begins 
to fall apart, emits pieces of itself (free phonons), and ac-
cesses internal excited states (bound states of the polaron 
and excited phonons) [3].

In the last completed project, we have extended our 
quasiparticle theory from its original context of electron-
phonon interactions to include interactions of electrons 
and spin-flips in a 3-dimensional antiferromagnet.  This 
work was motivated by some very interesting de Haas-van 
Alphen measurements of the heavy fermion compound 
CeIn3 done at the National High Magnetic Field Laboratory 

(NHMFL) at Los Alamos by experimentalists from Los Ala-
mos, Cambridge University (UK), and Kobe and Shizuoka 
Universities (Japan).  The de Haas-van Alphen measure-
ments map out the Fermi surface of a metal, specifically, 
the extremal cross sections of the Fermi surface in the 
plane perpendicular to the applied magnetic field.  The 
measurements were initially quite puzzling.  They seemed 
to show a low density of holes collecting not at the center 
of the Brillouin zone, and not at the corner, but in very 
anisotropic pancake shaped pockets halfway between the 
origin and the corner in the <111> and symmetry-related 
directions.  These pancakes appear to migrate toward the 
origin and merge there as the magnetic field is increased 
to about 40 T (tesla).  This behavior is completely unex-
pected in the standard Kondo lattice theory of heavy fer-
mions, but we realized that this is how a small density of 
holes that are self-doped into an antiferromagnetic lattice 
of Ce ions should behave.

 

Figure 3. The optical conductivity of the 1D Holstein polaron 
at zero temperature is shaded grey.  Results are obtained by a 
variational exact diagonalization method.  The dashed blue line is 
an approximate analytic theory, which has some resemblance to 
the numerically exact conductivity for the parameters shown (but 
less so at other phonon frequencies, not shown).

In an antiferromagnet, there are two interpenetrating sub-
lattices, A and B, with the A sublattice containing up spins, 
and the B sublattice down spins.  As a hole hops from one 
sublattice to another, it transfers a spin to the “wrong” 
sublattice without changing its spin orientation.  Further 
hops result in a nontrivial quasiparticle:  a hole surrounded 
by a cloud of spin-flips moving through an antiferromag-
net.  The cloud of spin-flips can be treated analogously 
to the cloud of phonon excitations, with some modifica-
tions.  For example, a single site can host multiple phonon 
quanta, but only a single spin-flip.  The calculated disper-
sion of the spin polaron is such that its energy minimum 
is halfway to the zone boundary in the <111> direction, 
where it forms pancake shaped hole pockets, as observed 
in the experiments.  As the magnetic field increases, the 
background antiferromagnet cants or tilts, with an increas-
ingly large ferromagnetic z component of spin in addition 
to the staggered xy component.  As the ferromagnetic 
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component grows, the pancakes migrate toward the origin, 
undergoing a Lifshitz transition where they touch and the 
topology changes, consistent with the de Haas-van Alphen 
measurements [4,5].  This is shown in Figure 4.

1 

 

 

 

 

 

 

Figure 4. Fermi surface and f-electron dispersion of CeIn3.  (a-d) 
Theoretical f-hole Fermi surface topologies at different magnetic 
fields simulated using a strong coupling Hubbard model with 
parameter U/t = 8.  A Lifshitz transition is indicated in the vicinity 
of 40 tesla.  (e)  Calculation of the dispersion along the <111> 
direction using the strong coupling Hubbard model.  The disper-
sion maximum, and hence the hole pocket location, migrates 
from momentum (pi,pi,pi)/2 to (0,0,0) following the dotted 
line, as the antiferromagnetic background is polarized by the 
magnetic field.  Band flattening near the dispersion maximum at 
Bc ~ 40 T is responsible for the divergent effective mass and the 
Lifshitz transition.

In addition to the completed projects described above, 
there are several promising incomplete projects arising 
from this LDRD.  We hope to find other funding so that 
they may continue.  One project is with Prof. Michael Gal-
perin at UC San Diego, in which we are investigating the 
correlations between successive electrons that inelastically 
tunnel through a molecule with electron-phonon coupling.  

There are also suggestions that quasiparticles may change 
their properties dynamically, and that it may be possible to 
control this. While tunneling through a barrier, a polaron 
may drag its heavy phonon cloud through, or it may in-
stead shed its phonons, move quickly through as a light ob-
ject, and reorganize the phonons at the far end.  A polaron 
captured by an impurity appears to be heavier near the 
center and lighter in the tails, and similarly for bipolarons 
in superconductors. Polarons can bind additional (thermal) 
phonons, so that it may be possible to move packets of 
heat with an electric field, with applications to thermoelec-
tric devices.
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Abstract

Quantum mechanical entanglement provides ways 
of solving problems, which have no efficient classical 
method of solution.  This includes factoring of large 
numbers, a task whose assumed difficulty underpins 
public-key cryptographic systems.  This important ap-
plication is one example of the power of quantum 
computing.  The use of controllable quantum systems 
as quantum simulators for calculating the properties 
and evolution of complex quantum systems is an-
other.  Quantum entanglement is also employed in the 
emerging field of quantum metrology, where a system 
is placed into a an exotic quantum state which has a 
sensitivity to some external force (such as gravity or 
magnetic fields) which is greater than can be achieved 
with even the most perfect classical system.  This proj-
ect addressed several aspects of the grand challenge 
of understanding and exploiting entanglement to make 
quantum computing and other forms of quantum infor-
mation processing both practical and useful.

Background and Research Objectives

Quantum mechanical entanglement provides ways 
of solving problems, which have no efficient classical 
method of solution.  This includes factoring of large 
numbers, a task whose assumed difficulty underpins 
public-key cryptographic systems.  This important ap-
plication is one example of the power of quantum com-
puting.  The use of controllable quantum systems as 
quantum simulators for calculating the properties and 
evolution of complex quantum systems is another, first 
suggested by Feynman many years ago and now com-
ing within reach of state of the art experiments.  Quan-
tum entanglement is also employed in the emerging 
field of quantum metrology, where a system is placed 
into an exotic quantum state that has a sensitivity to 
some external force (such as gravity or magnetic fields) 
greater than can be achieved with even the most per-
fect classical system.

This project addressed several aspects of the grand 
challenge of making quantum computing, and other 
forms of quantum information processing, both practi-

Steps Toward Practical Quantum Information Processing
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cal and useful.  It has two main components.

The first is work towards demonstrating a prototype 
quantum simulator, a kind of analog quantum com-
puter that can simulate otherwise intractable many-
body systems and answer questions about statistical 
physics.  Strings of trapped ions can simulate interact-
ing spin systems and, with two internal states of the 
ion corresponding to spin-up and spin-down, laser 
beams making state-dependent forces on the ions can 
be used to engineer effective spin-spin interactions 
between neighboring ions.  The short-term aims are to 
demonstrate an effective spin-spin interaction between 
two ions and to develop methods for creating arrays of 
ions that can simulate solid lattices.  Long-term goals 
include using the quantum simulator to investigate the 
behavior of candidate hamiltonians (the formal quan-
tum mechanical way of describing a system of atoms or 
other particles), which might explain high-temperature 
superconductivity. 

The second thread is largely theoretical.  It addresses 
the important question of just where the power of 
quantum computing comes from.  It also seeks new 
quantum algorithms for an important class of prob-
lems in the mathematical theory of knots.  It involves 
research on network quantum information theory, 
quantum conditional information, and their roles in 
understanding and computational modeling of complex 
quantum systems.  Finally, it strives to deepen our un-
derstanding of quantum-mechanical entanglement, the 
unique property of quantum systems which is believed 
to be the source of the power of quantum computing 
and of other quantum technologies, and to search for 
new ways to exploit it in practical devices.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

The common thread that ties together the components 
of this project is “information”: quantum information 
science provides completely new approaches to the 
challenges of securing, acquiring, and processing infor-
mation.  The killer application for the field of quantum 
information science is factoring large numbers on a 
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quantum computer.  The prospect of using a quantum com-
puter in this way to crack public key cryptography drives a 
substantial investment in quantum computing by the intel-
ligence community.  If quantum computers can be built, it 
is clearly in the national interest that we be the first to do 
so, and if quantum computing is impossible or even con-
strained due to some fundamental physical law it is also 
important that we know that first.  This is one factor driving 
research in the area of quantum entanglement.  Another is 
that entangled systems have other useful applications be-
sides quantum computing.  Their delicate nature, which is 
a big engineering challenge to exploiting them in quantum 
computers, also makes them exquisitely sensitive detectors 
of many important forces and fields.  This “quantum me-
trology” aspect of entanglement is important to National 
needs and to the LANL mission in sensing.

Although realizing practical quantum computation will 
take many years, the exciting prospect of solving otherwise 
intractable problems using controllable quantum systems – 
quantum analog computing - is becoming possible now.  As 
Feynman noted many years ago, it is essentially impossible 
to simulate even a modest quantum system on a classical 
computer (e.g., the world’s most powerful supercomputer, 
LANL’s “Roadrunner”, will be able to deal with only around 
40 particles).  The reason is fundamental: the amount of 
information contained in a quantum system increases ex-
ponentially with the number of particles in the system.  In 
contrast to the demanding requirements of large quantum 
computers, systems of just 100 qubits can form useful 
quantum simulators.  Feynman’s original idea of simulating 
the physics of a quantum system on another (controllable) 
quantum system would be of direct interest for many-body 
quantum mechanics issues such as equation of state in ex-
treme conditions, high temperature superconductivity, etc. 
pursued in Los Alamos because of their obvious national 
importance.  They also help solve the engineering problems 
facing practical quantum computation.

Scientific Approach and Accomplishments

When assessing the accomplishments of this project it 
should be remembered that this project was for less than 
one year at a funding level of around 50% of a standard ER 
project. 

Quantum Simulation

Cold-trapped ions are widely regarded as the most ac-
complished technology of the many possibilities known for 
constructing a quantum computer.  They are also an ideal 
candidate system for simulating interacting spin systems.  
With two internal states of the ion corresponding to spin-
up and spin-down, it has recently been shown [1] that 
laser beams making state-dependent forces on the ions 
can be used to engineer effective spin-spin interactions 

between neighboring ions.  LANL scientists John Chiaverini 
and Warren Lybarger have just proposed an improved 
implementation of this idea [2], and detailed how to real-
ize a 2D array of trapped ions (Figure 1).  The technology 
could also be extended to ladders of ions arranged around 
a ring (Figure 2).  A set of interacting spins in this topology 
is interesting because it can be shown to be equivalent, 
via a mathematical transformation named for Jordan and 
Wigner, to the Hubbard-type models, which may provide 
the elusive fundamental explanation of the phenomenon 
of high-temperature superconductivity.

Figure 1. Rendering of section of surface trap array and micro-
coils. Leads are not shown, and the electrodes shown are only 
a representative subset of those required. Ions may be trapped 
directly above loops, or trap electrodes and coils may be offset so 
ions can be trapped above any point in a microcoil unit cell.

Figure 2. The trapped ion technology of Figure 1 can be adapted 
to realize (a) ring and (b) ladder geometries with periodic 
boundary conditions.

Work performed under this project is advancing the de-
velopment of this new ion trapping technology.  Graduate 
student Paul Blackburn developed a new experimental 
control and data acquisition software system for the main 
experiment, including enhancement of the control hard-
ware and logic.  These improvements have already been 



864 Los Alamos National Laboratory

Exploratory Research

proven to provide a more stable and more easily adapt-
able experimental control system in LANL work toward 
quantum simulation of condensed matter systems using 
trapped ions.

Quantum Entanglement and QIP Theory

The quantum information theory thread led by Jon Yard 
research explores how quantum physics changes funda-
mental notions of information and computation.  Quan-
tum particles carry a different type of information than 
the usual kind that flows through today’s computers and 
networks.  Quantum information, as it is called, behaves 
in different ways than familiar classical information, and a 
deeper understanding of its properties leads the way to-
wards dramatic advances in computational power as well as 
in unconditionally secure communication.  A basic concern 
is protecting quantum information from noise.  A noisy 
quantum process can be viewed as a communication chan-
nel (Figure 3).  Prior to this project, Yard made fundamental 
contributions to the theory of asymptotically perfect er-
ror correcting codes for point-to-point [3] and network [4] 
communication.  The ultimate limit for correcting errors 
from a given channel is called the capacity of the channel.

Figure 3. Representation of a quantum channel. A channel 
reversibly transfers the state of a physical system in the labora-
tory of the sender to the combination of the system possessed by 
the receiver and an environment that is inaccessible to the users 
of the channel. Discarding the environment results in a noisy evo-
lution of the state. The input and output denote separate places 
in space and/or time, modeling, for example, a leaky optical fiber.

While it is not yet known how to compute the capac-
ity from a description of a given channel, Yard made the 
startling discovery [5] that there are pairs of channels, 
each having zero capacity for communication which, when 
combined, nonetheless allow for noiseless communication.  
His results uncover a rich structure in the theory of quan-
tum communication which had not been anticipated and 
deepen the relationship between quantum cryptography 
and quantum coherence, while giving new hope for pro-
tecting quantum systems from noise which was previously 
thought to be too strong.  Yard has also made fundamental 
discoveries regarding how quantum information can be 
moved around within collections of quantum systems [6], 
proving the existence of optimal codes for the compression 

of quantum data which make use of quantum mechanical 
side information at the encoder and decoder.

Besides communication, another reason for protecting 
quantum data from noise is so that it can be used inside of 
a computer.  Such a quantum computer, whose constitu-
ents remain in quantum superposition throughout a com-
putation, could perform calculations, which would other-
wise be intractable on a conventional computer.  A central 
task is thus to determine the power of quantum computers 
by designing new programs, or algorithms, to be run on 
them.  To this end, Yard has developed a new algorithm for 
solving certain problems in topology on such a computer 
[7] while giving new insights into the theory of quantum 
and classical computation in general.

External Collaborators

The project supported short visits by several external col-
laborators, all-working with LANL scientists to better con-
nect theory and experiment in quantum information pro-
cessing.

Professor Augusto Smerzi of the University of Trento (Italy) 
is collaborating with Lee Collins and other colleagues at 
LANL to investigate practical applications of ultracold atom 
systems to quantum technologies such as high-precision 
measurement.  Ultracold gases, especially when chilled 
below their critical temperature, provide a new arena for 
testing fundamental concepts such as superfluidity and 
phase transitions and for exploring applications to a broad 
set of fields from quantum information to geophysics.  As 
atoms are cooled, they begin to exhibit quantum mechani-
cal properties such coherence and entanglement.  In the 
former, the atomic wave functions overlap, and a system of 
millions of atoms suddenly behaves as one entity, the Bose-
Einstein condensate.  The gaseous BECs lend themselves to 
intricate manipulation with external fields and to detailed 
imaging.  The other property, entanglement, allows systems 
to exist in arbitrary superpositions of states unlike in classi-
cal systems.  Various mechanisms such as interferometers 
operating with light (photons) generally have a sensitivity 
related to 1/sqrt(N) where N represents the number of 
particles.  However, the entanglement in ultracold atomic 
systems yields a drastic improvement to 1/N, the so-named 
Heisenberg limit.  While photon numbers far exceed those 
for atoms, the inverse-N dependence implies that quantum 
devices such as interferometers are now reaching sensitivi-
ties comparable to the best optical devices.  As the number 
of experimentally trapped atoms continues to rise, the 
prospects appear propitious for atom optical devices to be-
come the measuring instruments of choice in many areas.  
The means of achieving these levels of precision has been a 
primary goal of this collaboration. 

The ability to manipulate the BEC with various fields per-
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mits the design of quantum devices in analogy with many 
currently-operating systems.  For example, the super-
conducting quantum interference device (SQUID), which 
measures very small changes in the magnetic flux through 
superconducting loops, has an extensive range of uses from 
biomedical scans to detecting gravitational waves.  An anal-
ogous system might be constructed from BECs by confining 
the superfluid in a toroidal geometry.  Due to the superfluid 
nature, a current or circulation in such a loop, once started, 
would persist undiminished for very long times.  However, 
until recently, no effective procedure existed for initiating 
such currents.  This situation has changed with the dem-
onstration by the NIST group that a Gauss-Laguerre light 
beam, produced by a particular twisting of wave fronts, can 
impart angular momentum directly to a toroidal BEC, thus 
generating a persistent current.  Placing barriers within the 
torus to modulate flow produces a configuration similar to 
a SQUID.  This may, given the properties of the ultracold 
system, lead to sensitivities beyond current superconduct-
ing devices.  An experimental BEC research group at LANL 
led by Malcolm Boshier has also just demonstrated a new 
technology for confining and manipulating BECs using fo-
cused laser beams, which could be applied to these ideas 
to realize practical measuring instruments.

In the work supported by this project, we have investigated 
both analytically and numerically several promising 1D 
models of a flow in a superfluid over a barrier.  This has 
lead to several interesting findings concerning the nature 
of the process such as the identification of a class of stable 
solutions and the development of solitons in response to 
gradual changes in the height and width of the barrier.  
Such studies have lead to the construction of more real-
istic models in 2D and the 3D toroidal geometries.  Initial, 
large-scale computational studies in 2D have confirmed 
that many of the basic 1D findings have direct analogues.  
Other phenomena such a vortex formation remains strictly 
a multi-dimensional effect, whose full realization requires 
3D simulations.  We have developed very powerful, highly-
parallel computer methods to address these cases.  We 
expect several papers to arise from this recent work.

In a related thread, Professor Matt Davis from the Univer-
sity of Queensland recently visited LANL to further our col-
laboration on a project involving drag forces in superfluids.  
It is widely accepted that a superfluid flow exhibits a critical 
velocity below which an object immersed in the flow would 
feel no force despite the fluid’s movement.  However, this 
mechanism ignores the presence of quantum fluctuations, 
which, there is reason to believe, can produce a drag force 
on an immersed object and thus affect the critical veloc-
ity.  It is precisely this effect that Matt Davis and LANL’s 
David Roberts have studied during his visit to LANL.  Much 
progress was made in simulating this drag effect in dilute 
condensates using a quantum simulation technique that 
approximates the quantum fluctuations by Wigner noise.  

Although there are still various problems that need to be 
resolved, publication of the results in Physical Review is 
expected before the end of the year.

Finally, Professor Juan Pablo Paz from the University of Bue-
nos Aires is working with the LANL group of Wojciech Zurek 
on the important issue of the effect of a system’s environ-
ment on quantum entanglement in that system, using the 
theory of decoherence pioneered by Zurek.
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Abstract

The simulation of interacting quantum systems is 
generally intractable using classical computers as the 
required resources scale exponentially with system 
size.  Many condensed matter physics problems require 
understanding of these types of problems, however, 
for application of correlated electron and spin behavior 
to novel material design as well as for the description 
and manipulation of quantum phase transitions, route 
to fundamental understanding of coherent material 
properties.  The future of energy security depends in 
part on devising new materials with desirable behav-
iors.  Use of a controllable quantum system to emulate 
the typically inaccessible materials themselves allows 
one to bypass the exponential difficulties.  In our effort 
to pioneer the use of trapped ions for quantum simula-
tions, we have developed a trap-array structure with 
on-chip delivery of radio-frequency (RF) control fields.  
This will enable large arrays of trapped-ion “spins” for 
the simulation of quantum magnetic systems while 
eliminating the largest fundamental source of error in 
standard schemes for trapped-ion quantum processing.  
These advances should also lead to reductions in the 
errors in two-quantum-bit “gates” for quantum com-
puting with trapped ions.

It should be pointed out that this was a project that 
was funded for the 9 month period Jan-Sep 2008 only, 
with funds approximately equivalent to one year at the 
standard LDRD ER level, not the typical 3-year ER fund-
ing level.

Background and Research Objectives

Quantum computers promise dramatic speedups over 
classical computers for tasks such as factoring and 
search.  However, a quantum computer capable of out-
performing a classical model at these tasks will require 
thousands of qubits (quantum bits) and hundreds of 
thousands of individual operations.  Alternately, there 
are problems for which an exponential gain can be ob-
tained using a system of tens of qubits.  Such problems 

Trapped-ion Quantum Simulations of Condensed-Matter Systems for 
Understanding of Novel Materials
John Chiaverini
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are quantum simulations of interacting quantum sys-
tems, as described here.

To take one example, high-temperature superconduc-
tivity (HTS) may lead to room temperature resistance-
free current transport and other efficiency gains of 
national energy security interest, if only its mechanisms 
are more fully understood; at present, there is no suc-
cessful theory for HTS behavior.   Many models have 
been suggested, but only those with a high degree of 
symmetry or those related to previously solved prob-
lems can be made predictive.  Exact solutions for large 
numbers of interacting quantum particles are difficult 
to acquire, and therefore many plausible models can-
not be practically explored.  The direct investigation of 
a larger selection of models will be enabled by quan-
tum simulation.  As long as the proposed Hamiltonian 
can be mapped onto a lab Hamiltonian, the former’s 
exact quantum evolution can be reproduced.  One 
model suggested to explain HTS is the Hubbard model, 
which consists of fermions that can tunnel between 
sites and interact with each other.  The Hubbard model 
is not solvable in two dimensions for arbitrary inter-
actions.  However, through mapping of this hopping-
fermion model to an interacting spin Hamiltonian [1], it 
can be emulated in a collection of trapped ions manipu-
lated by laser beams. 

The use of quantum methods for computing was origi-
nally suggested to solve this type of problem [2].  The 
density matrix for an N-spin-1/2 interacting system con-
tains 2^2N complex elements.  This exponential scaling 
limits (classical) supercomputers to exact simulation 
of 30--40 spins.  Nature, however, is not bothered by 
exponential complexity, and so the use of an accessible 
quantum system to tackle such a problem can provide 
a large speedup.  By mapping the problem to be solved 
onto interactions between individual trapped ions, we 
can provide insight into condensed-matter systems 
which cannot be easily and cleanly manipulated. 

Atomic ions are one of the most advanced systems for 
quantum information processing [3], and pairs of their 
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internal electronic levels are perfect spin-1/2 analogs.  Ions 
are trapped by electromagnetic fields and are typically 
manipulated using laser beams.  The ions’ shared external 
vibrational states in the trap are used to couple different 
ions’ internal states.  Traps currently in use are one-dimen-
sional arrays containing a few ions (see Figure 1), but such 
designs may enable basic-level simulations of interacting 
spin Hamiltonians through application of fields to bring 
about state evolution and subsequent state determination.  
Hamiltonian parameters can be adjusted via laser frequen-
cy and intensity, easily-controlled experimentally [4].

Figure 1. Standard ion trap structure and trapped ions.  (a) 
Drawing of macroscopic linear quadrupole RF Paul trap for 
electromagnetic confinement of ions showing typical scale and 
voltages applied.  (b) Ion fluorescence image.  Five ions are held 
in a trap like that depicted in (a).  The distance between ions is 
approximately 10 micrometers, and the false colring represents 
fluorescence level from black up to blue.

Currently, it is difficult to realize large-scale quantum simu-
lations in the lab for two reasons, one technological and 
one fundamental.  First, with macroscopic traps as de-
scribed above, it is impossible to form the large arrays that 
would allow simulations of systems inaccessible with clas-
sical simulations.  Second, there are fundamental sources 
of error (described below) in the standard method for 
bringing about interactions that are sufficiently large that 
simulations using hundreds of spins would not faithfully 
reproduce the behavior of the system of interest.  Below 
we describe the method we have developed to address 
both of these problems using a novel surface-electrode 
trap array with integrated delivery of RF fields for the on-
chip production of spin-spin interactions.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

This research lies at the center of the second S&T priority 
under the Complex Systems Grand Challenge in the FY09 
LDRD-DR Strategic Plan (“Exploiting quantum systems: 

computations, simulations, ...”).  It also has a connection 
with the “Information Science” Grand Challenge and LANL’s 
mission to remain at the forefront of computing and algo-
rithmic technologies.  Direct simulations of quantum sys-
tems will not get easier with time despite Moore’s law.  The 
exponential nature of the problem makes it imperative to 
develop new methods, and quantum processing is one tech-
nology that can address the problem.  Our work overlaps 
with the “Fundamentals of Materials” Grand Challenge:  The 
methods we have developed will be capable of simulating 
or emulating behavior of matter starting from the most fun-
damental (quantum) level.  The DOE Office of Science Basic 
Energy Sciences program is also recognizing the importance 
of this new research area to condensed matter physics, es-
pecially in regards to quantum emulation as a tool for basic 
understanding of condensed matter.

High-fidelity multi-qubit quantum operations with errors 
below the fault-tolerance threshold will be necessary for 
any large-scale quantum processor hoping to, e.g., factor 
large numbers faster than a classical computer.  This applica-
tion to cryptography is of obvious interest to for adversarial 
communication intercept. However, this type of quantum 
control would also make a great impact on quantum infor-
mation science in general, including possible uses in other 
quantum algorithms and quantum repeaters for secure 
communication.  An additional, very relevant area that 
could be expanded with improved manipulation of quantum 
entanglement, as described here, is quantum-enhanced 
measurement (QEM).  QEM could enable quadratic or bet-
ter enhancements in electromagnetic sensing precision with 
comparable resources to standard measurement methods.  
Our research impacts quantum information science by in-
creasing our understanding of quantum systems that are 
of the size and that have architectures suitable for useful 
quantum information processing (QIP). QIP has an immedi-
ate interest for LANL and DOE because of its significance 
for homeland security and threat reduction.  The research 
described here aligns well with the goal of the Quantum 
Institute to build up our quantum information processing 
architecture to position LANL to become a major player in 
these applications of quantum information processing.

Scientific Approach and Accomplishments

The largest fundamental error, at the few-percent level, 
affecting the best present multi-qubit quantum operations 
[5] is due to the use of lasers to apply an optical force to 
trapped ions dependent on their internal electronic states.  
These forces are typically brought about using two-photon 
Raman transitions that couple to quantum states (long-
lived levels) virtually through short-lived electronic states, 
as shown in Figure 2.  The lasers are detuned from reso-
nance with these intermediate states, but even at gigahertz 
and terahertz detunings, the scattering probability from 
these levels is large enough to cause qubit errors at the per-
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cent level [6].  The use of these intermediate levels leads 
to a fundamental limitation in current two-ion interaction.  
This limitation is such that for simulations of hundreds of 
spins, most experimental “runs” of the simulation would be 
faulty, even not considering all other error sources.

Figure 2. Optical and alternative RF excitation for two-qubit 
gates.  Ion electronic levels are depicted  as Black lines, and 
colored lines represent applied electromagnetic control fields 
(green for the optical Raman scheme and red for RF excitation).  
The S level is a long-lived qubit state, and the P levels are short-
lived intermediate levels.  The detuning [Delta] from resonance 
and fine structure splitting [omega]f are depicted, and [omega]t 
is the trap frequency.

Multi-ion spin-spin interaction may be brought about with-
out the use of lasers to create forces on the ions---applied 
RF radiation near the ions’ trap frequency can also produce 
forces, if the RF fields have appreciable spatial gradients [7] 
compared to the ions’ wave-packet extents (10’s of nanome-
ters) in the harmonic trapping potential (see Figure 2).  The 
use of direct RF fields does not require coupling to short-
lived intermediate levels, almost completely eliminating 
the error due to spontaneous photon scattering described 
above.  RF wavelengths are long (meters) however, so gradi-
ents must be introduced.  These gradients can be produced 
by means of microfabricated coils which, due to their sub-
wavelength extent, will produce nearby fields that vary rap-
idly in space.  These coils can be integrated with surface trap 
electrodes such that the electrodes required for both trap-
ping ions and for bringing about interactions between pairs 
of ions will be part of the same modular structure [8] (see 
Figure 3).  RF fields applied to the coils beneath each ion 
produce a large-gradient field at the ion’s position, which 
can produce a state-dependent force.  If these fields vary in 

time near the trap frequency, the ions’ vibrational motion is 
excited dependent on their state, leading to a gate similar to 
the controlled-phase gate (which is equivalent to a spin-spin 
interaction), as in the current optical case.

Figure 3. Rendering of section of surface trap array and micro-
coils.  Leads are not shown, and the electrodes shown are only 
a representative subset of those required.  Ions may be trapped 
directly above loops, or trap electrodes and coils may be offset 
so ions can be trapped above any point in a microcoil unit cell.  
Possible  values for the dimensions are coil radius R = 5 microm-
eters, ion-surface distance d = 5 micrometers, and inter-ion 
distance a = 15 micrometers.

Using this scheme, we calculate that we can produce 
spin-spin interactions at the kilohertz scale with devices 
at easily accessible scales and realistic applied RF power.  
This kilohertz interaction is to be compared with the many-
millisecond to second scales for quantum level coherence 
demonstrated in trapped-ion systems.  To get a reliable 
simulation of an interacting spin system, we must be able 
to let the system evolve under these interactions for a time 
that would allow us to see the interactions take place, and 
with kilohertz rates, the required timescale is approximate-
ly 1 ms.  We can also bring about global spin rotations, 
which simulate the effect of spins in an external magnetic 
field.  Microwave fields produced uniformly across the ar-
ray can bring these rotations about with rates comparable 
to or faster than that for the spin-spin interactions.  The 
combination of these two parts of the simulation, the local 
spin-spin interaction and the global spin-field interaction, 
will allow for understanding of the competing interactions 
present in many solid-state systems.  These are the prop-
erties that make them technologically and fundamentally 
interesting and useful, and these are the fundamental 
behaviors that we hope to elicit in our much more control-
lable system of an array of trapped ions.

What’s more, these surface-electrode trap arrays can be 
fabricated with standard microfabrication techniques, us-
ing optical photolithography, standard metal deposition 
and etching, and electroplating.  The scales required are 
well above the resolution limits, and error in the lithog-
raphy, small to begin with, are transmitted to the fields 
above at a greatly reduced level, making the system robust 
to technical uncertainties in fabrication.  Simpler surface-
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electrode traps have been demonstrated previously [9], 
and the RF coils used here can benefit from the long his-
tory of technology designed for nuclear magnetic reso-
nance excitation with magnetic coils.  Since the ion array 
layout is controlled by the surface electrode structure, we 
can produce any array desired, not just the square lattice 
depicted above.  For instance, there are many interesting 
array symmetries that produce quantum behaviors that 
are poorly understood, such as spin glasses and geometric 
frustration that can be found in lattices with triangular 
or hexagonal symmetries.  These problems could be ad-
dressed in our system with only a minor modification to 
the array design.  Similarly, defects and pinning of the lat-
tice can be introduced intentionally so that the effects of 
these ever-present imperfections in real materials may be 
more systematically studied. 

In addition to the quantum emulation work described 
here, this technology may also benefit quantum comput-
ing two-qubit gate fidelity, since the spontaneous photon 
scattering described above is a limiting factor for these 
operations in trapped ions, as well.  Using gates brought 
about with RF fields, these operations should become 
fault-tolerant, allowing arbitrarily long quantum algorithms 
when error correction is used.  Such arrays may also find 
use in a related but complementary form of quantum pro-
cessing known as on-way quantum computing (OWQC) or 
measurement-based quantum computing [10].  OWQC can 
perform any algorithm that a standard quantum computer 
can, but it involves only measurements and single-bit rota-
tions after an initial, one-time multi-qubit operation.  The 
arrays described here could allow for this initial entangling 
operation using the RF interactions, and then all subse-
quent steps are much easier individual qubit rotations and 
measurements [8].

In short, on-chip delivery of RF control fields to ions held in 
an array by microfabricated surface traps will enable ad-
vances in many areas of the quantum information process-
ing field.  We hope to be able to follow on to the research 
conducted here and build these devices in the near future.  
Our first goal will be to produce spin-spin interactions be-
tween a few ions without the use of lasers.  Then we will 
move onto larger arrays to attack condensed matter mod-
els inaccessible using direct classical computer simulation.  
This will open up new opportunities for modeling of the 
solid state, eventually allowing the design of novel materi-
als from the fundamental level up.
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Introduction

The aim of this project is the theoretical and computa-
tional study of the interaction of ultrashort laser pulses 
with atoms and molecules as well as the behavior of 
composite materials under extreme conditions. With 
the duration of electromagnetic pulses reaching the 
fundamental time period of electron motion, we have 
reached a critical threshold for probing, manipulating, 
and understanding the basic interactions and processes 
that govern matter at the atomic scale. For example, 
experiments have recently observed in “real” time 
(~attoseconds) the migration of electrons from conduc-
tion bands to the surface and the jumping of electrons 
from different sites within a molecule. Such ultrafast 
exchanges hold substantial promise for assembling new 
nano-materials and altering fundamental electronic 
mechanisms that govern the outcome of intricate quan-
tum mechanical events. A thorough knowledge of the 
simplest of these mechanisms is required in order to 
piece together more complicated systems. Therefore, 
we begin our studies with simple systems in order to 
explicate the basic mechanics. This study in turn re-
quires the development of sophisticated computational 
techniques to solve the basic underlying quantum 
mechanical equations. In addition, we perform a com-
plementary study on more extended systems such as 
mixtures of atoms in the warm, dense matter regime, 
typical of planetary interiors and inertial confinement 
fusion capsules. Our goal again concentrates on the 
understanding of basic quantum mechanical interac-
tions as a means of extracting certain prescriptions for 
determining the properties of the composite from the 
pure atomic constituents. Such rules have extensive ap-
plication in the modeling of macroscopic phenomena.

Benefit to National Security Missions

The ability to probe material properties on the time 
scale of atomic motion promises better understand-
ing of basic materials from the solid to the plasma 
state. Our probes will greatly improve our fundamental 
knowledge of important materials, impacting DOE mis-

Ultrafast Phenomena: Short-Pulse laser Interactions with Atoms and 
Molecules 
Lee A Collins

20061600PRD4

sions from materials for energy to sensors for threat 
reduction.

Progress

This fiscal year has marked a time of concerted progress 
on the basic elements of the project and has witnessed 
four publications and four manuscripts in the submis-
sion process to high-profile, peer-reviewed research 
journals such as Physical Review as well as an invited 
talk at the annual meeting of the Division of Atomic, 
Molecular, and Optical Physics of the American Physical 
Society. 

Several areas in regards to the interaction of atoms and 
molecules with intense and ultrashort laser fields have 
received particular attention including the double pho-
toionization of Helium and the Hydrogen molecule. The 
first investigations have focused on small two-electron 
systems since they provide an effective testbed for 
more complicated targets, for cleanly resolving basic 
interactions and mechanisms, and for comparisons with 
experiments. They also provide the simplest systems 
for the study of correlation, which arises solely through 
quantum mechanical effects, and can dramatically al-
ter certain processes from a classical or perturbative 
picture. For Helium, our studies have disentangled very 
complicated cross sections in terms of sequential and 
nonsequetial processes in regards to whether the sys-
tem absorbs two photons simultaneously or one after 
the other. The knowledge of such fundamental internal 
processes is essential to understanding the means of 
manipulating and controlling atoms, molecules, and 
nanosystems by external electric and magnetic fields. 
In addition, the formalism has been expanded to de-
termine not only the distribution of the electrons but 
also of the recoiling ion. This full characterization of 
the kinetic and spatial distributions of the final states 
of the particles can be directly compared to elaborate 
experiment results from sophisticated detectors, giving 
a complete view of the photoionization process that 
allows separation of the various competing mecha-
nisms. All these intricate comparisons arise from our 
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ability to solve the time-dependent Schrodinger equation 
that describes the quantum mechanical nature of these 
systems. To this end, we have improved our finite-element 
discrete variable representation program by extensions to 
massively-parallel constructions and more accurate tem-
poral propagators. The program scales linearly on parallel 
platforms over hundreds of processors.

A related set of calculations focuses on the Hydrogen 
molecule. An interesting speculation has arisen in these 
ultrashort interactions as to whether the ejected electron 
in passing between the nuclear centers can undergo in-
terference much as in the famous double-slit experiment 
by Young with light. Our theoretical results have placed 
distinct limits on this mechanism and questioned this in-
terpretation of recent experiments at low photon energies. 
We have also devised elaborate visual display packages 
that permit a clear examination of the complicated spatial 
probability distributions that describe the exiting particles.

In a related study, we have applied density functional theo-
ry approaches to atomic mixtures such as Lithium Hydride 
(LiH) in the warm, dense matter regime.  This regime cov-
ers such areas as planetary interiors, White Dwarf surfaces, 
inertial confinement fusion (ICF) capsules, and high energy 
density physics (HEDP) devices such as Z-pinch machines. 
We use the large-scale quantum simulation techniques to 
test various mixing rules devised to combine pure atomic 
properties to form those of the composite. These rules 
provide extensive information for many data bases used to 
model macroscopic phenomena. We found that in some 
regimes, these rules can have substantial errors for the 
equation-of-state and opacities.

Future Work

The advent of ultrashort laser pulses has revolutionized the 
study of basic material properties, both static and dynami-
cal. The short time scale permits probing of the motion of 
atoms within molecules, chemical reactions, and structure 
changes. This feature of the pulse can also be used to pro-
duce high intensities in which the strength of the laser field 
exceeds that binding the atomic particles. In such cases, 
interesting new phenomena arise such as high harmonic 
generation, which has in turn been employed to generate 
attosecond (10^-18s) pulses on the time frame of electron 
motion. To explore such rapid and strong interactions re-
quires treating the full three-dimensional time-dependent 
Schrödinger equation that describes the intricate quantum 
mechanical processes, since perturbation approaches fail 
in these regimes. We shall develop a highly-scalable tech-
nique for solving this massive problem by merging several 
powerful schemes. The spatial component will be treated 
by a discrete variable representation (DVR) within finite 
elements. This permits a very flexible spanning of space 
occupied by the complicated wavefunction solution while 

utilizing the highly-efficient and accurate DVR scheme to 
minimize the number of points within an element. A real 
space product approach assures a systematic and rapid 
propagation of the temporal component. Initial tests on 
small atomic systems indicate a robust procedure that 
gives linear scaling out to a thousand nodes. However, to 
address the wide variety of systems under current experi-
mental investigation will require large-scale extensions to 
treat more complex systems, principally to merge atomic 
and molecular structure capabilities (e,g. density func-
tional theory) with the temporal and gridding techniques. 
Studying attosecond imaging techniques for complicated 
systems, ultrafast manipulation procedures for chemical 
processes, and the effects of correlation in time-evolving 
cases give but a few of the potential applications.

Conclusion

We expect to develop efficient, parallel algorithms to solve 
the time-dependent quantum mechanical equations that 
describe the interaction of radiation with matter. Such 
massively-parallel approaches are essential to describe the 
large temporal and spatial domains covered by such cases. 
We shall employ the techniques to study attosecond pulse 
interactions with atoms and molecules in order to image 
and follow the underlying electronic motion, which should 
yield a better understanding of basic structure and dynam-
ics of basic material systems. 
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The two main thrusts of this project are to study the 
progenitors of gamma-ray bursts and supernovae, and 
to study sources of gravitational wave emission.

The primary progenitors of both gamma-ray bursts and 
type Ia supernovae are binary star systems.  In this proj-
ect, we are modeling the populations of these systems 
to determine their formation throughout the history of 
the universe.  By comparing these results to observa-
tions, we can probe the early universe and help devise 
better experiments to study dark energy.  We are using 
a Monte-Carlo population synthesis code on LANL and 
New Mexico (Encanto) computers to run these calcula-
tions.

We are also modeling the sources of gravitational wave 
emission as part of his work as a Laser Interferometric 
Gravitational-Wave Observatory (LIGO) member.  This 
work leads much of the general relativity work done at 
the laboratory into a focus that is closer to that of main-
stream science.

Benefit to National Security Missions

This project takes full advantage of the computational 
and physics expertise developed at the national labo-
ratories as part of their mission in nuclear weapons.  It 
has direct relevance to DOE Office of Science missions 
such as SNAP (Supernova/Acceleration Probe) and may 
impact LANL’s “Beyond the Standard Model” Grand 
Challenge.

Progress

We focused much of the work on the study of gamma-
ray bursts (GRBs) progenitors at high redshift, as these 
GRBs hold the most promise as probes of the early 
universe.  We have studied the formation processes for 
population III (first generation of) stars.  But we have 
also studied the role of a number of additional binary 
effects, published in a series of papers in the Astrophys-
ical Journal.

Gamma-Ray Bursts and Gravitational Waves from Compact Mergers
Christopher Lee Fryer

20070574PRD1

An example of this work is the study of a twin popula-
tion of massive stars.  There is some evidence that 
massive stars are born in binaries where the masses of 
the two stars in the binary are nearly equal.  But most 
of this evidence did not arise from observations of bi-
naries themselves (which suggests the opposite) but 
the argument that these binaries can better explain the 
population of double neutron stars and also gamma-ray 
burst progenitors.  The question we worked to solve is:  
how do such binaries affect the double neutron star and 
gamma-ray burst populations?  Surprisingly, it had less 
effect than had been previously assumed, arguing that 
these twins are unlikely to really exist.  This work has 
been submitted to the Astrophysical Journal.

Another example of this work is our study of neutron 
star birth masses.  This project takes full advantage of 
the supernova expertise at Los Alamos and will produce 
a new set of birth neutron star masses to be used by 
the greater population synthesis community.

We are also working on a study of type Ia supernova 
progenitors.  This work ties directly into LANL’s work on 
the Destiny Joint Dark Energy Mission.  For this work, 
LANL is using Advanced Simulation and Computing 
(ASC) codes to model type Ia Supernova emission to be 
used in designing the Joint Dark Energy Mission (JDEM) 
satellite.  The spectra and light curves of supernovae 
depends sensitively on the surrounding environment 
and, as a result, on the progenitor.  Our work thus far 
provides the first step in this study - the characteristics 
of the progenitor.

We are currently working with New Mexico State Uni-
versity and Harvard’s Center for Astrophysics to do the 
first complete study of type Ia progenitors.  We will 
then couple these results to hydrodynamic studies of 
white dwarf mergers to produce detailed environments 
around type Ia supernovae, ultimately producing light-
curves for these events.  The crucial aspect of this study 
is to determine if there is a population of type Ia pro-
genitors that are rare at low redshift, but more common 
at the high redshifts probed by the Joint Dark Energy 
Mission.  If this progenitor has light curves that do not 
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follow the peak brightness/width relationship of low red-
shift supernovae, they may add a systematic error to the 
observations at these redshifts, hampering the success of 
the Joint Dark Energy Mission.  If this is the case, we will 
determine if we can pinpoint some spectral feature that 
can be used by this mission to remove these progenitors.  
We have begun much of the work for this project in the 
past year and hope to finish many results in the next year

Future Work

The primary issue with gamma-ray burst progenitors for 
short-duration bursts is the evolution of binaries.  This also 
dominates many of the uncertainties in determining the 
signals from these binaries with respect to gravitational 
waves.  Our project will focus on this binary evolution.  The 
goal of this project is to first revamp our binary popula-
tion synthesis code by developing better physics codes to 
determine the parameters in this code:  advanced stellar 
evolution models developed at LANL taking advantage of 
detailed models of mixing, binary merger calculations us-
ing the LANL-developed Smooth Particle Hydrodynamics 
(SNSPH) code, using the latest developments in nuclear 
physics to revamp our understanding of neutron stars.  
After developing the tools and running them to revamp 
the binary evolution code, we will then begin an intensive 
study of these binaries focusing on the observational im-
plications of such physics-based calculations including both 
gamma-ray bursts and gravitational wave detections.

Conclusion

This project will rule out many of the proposed gamma-ray 
burst progenitors allowing theorists to focus on the few 
remaining progenitors for detailed numerical study.  These 
massive explosions play such an important role in our un-
derstanding of the universe from large-scale cosmology 
(these bursts are so powerful that they can be observed in 
the early universe and hence can be used as standard can-
dles) to our understanding of the Earth (it has been pro-
posed that a gamma-ray burst, not an asteroid, caused the 
extinction of the dinosaurs).  By understanding their pro-
genitors, we make all of these broader studies tractable.
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The aim of the project is to investigate new techniques 
and basic science of ultra-low field (ULF) nuclear 
magnetic resonance, NMR,  and magnetic resonance 
imaging, MRI. The advantage of ULF is simplicity in gen-
erating fields, new contrast features, new information 
about dynamics, and possibility to develop inexpensive, 
portable MRI scanners, to supplement high field MRI 
scanners widely employed in medical hospitals and 
research facilities. The last point is particularly signifi-
cant because if ULF MRI scanners are developed, this 
can lead to a revolution in MRI technology and medical 
diagnostics. The atomic magnetometer (AM) is the key 
for such revolutions, because AMs are non-cryogenic, 
maintenance-free, and inexpensive. So far MRI with an 
atomic magnetometer has not been demonstrated, and 
the important goal of this project is such demonstration 
and the development of applications based on it. The 
behavior of MRI parameters such as T1 (longitudinal 
relaxation) and T2 (transverse relaxation) contrast en-
hancement is another important goal for the project. 
Such contrast enhancement is one of advantages of 
ULF MRI, with possibilities for applications in cancer 
diagnostics. For example, to enhance contrast gado-
linium based compounds are injected, but at ULF MRI 
similar contrast can be achieved without injection of 
gadolinium. Our group works on the detection of liq-
uid explosives for department of homeland security 
and on the detection of enrichment of uranium, both 
methods closely relevant to LANL missions which rely 
on ULF NMR/MRI.  The present technology is based on 
SQUID (superconducting quantum interference device) 
magnetometers, which require liquid helium. However, 
similar experiments can be conducted with atomic mag-
netometers with benefit of non-cryogenic operation, 
simplifying deployment of ULF NMR systems in real life 
applications.

Theoretical and Experimental Investigation of Relaxation Mechanisms in Ultra-
low Field NMR for Magnetic Resonance Imaging
Michelle A Espy

20070626PRD2

Benefit to National Security Missions

This work could impact DOE missions including counter 
proliferation because ultra-low field NMR can detect 
U235 inside metal containers (lead), energy missions 
through the potential ability to detect and log oil re-
serves, and support for DHS missions through the ability 
to detect explosives, even inside other containers.

Progress

This year was extremely productive: we were able to 
obtain the first MR image with an atomic magnetom-
eter (Figure 1) and submitted the results to Physics 
Review Letters [1]; we also recorded the first brain im-
age at ultra low field using SQUIDs, and the results are 
published in JMR [2]. The work on the analysis of 3He 
NMR signal at ULF NMR continued and the paper was 
published in JMR [3]. The system for NMR/MRI with 
an atomic magnetometer has been built and is under 
investigation. Initial results are obtained and optimiza-
tion plan is designed to improve the sensitivity and 
practical applicability of the techniques based on the 
atomic magnetometer. We plan to conduct various ULF 
MRI experiments with the atomic magnetometer: first 
MRI of the human hand; first brain MRI with an atomic 
magnetometer, investigate applications to food inspec-
tion, security (detection of explosives), and to explore 
basic science of ULF MRI. The work has revolutionary 
value and further progress can lead to the development 
of new MRI techniques, widely applicable in healthcare, 
industry, security and military. 

   

Figure 1. MRI obtained with SQUID (left) and atomic magnetom-
eter (right) at 3.2 kHz. Resolution is 2 mm, acquisition time is 12 
minutes. 
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In addition to the above spectacular achievement, we have 
done work on analysis of theoretical aspects of ULF MRI 
relaxation. For example, the relation between relaxation 
and dynamics was explored for potential applications in 
the studies of proteins, fuel cells, diffusion. We have also 
looked at the possibility of the magic angle rotation of the 
magnetic field (not the NMR sample as in conventional 
methods), which should enable the applications in solid 
state ULF NMR, completely new unexplored dimension of 
NMR. For example, it is impossible to rotate a human sub-
ject even at low frequency, but the field can be rotated at a 
kHz rate and NMR lines can be significantly narrowed and 
the signal enhanced.  Finally, we have measured T1 and T2 
of the human brain at ultra-low frequencies for the first 
time [4].

Future Work

The effort will continue to investigate nuclear magnetic res-
onance NMR relaxation mechanisms in ultra-low (micro-Te-
sla) magnetic fields, with emphasis on improving our imag-
ing contrast. Contrast mechanisms are due to fluctuations 
caused by thermal motion of molecules. The main applica-
tion of this research is in ultra-low-field (ULF) MRI (magnet-
ic resonance imaging) and spectroscopy. The differences in 
relaxation times at ULF may enable new methods for imag-
ing and material differentiation that cannot be realized at 
high fields (~Tesla). In all applications relaxation times are 
of great importance. The challenge of this research is the 
signal is much smaller than in conventional NMR, thus the 
most sensitive magnetic detectors and shielding have to be 
used. For example, relaxation times and mechanisms in ULF 
are not known even in simple substances. 

Apart from imaging contrast, we also desire to improve 
imaging resolution and signal-to-noise ratio. These will be 
important steps both for developing a research tool and 
demonstrating practical applications of the technology.

Proposed Work

Measure relaxation times for various substances and ana-
lyze relaxation mechanisms. In conjunction with experi-
mental work, current theories of relaxation time will be 
extended to formulate an understanding of the relation-
ship between relaxation times and applied magnetic field 
strength. The difference in relaxation time (T1, longitudinal/ 
T2, transverse,  or  “contrast”) between different tissue 
types is a powerful tool in modern clinical MRI. Currently, it 
is a baffling mystery why different closely related materials 
(e.g. healthy and tumor tissue) have significantly different 
relaxation times.

We plan to extend our measurements from phantoms to 
biological objects including in vivo imaging with ~ 1mm spa-
tial resolution.

Impact of Work

The result will be: 1) the measurements of relaxation times; 
2) the development of theory of relaxation in low field; 3) 
demonstration of MRI with an atomic magnetometer; 4) 
applications in cancer diagnostics; 5) other applications in 
areas such as security, food inspection (the content of met-
al containers, such as canned food, can be analyzed without 
opening using ULF NMR), and geology. In the long term, 
this research can result in the development of portable 
inexpensive ULF MRI scanners for medical diagnostics with 
benefits to millions of people for whom such diagnostics 
will be accessible.

Conclusion

We anticipate that understanding NMR relaxation mecha-
nisms at ultra-low fields will enable us to improve medical 
imaging manifold. This is particularly important for people 
who can not be imaged in traditional MRI systems. This 
work will also tremendously enhance our ability to detect 
and differentiate materials. Ultra-low field NMR is particu-
larly unique in the ability to make such measurements in-
side metal containers. This has a variety of national security 
applications and non-defense applications (such as food 
inspection).
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Introduction

Various problems in diferese fields, from statistical 
physics to cellular regulatory networks, involve analysis 
of stochastic properties in transport phenomena on a 
variety of networks. This analysis is usually very difficult 
due to the intrinsic stochastic nature of the processes, 
which necessitates their computational modeling in a 
computationally prohibitive event-by-event fashion.

In this project, Nikolai is developing ways to transplant 
the tools that have proven to be effective in mesoscopic 
condensed matter physics into the realm of stochastic 
processes on networks. If successful, many decades 
of successful work in one field will come to bear fruits 
in another, allowing fast and efficient simulations and 
analysis of the processes, and impacting a variety of 
fields, from basic biomedical sciences, to biosecurity 
and energy security.

A critical notion in the work is the geometric phase, 
a common property of quantum and mesoscopic sys-
tems, but previously unseen in the stochastic domain. 
In the course of the project, we have discovered the 
phase in certain biochemical processes, and it is ex-
pected that similar results will hold in arbitrary systems. 
The phase will be the main conduit for connections be-
tween mesoscopic quantum systems and the stochastic 
transport on networks.

Benefit to National Security Missions

The project will develop predictive capabilities appli-
cable to the biosciences mission of DOE, specifically for 
bioenergy research; advance the scientific understand-
ing of basic biochemical processes of interest to DOE 
bioenergy mission and will be useful for threat reduc-
tion applications in the context of host-pathogen inter-
actions, supporting DOE and DHS missions.

Progress

This project has discovered the geometric phase in 
classical stochastic systems. More specifically, suppose 
that, in a stochastic system, one changes certain kinetic 

Noise in Biochemical Networks: Rigorous Analysis with Field-Theoretic Tools
Ilya Mark Nemenman
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rates with time. This happens, for example, in cells due 
to the natural time of day variations, and in epidemio-
logical networks due to the variation of the infection 
rates in the course of the year. It turns out that the 
stochastic nature of the processes results in the contri-
bution to the transported amounts in these networks, 
which would not be expected from a pure deterministic 
treatment. This contribution, as we have discovered, is 
a precise analogue of the Berry (or geometric) phase in 
quantum mechanics, but this is the first time such an 
effect has been found in a non-quantum system. The 
finding is quite remarkable: in particular, it has been be-
lieved that, to find details of a macroscopic structure of 
a network, one should be able to conduct experiments 
that are able to track all of the aspects of its stochastic 
dynamics. In contrary, we have found that much of this 
information is available through the geometric phase 
observation in a bulk, mean-value experiment, provided 
the experiment traces responses to temporal perturba-
tions. These results are expected to be used to uncover 
properties of ion channels in neurons in a collaboration 
with the NIH group of Dr. Sergey Bezrukov; a recent trip 
to NIH has started the collaboration. Similarly, these 
results seem to be important for a burgeoning field of 
nonequlibrium statistical physics, such as applications 
of the theory of stochastic ratchets to molecular mo-
tors, etc. A collaboration with Chris Jarzynski (University 
of Maryland) has been initiated.

Since the start of the project, the funding has been 
used in the following research projects.

Refs (Sinitsyn and Nemenman, 2007 and Sinitsyn and 
Nemenman, 2007a) were the original works where the 
geometric phase in stochastic kinetics has been noted, 
and the tools developed in the context of the quantum-
mechanical Berry phase were used to solve a variety of 
problems in chemical kinetics, nonequilibrium statistical 
physics, and mathematical epidemiology.

In (Sinitsyn and Ohkubo, 2008; Sinitsyn, Dobrovitski, 
et al., 2008;  Sinitsyn, 2007; Sinitsyn and Saxena, 2008) 
Nikolai SIntsyn further developed the theory of the geo-
metric phase in statistical physics problems, and related 
the phenomenon to geometric phases in classical and 
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quantum mechanics, using the latter two to help with solu-
tions of important applied problems, such as the motion of 
magnetic domain walls.

Refs (Sinitsyn, 2008; Nunner et al, 2007; Borunda et al, 
2007) have studied, in particular, geometric effects in tra-
ditional condensed-matter problems of relevance to nano-
technology.

Applications of the geometric phase to nonequlibroum 
statistical physics problems have revealed an important 
question: under which conditions does a small, periodic 
perturbation of a system result in an nonzero current 
through it? This question was answered fully in (Chernyak 
and Sinitsyn, 2008).

The developed theory also also to derive coarse-grained, 
simple tools for simulation of stochastic kinetic networks 
and for reverse-engineering the underlying kinetic diagram 
based on mesoscopic experimental data, and this was 
competed as well (Sinitsyn, Hengartner, and Nemenman, in 
press; de Ronde et al., in press).

Future Work

The work on this project continues to address the three 
specific aims postulated in the original proposal:

Analytical derivation of coarse-grained descriptions of 1. 
long time scale signal processing dynamics in a set of 
basic building blocks of biochemical reaction networks, 
such as Michaelis-Menten reaction, Hill allosteric reac-
tion, signaling cascades, multiple covalent modifica-
tions hypercubes, etc.

Creation and dissemination of rigorous numerical al-2. 
gorithms and software for efficient simulations of the 
aforementioned “building blocks” reactions in the con-
text of a large whole-cell biochemical network.

Creation of tools for inference of the underlying kinetic 3. 
scheme from experimental fluctuations data.

All of these specific outcomes are essential stepping stones 
on the way to understanding and manipulating dynami-
cal properties of biochemical signaling networks, such as 
those involved in diseases, bioremediation, or bioenergy 
production.

Importantly, a new practical application has emerged and 
will be investigated in the remaining half year of the proj-
ect. Namely, existence of the geometric phase and the 
ability to evaluate it analytically and numerically allows for 
creation of control theory for stochastic systems, where 
small molecular copy number fluctuations are not avoid-
able. Dr. Sinitsyn has suggested that this can be used for 
optimal design of biochemical batteries, where periodic 

perturbations of the system, such as F1ATPase, can be 
used to design a high efficiency, optimized devicetrans-
forming electrical energy into a chemical storage, and vice 
versa. This possibility needs to be explored in detail due to 
its obvious importance for the Nation.

Conclusion

We expect to complete the analysis of a variety of small 
biochemical reaction networks, which form basic building 
blocks of all concerted interactions among molecules in a 
cell. Effects of the noise coming from the small number of 
molecules on the ability of these networks to function reli-
ably will be analyzed, and efficient simulation software will 
be developed. This will be an essential first step for un-
derstanding and manipulating many biochemical signaling 
networks, involved, for example, in energy production and 
diseases, such as cancer, and may eventually lead to break-
throughs on both of these fronts. Emerging understanding 
can help us design better molecular machines, such as a 
chemical battery, described above.

Publications

Borunda, M., T. Nunner, T. Luck, N. Sinitsyn, C. Timm, J. 
Wunderlich, T. Jungwirth, A. MacDonald, and J. Sinova. 
Absence of skew scattering mechanism in two dimentional 
systems: a test of anomalous Hall effect theory. 2007. Phys. 
Rev. Lett.. 99: 066604.

Chernyak, V., and N. Sinitsyn. Pumping-Restriction 
Theorem for stochastic networks. 2008. Phys. Rev. Lett.. 
101: 160601.

Nunner, T., N. Sinitsyn, M. Borunda, A. Abanov, C. Timm, 
T. Jungwirth, J. Inoue, V. Dugaev, A. MacDonald, and J. 
Sinova. Anomalous Hall effect in two-dimensional electron 
gas. 2007. Phys. Rev. B. 76: 235312.

Sinitsyn, N.. Semiclassical theories of the anomalous Hall 
effect. 2008. J. Phys.: Cond. Matt.. 20: 023201.

Sinitsyn, N.. Reversible stochastic pump currents in 
interacting nanoscale conductors. 2007. Phys. Rev. B. 76: 
153314.

Sinitsyn, N., A. MacDonald, T. Jungwirth, V. Dugaev, and 
J. Sinova. Anomalous Hall effect in 2D Dirac band: link 
between Kubo-Streda formula and semiclassical Boltzmann 
equation approach. 2007. Phys. Rev. B. 75: 045315.

Sinitsyn, N., N. Hengartner, and I. Nemenman. Coarse-
graining stochastic biochemical networks: quasi-stationary 



880 Los Alamos National Laboratory

Postdoctoral Research & Development

approximation and fast simulations using a stochastic path 
integral technique. Proc. Natl. Acad. Sci. (USA). 

Sinitsyn, N., V. Dobrovitski, S. Urazhdin, and A. Saxena. 
Geometric control over the motion of magnetic domain 
walls. 2008. Phys. Rev. B. 77: 212405.

Sinitsyn, N., and A. Saxena. Geometric phase for non-Her-
mitian Hamiltonian evolution as anholonomy of a parallel 
transport along a curve. 2008. J. Phys. A: Math. Theor.. 41: 
392002.

Sinitsyn, N., and I. Nemenman. Universal geometric theory 
of mesoscopic stochastic pumps and reversible ratchets. 
2007. Phys. Rev. Lett. 99: 220408.

Sinitsyn, N., and I. Nemenman. The Berry phase and the 
pump flux in stochastic chemical kinetics. 2007. EPL. 77: 
58001.

Sinitsyn, N., and J. Ohkubo. Hannay angle and geometric 
phase shifts under dissipative evolution. 2008. J. Phys. A: 
Math. Theor.. 41: 262002.

deRonde, W., B. Daniels, A. Mugler, N. Sinitsyn, and I. 
Nemenman. Mesoscopic statistical properties of multistep 
enzyme-mediated reactions. To appear in IET Syst. Biol.. 



LDRD FY08 Annual Progress Report 881

postdoctoral research & development

Physics
continuing projectIntroduction

Los Alamos National Laboratory has developed the 
world’s most sensitive observatory of very high energy 
gamma rays from astrophysical sources.  The data from 
this observatory, called Milagro and located at LANL, is 
being examined for transient sources and for correla-
tions of these transient events with other observato-
ries such as the IceCube neutrino detector located at 
the South Pole.  In order to detect transient sources, 
Monte Carlo simulations of the various changes in the 
detector configuration must establish the stability of 
the Milagro observatory over the eight years of opera-
tion.  In addition, this project uses these detailed simu-
lations to design a future observatory, High Altitude 
Water Cherenkov (HAWC), which will be over an order 
of magnitude more sensitive than Milagro.  The HAWC 
observatory will discover new sources of gamma rays 
and monitor known transient sources to understand 
the highest energy particle accelerators in the Universe.  
These astrophysical particle accelerators include super-
massive black holes at the center of active galaxies, the 
remnants of supernova explosions, and rapidly spinning 
neutron stars.  The gamma rays from these sources are 
direct probes of the physical mechanisms in these ex-
treme laboratories that can’t be duplicated on Earth.

Benefit to National Security Missions

This project supports the missions of the Office of Sci-
ence by enhancing our understanding of high energy 
physics in extreme astrophysical environments, which 
cannot be reproduced in laboratories on Earth.  This 
project will also support other missions through devel-
oping competency in experimental collection and analy-
sis of large data sets.

Progress

The analysis task of directly comparing transient Mi-
lagro sources with measurements from other experi-
ments (particularly neutrino telescopes) has been the 
primary focus for the first year of Dr. Pretz’ postdoctoral 

Detecting the Highest Energy Gamma-Rays and Neutrinos to Determine the 
Origin of Cosmic Rays
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appointment.  He has worked on understanding what 
free parameters need to be modeled in Monte Carlo 
simulations in order to adequately model Milagro’s per-
formance across time.  Milagro has a large eight-year 
dataset of over 100 TBytes and the configuration and 
setup of the experiment has changed through time.  
The most important instabilities are 1) periodically one 
of the 728 photomultiplier (PMT) detector elements 
will fail and temporarily 15 other elements will not be 
operational, 2)   during the winter, the Milagro pond 
accumulates snow on the cover increasing the low en-
ergy threshold, and 3) the calibration of the detector 
is updated periodically that has resulted in systematic 
changes.

Through Dr. Pretz’s work, we understand the impor-
tance of accounting for both outages and changing cali-
brations of the PMTs in Milagro.  This is particularly im-
portant at high energies where Milagro’s measurements 
are of the most value.  Dr. Pretz has made make cor-
rections in the data accounting for the time-dependent 
numbers of dead and re-calibrated PMTs, and formed 
new figures of merit based on these much more stable 
and better modeled parameters.  Folding this informa-
tion into the Monte Carlo simulation for the experiment 
yields much better agreement between simulation 
and data.  This agreement is especially important for 
transient observations since we are looking for changes 
in the sources on the same timescale as changes in 
our detector. Others in the Milagro collaboration have 
also used this new understanding to resolve a major 
disagreement in the measured cosmic-ray energy spec-
trum over time.  We are now in the process of publish-
ing this work.

Dr. Pretz’s has helped keep the Milagro experiment 
working until its decommissioning this summer.  He has 
taken shifts and worked to repair the experiment when 
it is periodically down.  He has maintained the Mila-
gro computer cluster at LANL and worked to further 
develop the core Milagro software.  He also mentors a 
Milagro student Grant Christopher from New York Uni-
versity who is using the Milagro data to study the Sun’s 
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magnetic field.   Dr. Pretz has given several talks about the 
Milagro experiment at conferences as well.

In addition to this work on Milagro, Dr. Pretz has con-
tributed to LANL’s efforts on the HAWC project, the next 
generation detector based on the Milagro observatory.  He 
has performed tests on the HAWC test tank at the Milagro 
site.  He has assisted with construction and first testing of a 
PMT test setup at LANL.  This setup will eventually be used 
to test all of the Milagro PMTs for HAWC. He has worked 
with the HAWC software group in the design of the HAWC 
software, prototyping the HAWC software framework, and 
is engaged in development of the HAWC Data Acquisition 
system.

Future Work

Cosmic rays are a population of energetic nuclei that con-
tinuously strike the atmosphere.  Cosmic rays are observed 
by the secondary air shower that results when cosmic rays 
interact in the atmosphere.  The fundamental question 
-- where do cosmic rays come from -- has not been conclu-
sively answered.  The energy of individual cosmic rays is 
enormous, with > 1 Joule in a single particle.  The sources 
of these particles must be among the most extreme envi-
ronments in the universe allowing us to probe physics be-
yond the standard model in environments that can never 
be reproduced on Earth.

A source of cosmic rays should be a source of neutrinos 
and gamma rays due to cosmic-ray interactions in the 
source.  Because gamma rays and neutrinos are neutral 
they will reach us through the galactic magnetic field un-
deflected and still point back to their source.  A gamma-ray 
signal, by itself, is ambiguous as to whether cosmic rays or 
electrons are being accelerated, and a neutrino signal is 
difficult to see over the atmospheric neutrino background.

The Milagro gamma-ray detector at LANL has been run in 
coincidence with the partially completed IceCube neutrino 
detector since 2006.  The detectors are both wide field 
observatories, and resolve much of the same area of the 
sky.  Furthermore, they have comparable energy response 
and angular resolution.  We will use the two detectors to-
gether to probe transient sources for gamma-ray and neu-
trino signals.   Having performed the first analysis of the 
2006 IceCube data, we are uniquely suited to carry out this 
work at LANL working with the Milagro team. Additionally, 
we will use our experience from working with Milagro to 
optimize the design of the upcoming High Altitude Water 
Cherenkov (HAWC) detector for the detection of transient 
gamma-ray sources.

Conclusion

Cosmic rays are energetic particles that account for a large 
fraction of the energy in our galaxy. The sources of cosmic 
rays must be powerful particle accelerators.  Man-made 
accelerators have yet to achieve the energetics of nature.  
Nature’s accelerators are likely to be the most extreme 
objects in the Universe, such as black holes ejecting jets of 
plasma at nearly the speed of light or the densest stars ro-
tating with periods of a fraction of a second.  Understand-
ing these extreme sources pushes our understanding of 
basic physics and cosmology beyond the standard model.

Publications
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Neutrinos, the most enigmatic of the fundamental par-
ticles found in nature, remain one of the last gaps in 
our understanding of particle masses. This project is at 
the forefront of neutrino oscillation physics, which has 
provided the only window available to experimentally 
explore neutrino mass. It provides a setting to explore 
the fundamental properties of neutrinos and their 
propagation over a distance of 550 meters and with an 
energy range of 100-2000 MeV, which corresponds to 
oscillations of neutrinos with a mass-squared difference 
of ~0.5 eV^2.

While it it generally thought that the neutrino oscilla-
tions observed in solar and atmospheric neutrinos are 
due primarily to active neutrino oscillations, the sterile 
components of neutrinos may play an important role at 
mass-squared differences in the range of ~0.5 eV2 (ster-
ile neutrinos are a hypothetical neutrino that do not 
interact via any of the fundamental interactions of the 
Standard Model except gravity). Furthermore, the long 
baseline experiments currently under construction will 
benefit greatly from knowledge of neutrino and anti-
neutrino cross sections in the 100-2000 MeV neutrino 
energy range.

The discovery of evidence for light sterile neutrinos 
would have a profound impact on the standard model 
of particles, the standard model of cosmology, and 
models of super nova explosions. Indeed, the explana-
tion of our very existence, i.e. why the universe is de-
void of anti-matter may lie in the understanding of CP 
violation in neutrino oscillations.

This project supported special analyses of neutrino ex-
perimental data that were not part of the mainline Of-
fice of Science experiments.

Benefit to National Security Missions

This project directly supports the DOE mission in the Of-
fice of Science by measuring antineutrino cross sections 
and searching for anti-neutrino oscillations and physics 

Anti-Neutrino Oscillation and Cross Section Measurements at MiniBooNE
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beyond the Standard Model. Furthermore, the neutrino 
detector technologies also support the DOE missions in 
threat reduction.

Progress

The project has again shown substantial progress over 
the past year. This last year saw the conclusion of the 
neutrino-mode and antineutrino-mode operations of 
the SciBooNE experiment, a collaboration of a number 
of Japanese institutions and US institutions. SciBooNE 
operated in the Booster Neutrino Beam (BNB) at Fermi 
National Laboratory. It was located nearer to the pri-
mary proton target than MiniBooNE at a distance of 
roughly 150 meters and thus enjoys a much larger flux 
of neutrinos. SciBooNE is much smaller than MiniBooNE 
and offers a more highly segmented sensitive detector 
volume that allows for the separation of nuclear frag-
ments and outgoing leptons in the final state of the 
neutrino reaction. 

 The analysis of the SciBooNE neutrino and antineutrino 
data has yielded critical information about the reactions 
of neutrinos and antineutrinos on carbon nuclei and 
free protons as reported in the first SciBooNE paper [1] 
on coherent pion production in charged current neutri-
no interactions. The paper addresses to what extent the 
nucleons inside a nucleus, in this case carbon, behave 
coherently or behave individually (resonantly) when a 
charged pion is produced in the reaction.  The some-
what unexpected result is that they appear to behave 
primarily as individuals in a resonant fashion without 
significant contribution from coherent amplitudes. Fig-
ure 1 demonstrates this effect by plotting the distribu-
tion in the square of the four-momentum transferred to 
the nucleus by the neutrino, Q2. Charged current (CC) 
reactions which are coherent show a smaller Q2 than do 
incoherent processes because the nucleus recoils as a 
The results of this work have been presented at invited 
talks at numerous conferences [4,5].
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Figure 1. The above graph from reference 1 shows the distribu-
tion of SciBooNE events that contain solely a charged muon and 
a charged pion in the final state. The quantity Q2 is the four-
momentum squared transferred to the nucleus by the neutrino. 
Q2 is a convenient variable since it differentiates between 
coherent and resonant pion production. The back circles are the 
measured SciBooNE data, the shaded regions are the predic-
tions of the MiniBooNE simulation where CC refers to “charged 
current” and QE refers to “quasi elastic.” The graph demon-
strates the SciBooNE conclusion that there is very little coherent 
amplitude present in the data.

Future Work

The remainder of this project will be spent on further 
analysis of the MiniBooNE and SciBooNE data in order to 
further determine neutrino and antineutrino cross sec-
tions. SciBooNE will be able to reconstruct the recoiling 
proton in quasi elastic neutrino reactions that will provide 
vital information for neutrino-nucleus reaction models. 
Those models will have far reaching implications for future 
neutrino oscillation experiments.

Conclusion

The science proposed in this project will measure funda-
mental properties of neutrino interactions. Neutrinos are 
unique particles in nature and may one day explain the 
origins of the universe we live in. In addition, they may 
one day provide capabilities in technologies we have yet to 
imagine, such as interstellar space travel or future energy 
sources based on their unique interaction characteristics. 
For example, neutrinos may travel in spacetime dimen-
sions outside the ones we are accustomed to.
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Introduction

Even small and smooth changes in the parameters 
of a physical system can, under some circumstances, 
lead to dramatic changes in its properties. Such critical 
phenomena are known as classical phase transitions 
when triggered by the change of the temperature, e.g., 
the melting of ice and the demagnetization of a magnet 
by heating to a high temperature. Quantum phase 
transitions [1], on the other hand, happen at absolute 
zero and are triggered by a change in parameters of 
the system’s Hamiltonian. A famous example is the 
superfluid-insulator phase transition of ultra-cold atoms 
in optical lattices – laser induced egg carton-like traps 
[2]. It is important to characterize various phase transi-
tions. For example, the Landau theory deals with the 
second order classical phase transitions by making use 
of the local order parameter and symmetry breaking 
[3]. We are developing novel approaches to quantum 
phase transitions by borrowing physical notions from 
quantum information science. Two concepts in par-
ticular, fidelity [4] and decoherence, can be utilized to 
characterize quantum critical phenomena with “intrin-
sic” and “external” dynamics, respectively. This research 
should lead to developing fidelity as a useful tool for 
other relevant instances, including even the classical 
phase transitions (e.g., normal-superfluid transition). It 
will be also applicable to the study of quantum comput-
ing [5], where fidelity should be a good way to estimate 
probability of errors. Moreover, the analogy between 
so-called adiabatic quantum computing and quantum 
phase transitions is very close, and my research results 
will be directly relevant for evaluating various imple-
mentations and strategies. Another research direction 
is the study of effects of the interaction between a 
quantum critical system and its external surrounding 
systems [6]. We are developing a theory for detection 
of quantum phase transitions in terms of quantum 
decoherence (the loss of fragile coherence properties) 
of its external system.

Phase Transitions in Quantum Systems and Quantum Information
Wojciech Hubert Zurek
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Benefit to National Security Missions

This project will support the missions of the Office of 
Science by enhancing our understanding of materials 
and our comprehension of complex natural systems. It 
will also support the Intelligence mission of the Labo-
ratory by bringing the encryption-breaking power of 
quantum computing one step closer to reality.

Progress

Quantum fidelity approach to thermal phase 
transitions

Quantum fidelity is a tool borrowed from quantum 
information science to characterize quantum phase 
transition, which occurs at absolute zero. Previously 
we and our collaborators generalized this essential 
quantum mechanical notion to finite-temperature 
thermal state [7]. In the last year, we studied the 
thermal phase transition with generalized fidelity, and 
established the connection between the generalized 
fidelity and traditional criteria, such as susceptibil-
ity and specific heat. This exploration enables us to 
understand the mechanism of generalized fidelity to 
thermal phase transition and its limitation. Moreover, 
the deviation of fidelity from traditional criteria at low 
temperature, especially at zero temperature, highlights 
the quantum to classical transition of the system. We 
use this method to predict the thermal phase transition 
in Lipkin-Meshkov-Glick model -- a well studied model 
in nuclear physics (Figure 1).
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Figure 1. We develop a new technique to detect the phase 
boundary of quantum matter, in analogy to the pressure/tempera-
ture line along which  ice melts into water. This technique is much 
simpler than any previous methods, and do not need any prior 
knowledge about the matter. This figure is an illustration of our 
method. The black dashed line is the phase boundary according 
to previous, tedious calculation, while the (black) minimum of the 
colored contours plot represents the boundary detected by our 
new technique. The two results are similar, and we understand the 
difference, which arises from the small sample that we model. 

Finite-temperature footprint of quantum criticality

Genuine quantum phase transitions occur at absolute zero. 
However, these transitions also influence to the proper-
ties of the system at finite temperature. To experimen-
tally verify the properties of a quantum phase transition 
system, we must study its footprint at finite temperature. 
Motivated by the quantum-classical mapping in statisti-
cal mechanics [1], we find the finite-temperature scaling 
behavior of magnetic susceptibility of 1D quantum Ising 
chain. We also reveal the relation between the magnetic 
susceptibility and geometric phase [8], which has been 
extensively studied in quantum phase transition system. 
Moreover, our study indicates the thermodynamic observ-
able – magnetic susceptibility – can be used to witness the 
macroscopic entanglement in many body systems.

Decoherence induced by the quench dynamics across a 
quantum critical point

Decoherence is used to explain the quantum-classical tran-
sition. It is believed that the occurrence of decoherence 
in a quantum system due to the coupling of the central 

system and its ubiquitous macroscopic environment. 
In this study, we find a new mechanism –the quantum 
criticality—which also enhances the decoherence process. 
This study brings new insights into the understanding of 
quantum dynamics in complex systems.

Non-equilibrium statistical mechanics at nanoscale and 
quantum thermodynamics

There are tremendous advances in non-equilibrium statisti-
cal mechanics both theoretically and experimentally during 
the last ten years [9, 10, 11]. These studies focus on the 
fluctuations of thermodynamic observables. We study the 
work fluctuations of a simple quantum two-level system by 
the method that we developed in quantum thermodynam-
ics. We rigorously prove from the microscopic point of view 
the convergence of the amount of work in different realiza-
tions in an isothermal process. We point out that this new 
mechanism is different from usual case – thermodynamic 
limit. Besides, we verify the validity of a formulation of the 
second law – minimal work principle. These results let us 
understand the fluctuations in work output of a nanoscale 
motor (Figure 2).

Figure 2. The distribution of work done by a microscopic system, 
for operation times that range from short (a) to long (f). For a 
macroscopic system, the amount of work done by a motor is not 
controlled by quantum effects, which is why automobiles operate 
smoothly. However, for a microscopic system, quantum fluctua-
tions will be appreciable. That means motors of nanometer size 
will not be able to work smoothly as our car. Instead, they will 
jump up and down during the operation. Our study showsd that 
even for a motor of nanometer size, as long as it operates slowly,  
can work smoothly (narrow distribution). 
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Quantum thermodynamic cycle and quantum heat 
engines

Heat engines usually use a macroscopic classical fluid, 
such as a classical ideal gas as the working substance, and 
the underlying theory – thermodynamics – usually deals 
with system of macroscopic size. We consider instead a 
heat engine using a single-particle quantum system as the 
working substance, and study what remains of thermody-
namics in the extreme limit of small systems having a few 
degrees of freedom. We make a quantum mechanical exten-
sion of thermodynamics to the single-particle system and 
reproduce the result of thermodynamics for macroscopic 
system. Meanwhile we establish the one-to-one mapping 
between a single particle in a 1D box and classical ideal gas, 
and a single particle in a 1D harmonic potential with single 
mode photon gas in a cavity [12]. Our study lays the founda-
tion for future single-molecule machines (Figure 3).

Figure 3. The piston in a motor is usually driven by the pressure 
of high temperature gas inside the cylinder.  Here we designed 
a new concept cylinder. The piston is driven not by the collision 
of gas molecules. Instead, the piston is driven by the pressure of 
radiation or matter waves. When the radiation is very strong, the 
pressure can be powerful enough to drive a piston. 

Quantum Darwinism for mixed state environment

Quantum Darwinism, is a theory developed from quantum 
decoherence theory [13]. It aims to provide a thorough 
understanding of the emergence of macroscopic classical 
world from the microscopic world governed by the coun-

ter-intuitive quantum mechanics [14]. Previous studies of 
quantum Darwinism focuses on pure environment state, 
and static systems. In our recent work, we consider the 
dynamics of quantum Darwinism. These studies demon-
strate how the information about the pointer observable 
of the system is abundantly stored in the environment. 
We also consider the general case of the environment -- 
mixed-state environment, and study how the mixedness of 
the environment influences the storage of information in 
the environment.

Future Work

We will develop novel approaches to quantum phase 
transitions using physical notions from quantum infor-
mation science. Two concepts in particular - fidelity and 
decoherence - will be utilized to characterize quantum 
critical phenomena with intrinsic and external dynamics, 
respectively.

A second direction is to study the quench dynamics of a 
quantum phase transition system and its relation to the 
experimental feasibility of the adiabatic quantum compu-
tation. In an adiabatic quantum computation experiment, 
the Hamiltonian is required to change so slowly that 
quantum adiabatic condition can be satisfied. However, 
it is usually very difficult to estimate whether a quench 
process is reliably adiabatic. We will consider a quench 
forward and then backward scheme. Through compari-
son with its initial state, we can tell whether the forward 
process is a reliable for adiabatic quantum computation. 
In addition, we can experimentally evaluate the minimum 
energy gap through this way.

Conclusion

The research will result in the development of novel 
methods for understanding quantum phase transitions, 
using powerful concepts from the field of quantum 
information.  If successful it will add significantly to our 
understanding of several important classes of materials.  In 
addition, the research will result in a greater understand-
ing of quantum computing, especially the thermodynamic 
aspect of quantum computation, such as energy dissipa-
tion. The taxpayer should care because the realization of 
the end technological goals would revolutionize computing 
and materials science.
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Detecting dark matter in the laboratory has rapidly 
ascended to become a top priority in the fields inter-
secting the boundaries of nuclear and particle physics, 
astrophysics, and cosmology. The proposed CLEAN 
(Cryogenic Low Energy Astrophysics with Noble liquids) 
experiment will directly search for dark matter particles 
in our galactic halo by looking at scintillation light in 
a cryogenic liquid target. Both liquid argon and liquid 
neon targets are under study due to their low intrinsic 
radioactivity, high scintillation yield, and unique ability 
to distinguish the signal of interest from unbiquitous 
electron and gamma ray background. This project fo-
cuses upon the development of a full Monte Carlo pack-
age to simulate the detector response and to optimize 
its design. This simulation package will be critical for the 
design and construction of prototype detectors at the 
100 to 1000 kg scale and ultimately afford the design of 
a massive (10 to 100 ton) detector capable of the direct 
detection of dark matter and low-energy neutrinos 
from the sun.

Benefit to National Security Missions

This project will support the DOE Office of Science mis-
sions in basic research to elucidate fundamental prop-
erties of neutrinos using the sun as a unique astrophysi-
cal source and in novel detectors for low-energy solar 
neutrinos and cosmological dark matter in the universe. 
We also build capabilities to detect nuclear threats.

Progress

A flexible and detailed software simulation code is 
of critical need in order to optimize the design of the 
CLEAN detector. This project allows LANL to lead this ef-
fort in developing and coordinating a full simulation and 
analysis package for CLEAN that encompasses the sa-
lient microphysics of scintillation light production, prop-
agation, and detection. The simulation, with its internal 
microphysics calibrated by experimental data, will then 
be used in the design of CLEAN detectors at various 

Detecting Dark Matter with Cryogenic Liquids
Andrew Hime

20070751PRD4

target mass scales relevant to the direct detection of 
WIMP dark matter and low energy solar neutrinos.

A GEANT4-based simulation code has been written and 
benchmarked against experimental data in hand from 
existing prototype detectors and additional optical 
measurements that have been made in the Laboratory.  
This code has proven critical in understanding the opti-
cal properties of the CLEAN detector and our ability to 
reconstruct events in position and in energy. The results 
of these simulations have allowed us to optimize the 
design of the optical cassettes that are a novel and cen-
tral component of the Mini-CLEAN detector.

Significant progress has been made on position and en-
ergy reconstruction algorithms that are critical for sepa-
rating signals of interest from radioactive backgrounds 
in the CLEAN detector concept. Detector optical effects, 
such as Rayleigh scattering of ultraviolet light and ab-
sorption of ultraviolet light from detector surfaces have 
been successfully implemented into the code.  Prelimi-
nary versions of this code indicate a 10 to 20% improve-
ment in rejection of backgrounds from the edge of the 
detector.  A variation is in progress, which uses more 
of the waveform information from the photomultiplier 
tubes to improve background rejection by a factor of 
five or more.

Increasing software quality has been a second focus. 
Automated testing and verification of the simulation 
and analysis software, allowing us to identify prob-
lems that appear as new code is added and old code is 
changed, has been successfully implemented. This has 
proven to be valuable for ensuring the physics that we 
simulate does not change due to subtle bugs.

The software and analysis package under development 
through this project is now the accepted platform for 
the institution-wide CLEAN collaboration. Stan Seibert 
has also taken the lead role coordinating the movement 
of software updates between the CLEAN and the SNO+ 
collaborations, who have adopted the CLEAN simula-
tion package as well.  Although in the early stages, this 
cooperation between the two experiments has already 
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resulted in the exchange of useful features developed by 
both groups.

As members of the SNO collaboration, we are also engaged 
in a reanalysis of data taken during the experiment’s first 
two phases of operations. This analysis effort is being led 
by Stan Seibert at LANL, and promises to maximize the 
sensitivity of the SNO data with respect to our previous 
discovery of neutrino oscillations in the Sun and the gen-
eral resolution of the solar neutrino problem. This effort is 
near completion and we expect to publish the results early 
in the new calendar year.

Future Work

In the next year, effort will be split between software 
development and two R&D projects now being 
constructed.  The first R&D test setup will allow us to 
measure the wavelength-shifting properties of TPB, an 
organic compound that converts ultraviolet light to visible 
light.  TPB is a critical component of the CLEAN design, 
and we need to understand its conversion efficiency as 
a function of UV wavelength in greater detail.  Toward 
this end, we have obtained a UV deuterium lamp source 
and will be using it to illuminate acrylic disks coated with 
TPB and measuring the emitted visible light.  This work 
will be generally useful to other noble liquid scintillator 
experiments, so we will be submitting these results for 
publication in 2009.
The second R&D project is a prototype for testing the PMT 
and acrylic waveguide cassette design that will be used 
in the Mini-CLEAN assembly.  This liquid argon system is 
currently being designed with help from Andrew Mast-
baum, an undergraduate student who will be leaving in 
December.  Stan Seibert will be taking over management 
of the system, and use it to test the optics of the cassette 
with liquid argon scintillation light.  Results from both the 
UV lamp and the cassette system will be fed back into the 
material properties used by the simulation to improve the 
accuracy of our model.  This will allow us to better test and 
improve our reconstruction algorithms in preparation for 
data from the Mini-CLEAN experiment and in optimizing 
the design of the full-scale CLEAN experiment.

Conclusion

The design of a CLEAN (Cryogenic Low Energy Astrophysics 
with Noble liquids) detector for dark matter and solar neu-
trinos requires a flexible and detailed simulation software 
package to ensure that the scintillation light detection and 
event reconstruction afforded by the design can meet its 
scientific goals. Significant progress has been made to es-
tablish a realistic simulation package that incorporates the 
microphysics of scintillation light production, propagation, 

and detection using targets of liquid argon and liquid neon. 
Development of the simulation will continue with empha-
sis turning to its calibration against data obtained from a 
series of experiments conducted at the Laboratory during 
the course of this project.
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Introduction

Dark energy is one of the central topics of research in 
cosmology today. Type Ia supernovae provided the first 
evidence for its existence: In the late nineties it was 
found that distant supernovae appear fainter than ex-
pected, implying that the expansion of the universe is 
accelerating. In a matter-dominated universe, objects 
attempt to gravitate towards each other, and the expan-
sion rate decreases with time. Thus the observations 
imply that some sort of energy other than matter is 
dominant at present -- this is the `dark energy.’

The project covers several aspects of the theory and 
observations of dark energy. Given the massive amount 
of data expected in the near future, a major part of 
this work will be to formulate a consistent statistical 
approach towards the reconstruction of cosmological 
parameters from data. It has been shown that differ-
ent cosmological observations are sensitive to different 
combinations of the parameters, and have different 
biases and assumptions built into the observations. 
Hence it is necessary to find an optimal and unbiased 
way of extracting information from all the available 
data.

Only now is reliable data on the total energy density 
of the universe (obtained from the ages of clusters of 
galaxies)  becoming available. Combined with probes 
of the matter density, this can directly constrain the 
dark energy density -- potentially more powerfully than 
supernovae, which measure only the integration of the 
energy density. Probes of the mass distribution such as 
weak lensing and baryon acoustic oscillations provide 
another effective data dimension. Incorporating this 
further information will lead to much stronger con-
straints on the nature of dark energy than is possible at 
present.

Benefit to National Security Missions

The project targets two of the top priorities of the DOE 
mission: understanding the nature of dark energy and 
high-performance computing. In addition, the project is 

The Dynamics of Dark Energy
Katrin Heitmann
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relevant for the threat reduction arena in providing new 
techniques to extract information from diverse and very 
large data sets.

Progress

Together with researchers from UC Santa Cruz, we have 
begun to investigate two different strategies for con-
straining the equation of state of dark energy w from 
supernova data. One strategy is based on a parametric 
fit to the data from which the variation of the dark en-
ergy parameter w with time can be derived. The other 
strategy is non-parametric and is based on a neural 
network approach. Both methods have been tested on 
simulated data with special emphasis on the robustness 
of the methods with respect to measurement errors. 
The major conclusion that has been reached is that su-
pernova data are too noisy for this approach. In order to 
obtain constraints on the dark energy equation of state, 
the second derivative needs to be evaluated. This turns 
out to be a very unstable process with the noisy data 
that is available. Therefore a completely different strat-
egy has been followed recently.

The second strategy is based on the idea of modeling 
the equation of state itself with different assumptions: 

w being constant• 

w having a weak time dependence which can be • 
expressed via a Taylor expansion of w with respect 
to the cosmic acceleration parameter a

modeling w via a Gaussian process model, therefore • 
parameter free.

The next step is then to include the data in this process 
and evaluating the probability that w is in fact constant 
or time dependent. A set of simulated data has been 
produced which is based on a model with w=constant 
but not necessarily equal tos -1 (which is the value for 
the standard cosmological constant). A second simu-
lated data set for a dark energy quintessence model has 
been generated. These models lead to a small time de-
pendence in w. The analysis framework has been tested 
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with the w=-1 models and has been proven to work. The 
next step is now to investigate how robust the predictions 
are and how they improve if 1) the number of data points 
is increased, and 1) the error bars of those data points are 
decreased. In addition, questions about systematic errors 
will be investigated. 

The framework has been used to analyze currently avail-
able supernova data. The results point to several difficul-
ties with the real data sets, which are under closer investi-
gations right now. The first results of this work have been 
presented at the UCSC Departmental Poster and Research 
Day.

Another line of investigations has been started investigat-
ing the possibility of early dark energy. This project has 
been started with researchers from UC Irvine, a UCOP 
proposal has been submitted. The idea here is to find out 
if large scale structure probes of dark energy allow us to 
put constraints on a particular class of dark energy models. 
The first necessary steps for this project have been initi-
ated: the growth function, which describes the growth of 
structure in  the Universe has been implemented for early 
dark energy models and can now be used to run large scale 
structure simulations of this scenario.

Future Work

This projects targets the dynamics of dark energy. In the 
last decade, the richness and quality of observational data 
has steadily improved, and so has the evidence for dark 
energy. Very little is known, however, about its physical 
nature -- it could be a new form of energy but could also 
arise from a modification of general relativity. With next-
generation supernova surveys, as well as other comple-
mentary observations such as weak gravitational lensing 
and galaxy clustering, a large amount of data will become 
available in the near future. It is imperative to formulate 
powerful techniques to shed light on the enigma of dark 
energy using these datasets. The main goal of this project 
is to obtain methods for extracting the maximum informa-
tion from the data currently available to us, and to develop 
new techniques for future datasets.

A major part of the project will be to formulate a consis-
tent statistical approach towards the reconstruction of 
cosmological parameters from data. It has been shown 
that different cosmological observations are sensitive to 
different combinations of the parameters, and have dif-
ferent biases and assumptions built into the observations. 
Hence it is necessary to find an optimal and unbiased way 
of extracting information from all the available data.  The 
growth of cosmological perturbations as probed by both 
weak-lensing and supernovae will be studied to pinpoint 
and explore the exciting possibility of non-standard gravi-
tational behavior of the universe on large scales. Since the 

two datasets approach the reconstruction of the same 
quantity through different methods, this yields a strong 
cross-check on the systematics of both experiments. The 
study of modified gravity models involves developing cor-
rect linear and non-linear perturbation theories and apply-
ing those to the available data. This would result in strong 
constraints on non-standard models of dark energy.

Conclusion

The project will lead to new insights into the nature of 
dark energy by combining different cosmological probes, 
namely supernova measurements, baryon acoustic oscil-
lations, cosmic microwave background observations, and 
weak lensing. Only by combining these probes is it possible 
to distinguish dark energy from a modification of general 
relativity on very large scales. The project will lead to a 
new statistical framework which will incorporate these 
different probes as well as systematic measurement er-
rors. Understanding the nature of dark energy is one of the 
most important tasks in physics today and this project will 
lead to an important contribution.
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We investigate the kinetics (i.e. dynamics) of phase 
transitions in atomic mixtures at ultralow (a few nano-
Kelvin) temperatures. Initially we are focusing on the 
phase separation transition, when the system of two 
species splits into two (or more) phases —for example, 
one of the atomic species is expelled from the mixture 
of two species. The transitions of this type are typically 
discontinuous (i.e. the so-called first order transitions) 
and, as a result, their dynamics is controlled by the 
process called nucleation, that is, spontaneous forma-
tion of microscopic nuclei of the new stable phase in 
the middle of the unstable (or metastable) old phase. 
For example, in case of a mixture containing two differ-
ent types of atoms, tiny droplets of the phase contain-
ing only a single species of the atoms start to emerge. 
Similarly, small (i.e. microscopic) crystals of ice start 
to appear in the middle of supercooled water when it 
starts to freeze. While in the latter case the dynamics 
of the nuclei, i.e., the crystals of ice, is governed by the 
thermal (or classical) fluctuations, the dynamics of the 
cold atomic mixtures is controlled by the quantum fluc-
tuations, - most of the thermal fluctuations are “frozen 
out” at nano-Kelvin temperatures. State-of-the-art cold 
atom traps provide an excellent opportunity to measure 
this phenomenon. We will also study the possibility to 
control such transitions by external radiation as well as 
additional atomic species. Apart from advancements in 
understanding, observation, and measurement of quan-
tum phase separation in cold atoms, this investigation 
will, hopefully, shed some light onto unconventional 
mechanisms of high-temperature superconductivity, 
which, in certain cases, appear to be closely related to 
the transitions of this sort.

Benefit to National Security Missions

The project will support the DOE mission by enhanc-
ing our understanding of fundamental properties of 
complex systems. These areas of research constitute 
two major grand challenges pursued by the Los Alamos 
National Laboratory. Quantum systems may lead to new 
means of sensing and computing for missions such as 
Threat Reduction.

Dynamics of Quantum First Order Phase Transitions
Dima V Mozyrsky
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Progress

The postdoc has been developing calculation frame-
work to evaluate observable quantities such as, for 
example, nucleation rate—the number of droplets of a 
single species emerging from the mixture per unit time. 
Our results indicate that there are two distinct regimes 
of nucleation realized at different densities: 

At the lowest densities sufficient to trigger the 1. 
phase separation (just above the phase separation 
line in the phase diagram) the droplets are well de-
fined; 

At large densities distinct droplets do not form—2. 
one of the species is gradually expelled from signifi-
cant volume of the mixture. 

We have found that the dynamics of the separation 
strongly depends on the degree of interaction within 
the system. Observable nucleation is predicted in 
strongly-interacting and confined mixtures. In addition, 
the nucleation rate is very sensitive to the mass ratio 
of atoms of the two species. This enforces stringent 
requirement on experimental design. Measurements 
on expansion of externally created droplets are recom-
mended as a first and relatively easy step in experimen-
tal verifications of our results. 

Future Work

Further work will be focused at two directions: 

We will investigate cold atom mixtures which more 1. 
closely resemble novel high-temperature magnetic 
superconducting materials. Based on our under-
standing of quantum phase separation we believe 
that in certain regimes superconductivity in such 
mixtures may be based on unconventional odd-
frequency mechanism, where correlations between 
particles are not instantaneous, but are “extended” 
in time. Research in this direction will contribute 
to laboratory and nation-wide effort in the field of 
high-temperature superconductors.

We will investigate the opportunity to control the 2. 
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phase separation dynamics externally (in particular by 
laser fields and by atoms of other species). This direc-
tion of research should bring understanding of how to 
appropriately design cold atom mixtures to utilize their 
quantum properties in sensing applications.

Figure 1. The phase diagram of two-component cold atom 
mixture featuring quantum nucleation transition (density of each 
component is in natural units of the system). Three phases are 
possible: mixture, coexistence of mixture and pure component of 
one of the species (fermions), complete spatial separation of the 
two components. During the nucleation the remaining mixture 
drifts to the lower portion of the diagram (as shown by the 
arrow). All phases can be deduced from the equilibrium energy 
density of the system, as shown on right insets.

Figure 2. Nucleation rate as a function of density variation for 
various mass ratios. Species with comparable masses produce 
much greater exponents resulting in extremely low (unobserv-
able) nucleation rates. Highly-interacting system is shown on 
the left plot; on the right plot interaction is lower by the order of 
magnitude.

Conclusion

Understanding of the dynamics of quantum phase transi-
tions may answer a number of fundamental questions. 
These questions range from evolution of the universe at 
its early stages to problems of cluster dynamics in mag-
netic systems. Contemporary cold atom systems, such as 
atoms or molecules confined in magnetic or optical traps, 
provide a perfect setup where such transitions can be ob-
served and controlled with a desired accuracy. The work 
will set up the theoretical framework for the description of 
the dynamics of the first order phase transitions in these 
systems, guiding experimental effort in this direction. It 
will support National security mission by providing insight 
in fundamental properties of these systems to be used in 
sensing applications and beyond.

Publications

Solenov, D., and D. Mozyrsky. Kinetics of the phase sepa-
ration transition on cold-atom boson-fermion mixtures. 
2008. Physical Review Letters. 100: 150402.

Solenov, D., and D. Mozyrsky. Quantum nucleation and 
macroscopic quantum tunneling in cold-atom boson-fer-
mion mixtures . 2008. Physical Review A. 78: 053611.
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To quote from Wikipedia, “a quantum phase transition 
(QPT) is a phase transition between different quantum 
phases (phases of matter at zero temperature) ... The 
transition describes an abrupt change in the ground 
state of a many-body system due to its quantum fluc-
tuations.” Quantum phase transitions are poorly under-
stood.  The goal of the present project is to develop a 
firm theoretical foundation for quantum phase transi-
tions. As applications of nanotechnological devices con-
trolled by quantum behavior multiply and diversify, this 
understanding is increasingly important.

Our project comprises two complementary subjects.  
The first is developing an understanding of quantum 
synchronization, in which different regions of a material 
spontaneously lock into the same quantum phase.  Not 
only will this be of fundamental interest in itself, but, 
more importantly, it will have strong implications for 
decoherence, the mechanism which connects the quan-
tum and classical worlds, and will help to bridge the 
gap between classical and quantum physics.  Moreover, 
a fleshed-out theory of quantum synchronization may 
have direct practical applications such as interpreting 
and understanding the spectrum of molecules such as 
polyethylene, disordered superconductor films, and the 
quantum behavior observed in collective atomic recoil 
lasing.

The second subject is quantum drag, which will give 
us a new fundamental understanding of superfluid-
ity.  The phenomenon of superfluidity is one that we 
have known of for over half a century, yet it remains 
enigmatic in many respects.  As the key to numerous 
applications, both current and future, such as atom 
lasers, precision clocks, and gyroscopes, it is of great 
importance that we move towards a more precise grasp 
of the physics underlying superfluidity.

Nonequilibrium Quantum Phase Transitions
Eli Ben-Naim
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Benefit to National Security Missions

This work supports the energy security mission as it 
leads to better fundamental understanding of super-
conductors, materials that have zero resistance.  These 
materials’ potential energy applications include efficient 
electric power transmission and power storage devices, 
and sensors for threat reduction.  This also supports 
LANL’s competencies in quantum science and nanotech-
nology.

Progress

We made significant progress in calculating the drag 
experienced by an impurity of any strength moving 
through a quasi 1-D Bose-Einstein condensate (BEC). 
Not only have we been the first to show that such a 
force exists in this geometry, but we have been able to 
calculate the force’s dependence on velocity and impu-
rity strength.  We expect to publish our results in the 
next couple of months.  We have also been in  contact 
with ultracold atom experimentalist Peter Engels from 
the University of Washington who has expressed an 
interest in looking for this effect in his BEC experiments 
in quasi-1d geometries. 

We have also made some progress in simulating this 
drag effect in dilute condensates using a quantum 
simulation technique that approximates the quantum 
fluctuations by Wigner noise.  This approaches the 
problem from a new perspective. We expect to finish 
this project before the end of the year.  Most impor-
tantly, experimentalists at LANL led by Malcolm Boshier 
have expressed interest in looking for this effect; our 
detailed numerical simulations will be invaluable for 
that endeavor.  We remain in constant contact with the 
ultracold experimentalists at LANL discussing possible 
future experiments (such as vortex tunneling in conden-
sates).
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In a related project, we have formulated the problem of 
Casimir drag in superfluids in the context of a fermionic 
system: a drag force is caused by the scattering of quantum 
fluctuations within a flow of  superfluid fermions. Here, the 
problem has many new physical effects and promises to 
be important for current fermionic experiments. We have 
also made progress in calculating the static Casimir effect 
in a BCS superfluid  (the standard model of superconduc-
tors), the existence of which demonstrates the important 
implications of  quantum fluctuations in these systems. 

Experimentalists at Lancaster University working with He3 
have recently expressed interest in our recent work of the 
reformulation of the hydrodyamic boundary condition for 
superfluid flow.  We remain in contact.  

We have recently finished calculations of realizing super-
solids, a controversial new form of matter, in dilute Bose-
Einstein condensates using impurity fields. We have made 
some progress with framing the problem of quantizing the 
Kuramoto self-synchronization model and have also made 
some progress towards solving it. One of the more signifi-
cant strides we have made is the successful embedding of 
this dissipative system within a Hamiltonian formalism, a 
crucial first step towards developing a general quantized 
model of synchronization. 

Other projects involve the evolution of scientific ideas, 
in collaboration with Mark Herrera (undergraduate who 
I mentored at CNLS) and Natali Gulbahce (UCSF), and 
prediction of yeast growth rates from gene expression data 
(see submitted paper below).

Future Work

Much ongoing experimental and theoretical effort is being 
directed at quantum phase transitions (QPTs), phase tran-
sitions induced by quantum rather than thermal fluctua-
tions. QPTs are widely held to be the key to understanding 
enigmatic material phenomena such as high-Tc supercon-
ductivity, and the quantum critical point at which the QPT 
occurs is believed to determine the properties of the sys-
tem at much higher temperatures and organize the phase 
diagram. To date the focus has been mainly on equilibrium 
QPTs; nonequilibrium QPTs – QPTs occurring in externally 
driven systems – remain largely unexplored. However, re-
cent advances in the field of ultracold atomic gases make 
it possible to conduct systematic experimental study of 
nonequilibrium quantum dynamics, and the onus is now 
on theory to keep abreast.

This project addresses this need by constructing a coherent 
theoretical framework for nonequilibrium QPTs through a 

two-pronged approach, each centered on a different phe-
nomena.

Quantum Synchronization

This project aims to develop a broadly applicable and 
informative model of nonequilibrium QPTs; this is pos-
sible because the quantum critical point is insensitive to 
microscopic detail and permits generalization. The start-
ing point will be the classical Kuramoto model, which is 
the archetypal model of driven self-synchronizing systems 
(e.g. Josephson junction arrays and collective atomic recoil 
lasing) and one of few tractable models able to describe 
nonequilibrium classical phase transitions. Building upon 
recently generalized theoretical results, this project goal is 
to quantize the Kuramoto model to obtain an analogous 
model for quantum systems.

Quantum Drag

As a complementary bottom-up approach, this project will 
focus on the Casimir drag effect, where scattering quantum 
fluctuations induce a zero-temperature reversible conver-
sion between normal fluid and superfluid – a process that 
can be thought of as a nonequilibrium QPT. This project 
will determine the characteristics of this QPT and its critical 
point through individual theoretical research.

Conclusion

This project will construct a theoretical framework of non-
equilibrium Quantum Phase Transitions.  This research 
holds great potential for science and technology because 
such phase transitions involve  significant quantum-level 
events that have a direct macroscopic effect and, as such, 
lend themselves to myriad applications in the rapidly ex-
panding field of nanotechnology.

This project will also build an understanding of superfluid-
ity that has the accuracy needed to turn the new dilute 
ultracold atom systems into applications such as atom la-
sers, precision clocks, and gyroscopes as well as prompt a 
review of our fundamental notions about areas of science 
related to superfluidity.

Publications

Pomeau, Y., and D. C. Roberts. On the hydrodynamic 
boundary condition for superfluid flow. 2008. Phys. Rev. B. 
77: 144508.

Roberts, D. C.. Solving the Kuramoto model of a self-syn-
chronizing, finite population of glob ally coupled oscilla-
tors. 2008. Phys. Rev. E. 77: 03114.
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Introduction

We are examining several issues related to decoher-
ence in many-body quantum systems. Quite generally, 
investigating quantum systems takes an exponential 
amount of resources. However, recent progress in simu-
lation techniques has come from incorporating ideas 
from the quantum information community into com-
putational algorithms. These techniques have enabled 
a large and interesting category of quantum systems to 
be investigated on a classical computer with resources 
that are only polynomial (rather than exponential) in 
the size of the system. We are applying these novel 
methods to simulate the time-dependent evolution of 
quantum systems. Two of our immediate goals are to 
study the dynamics of quantum phase transitions that 
are starting to be examined experimentally in, e.g., 
Bose-Einstein condensates (BEC’s), and to understand 
the behavior of nonequilibrium nanoscale systems, e.g., 
electronic transport in molecular systems. In the pro-
cess of investigating these systems, we expect to im-
prove and generalize these novel methods to increase 
both their scope and the size of the systems (i.e., to 
100-10,000 particles/atoms/molecules) they are able to 
tackle.

Benefit to National Security Missions

This project will support the missions of the Office of 
Science by enhancing our understanding of materi-
als and comprehension of complex natural systems. 
This work will also support the Homeland Security and 
Threat Reduction missions of the Laboratory by bring-
ing the encryption breaking power of quantum comput-
ing one step closer to reality and by developing an un-
derstanding of biomolecular detection with nanoscale 
electronic sensors.

Progress

Quantum Phase Transitions and Decoherence – We 
are examining how quantum systems behave when 
driven through a phase transition in the presence of 
decoherence. In particular, in the absence of decoher-
ence, topological defects are generated – i.e., these are 

Dissipation and Decoherence in Complex Many-Body Systems
Wojciech Hubert Zurek
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features of the quantum state that can not be changed 
with local perturbations to the state of the system 
and are therefore “protected” from local decoherence 
(a feature that is necessary in quantum computing). 
However, when driving the system, superpositions of 
defects are also created. We find that these superposi-
tions are actually extraordinarily sensitive to local noise 
and will collapse essentially instantaneously from a 
coherent quantum state to an incoherent mixture of 
states with a single topological defect that remains pro-
tected. This finding sheds light on a fundamental issue 
in the dynamics of quantum phase transitions and also 
on what types of states might be useful for quantum 
computing. In addition, we are continuing the develop-
ment of an efficient numerical technique for studying 
the dynamics of 100’s of spin-1/2 qubits in order to un-
derstand how information spreads into an environment 
when a system decoheres. This work supports the LANL 
mission of gaining a fundamental understanding of ma-
terials and of complex natural systems.

Nanoscale electronic sensors – We have been investi-
gating the behavior of nonequilibrium systems at the 
nanoscale. In particular, we have examined two issues: 
the effect of noise on the ability to detect biomolecules 
with electronic sensors and how ionic transport occurs 
through nanopores. The former is in particular regard 
to a proposal for rapid DNA sequencing using trans-
verse electronic transport measurements and nano-
pores. Previously, we have shown that the electronic 
current allows for the efficient detection of a DNA base 
in a sequence in the presence of structural fluctuations 
and water, but in the absence of other sources of noise 
such as ionic fluctuations. As a first step to incorporate 
these other sources of noise, we have investigated the 
effect of strong white noise. We found that the efficient 
distinguishability of the bases is not influenced by white 
noise unless it is unrealistically strong, thus reaffirm-
ing that electronic transport might serve as a process 
for rapid DNA sequencing. Also having to do with 
nanopores, we have investigated how ions move from 
bulk into a nanopore to create an ionic current. This is 
process that occurs in natural (biological ion channels) 
as well as artificial systems (synthetic nanopores, e.g., 
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made for sequencing and molecular detection). We have 
proposed a particular functional form of the energetic 
barrier for ionic transport based ON molecular dynamics 
simulations. This form of the energetic barrier predicts, for 
instance, that there should be a precipitous drop in ionic 
current when the radius of the nanopore is shrunk below 
the radius of the first hydration layer of the ions. Further, 
we propose an experiment to test our proposal that will 
help procure an understanding of the operation of nano-
pores and, in particular, of biological ion channels. This 
research will help the development of nanopore-based 
electronic sensors that will create new possibilities for 
ubiquitous sensors, and thus this work addresses the LANL 
mission of Threat Reduction. As well, such sensors open up 
new avenues for investigation into the complex interface 
between solids, liquids, and biomolecules, and increase 
our understanding of how materials behave at the nano-
scale. The work has resulted in two articles in preparation.

Simulation techniques for decohering and dissipating 
quantum systems – An ongoing project of ours is the 
development efficient simulation techniques for “open” 
quantum systems, e.g., nanoscale systems interacting with 
external probes and their environment. This work recently 
resulted in an article “Finite representations of continuum 
environments,” which appeared in the Journal of Chemical 
Physics in September. In this work, we examined how dif-
ferent portions of the environment influence the dynamics 
of a system and used this knowledge to create a novel rep-
resentation of the environment for numerical simulations.  
The latter significantly reduces the computational cost 
necessary to accurately simulate the dynamics of quantum 
systems in contact with their environment. Over the past 
few months, we have made further progress in under-
standing how optimal the construction above is and also 
how to extend it to truly many-body quantum systems. The 
influence of this work is wide-ranging: it increases our abil-
ity to simulate quantum systems in realistic situations and 
thus greatly increases our ability to make science-based 
predictions on issues ranging from high-temperature su-
perconductivity (how the environment impacts the transi-
tion temperature, for instance) to DNA sequencing with 
nanoscale electrodes (see above). This work thus supports 
the strategic thrust of science-based prediction, as well as 
provides a computational basis for further investigation 
into threat reduction, complex systems, and materials.

Future Work

For our future research we will investigate a several issues 
revolving around dissipation and decoherence (D&D) in 
complex physical systems. Building on our past research on 
the efficient representation of partially entangled states, 
we will develop an innovative computational method that 
can simulate the dynamical behavior of thousands of at-
oms or particles as it interacts with the outside world.  Us-

ing this method along with analytical techniques, we will 
investigate several distinct but interrelated issues involving 
D&D in complex many-body systems. For all these issues, 
our current understanding is hampered by the lack of accu-
rate methods to study D&D. In particular, we will: 

calculate physical characteristics of dissipative materi-• 
als relevant to superconductivity and evaluate the pos-
sibility of engineering a dissipative transition to create 
a room-temperature superconductor; 

simulate the precise behavior of decoherence in (solid-• 
state) architectures for quantum computing and de-
lineate approaches for suppressing and correcting for 
decoherence; and 

simulate electronic transport across molecules in the • 
presence of strong D&D (including “colored” noise) in 
order to assess the effect of the aqueous environment 
on practical application of nanoscale electronic sen-
sors, and more generally to study open scientific issues 
and challenges at the interface between solids, liquids, 
and biomolecules.

Conclusion

This research has increased our understanding of decoher-
ing and nonequilibrium systems, and more generally of 
complex systems and materials at the nanoscale. Further, 
the work has resulted in a greater knowledge of systems 
useful for quantum computing and also in the setting of 
the theoretical basis nanoscale, biological/single-molecule 
sensors. The future work will result in the development of 
novel simulation techniques for driven, nonequilibrium, 
and dissipative quantum and nanoscale systems. The real-
ization of the end technological goals could revolutionize 
computing and medical treatments, giving us increased 
security and health.
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Introduction

The underlying scientific issue that our research ad-
dresses is to better understand the nature of matter.  
Although the Standard Model of particle physics can, 
in principle, predict the properties of all matter on 
earth, in practice, even approximately computing the 
properties of a proton comprising only three quarks is 
a Herculean computational challenge.  Our innovative 
approach is to combine computer simulations (Monte-
Carlo), experiments, and analytic techniques to under-
stand systems of many fermions.  Universality in the 
underlying theory allows these results to be applied to 
many systems, from cold-atoms and superconductors, 
to nuclear matter, stellar matter, and possibly even the 
elusive dark-matter.

Benefit to National Security Missions

Our research on strongly interacting Fermi systems ties 
in well with Office of Science missions relating to nu-
clear physics, astrophysics and condensed matter phys-
ics. The results of this work will enhance our ability to 
model superfluid and superconducting matter in both 
the terrestrial and astrophysical context.

Progress

The project began August 2008 when the postdoctoral 
candidate M. Forbes arrived. He is currently working on 
the ground state of system of heavy Fermions in a back-
ground of light Fermions. 

Future Work

The main goal is to combine experiment, numerical, 
and analytic results to develop a density functional the-
ory (DFT) that quantitatively describes two-component 
cold-atom gases.  Once this DFT is verified with cold-
atom systems, it can be applied to other systems such 
as nuclear matter and quark matter.

A subset of the following tasks will establish this theory: 
1) Validate that the DFT can describe finite systems us-
ing Monte-Carlo (MC) simulations. 2) Investigate the 

Strongly Coupled Fermion Systems: From Atomic Gases to Dark Matter
Sanjay Reddy
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importance of gradient corrections to the DFT using MC 
simulations of deformed traps. 3) Apply the DFT to cal-
culate properties of inhomogeneous systems including 
4) Crystalline LOFF states, 5) Surface tensions of phase 
boundaries, and 6) other finite size effects. 7) Extend 
the model to capture the effects of temperature on the 
gap and pseudo-gap. 8) Apply these models to nuclear 
and astrophysical systems.

The second goal is to confirm or rule out our proposal 
that dark matter consists of quark anti-matter nuggets.  
This includes 1) improving the quantitative accuracy of 
the emission calculations to provide detailed predic-
tions with which to better test the theory. 2) Working 
with other astrophysicists to compile tests of our cur-
rent proposal from existing data. 3) Search for addi-
tional observational evidence to confirm or rule out the 
proposal. 4) Solidify the formation mechanism. 5) Inves-
tigate how the phenomenology of these objects might 
constrain the many-body properties of quark matter. 
6) Investigate alternative explanations for some of the 
anomalous emissions we presently attribute to dark 
matter.  Finally, a related task is to investigate additional 
astrophysical phenomena to determine additional sig-
natures for pairing and exotic many-body physics from 
astrophysical objects.

Conclusion

We will develop many-body techniques to accurately 
compute the basic properties of matter relevant to cold 
atom experiments and nuclei.  This is a prerequisite for 
finding new applications of certain materials, and for 
calculating properties of exotic nuclei and nuclear mat-
ter that cannot easily be studied in experiments. We 
will then apply these methods to predict properties of 
matter in the astrophysical context, shedding light on 
some of the great mysteries of the universe, including 
the nature of the mysterious dark-matter that forms 
most of the mass of the universe, but which has yet to 
be directly observed.
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Cosmology relies on melding diverse measurements 
to understand the composition and evolution of the 
Universe. Microwave background observations showed 
that the Universe is flat, but studies of the clustering 
of matter found only one-third of the matter required. 
Famously, supernovae observations then showed that 
dark energy provided the missing energy density, bring-
ing all measurements into concordance. This project 
is aimed at future surveys that will measure the dis-
tribution of galaxies in the Universe with very high ac-
curacy. From these measurements, new cosmological 
constraints will be derived and these will advance our 
understanding of the fundamental constituents of our 
Universe: dark matter and dark energy.

Current and near-future galaxy surveys probe such huge 
volumes and such a large range of distance scales that 
it is a computational “grand challenge’’ to compare our 
theoretical understanding of galaxy clustering with the 
surveys.  It is vital to develop efficient statistical and 
numerical techniques that can enable the making of 
such comparisons.

Benefit to National Security Missions

The project targets two of the top priorities of the DOE 
mission: understanding the nature of dark energy and 
high-performance computing. In addition, the project is 
relevant for the threat reduction arena in providing new 
techniques to extract information from diverse and very 
large data sets.

Progress

The postdoc supported by this project, Adrian Pope, 
was hired on 9/29/2008. During the last two weeks he 
completed all necessary training. Initial discussions on 
new projects have been started. 

Matter and Light
Katrin Heitmann
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Future Work

Our measurements of large-scale structure statistics 
from large-volume cosmological surveys are becoming 
so good that a new generation of matching theoretical 
tools must be developed. In principle, N-body simula-
tions provide detailed views of the clustering of dark 
matter, but the volumes and resolution necessary to 
mimic large surveys make it prohibitive to produce a 
large suite of N-body simulations covering a range of 
different cosmological parameters. The cosmic calibra-
tion project initiated at Los Alamos National Laboratory 
by Habib, Heitmann, and Higdon is an important step 
in using a limited number of large-scale simulations to 
predict large-scale structure statistics with high preci-
sion. During this project the framework will be extend-
ed and developed in an important new direction: mod-
eling the effects of galaxies as biased tracers of matter 
when predicting the shape of the galaxy correlation 
function and other large-scale structure statistics.

An important challenge with large surveys is to esti-
mate the covariance between different length scales 
in a large-scale structure measurement.  Using N-body 
simulations for this task is inherently inefficient because 
a large-volume, high-resolution simulation has a small 
amount of information about large scales and over-
calculates information about small scales -- ideally one 
wants to access a similar amount of information on all 
scales. During this project new methods will be  de-
veloped that efficiently balance the information on all 
scales.

Ultimately this machinery will be used to measure the 
three-point galaxy correlation function from the Sloan 
Digital Sky Survey  Luminous Red Galaxy sample. An 
accurate measurement of this correlation function will 
yield crucial information about the amplitude of mat-
ter fluctuations and the bias of galaxies. Without an 
accurate model and covariance matrix we cannot learn 
about cosmology from the raw correlation function.
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Conclusion

Our current understanding of the Universe relies heavily 
on measurements of its large-scale structure as probed by 
the clustering of galaxies. These studies are complicated 
by the fact that the luminous baryonic matter in galaxies 
(stars, gas) is only a tracer for the dark matter, whereas 
theoretical models directly predict the clustering proper-
ties of dark matter. This project will focus on understanding 
the connection between light and matter. This will be a 
crucial step for interpreting new cosmological observations 
and obtaining constraints on dark energy. The project will 
lead to new insights about the evolution and content of 
the Universe.
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Abstract

Plasmas are the most common phase of matter in the 
universe and rich carriers of waves from low frequency 
magneto-hydrodynamic (MHD) waves to high frequency 
kinetic waves.  Understanding the resonant interactions 
of these waves with charged particles plays essential 
roles in our exploration of many phenomena in nature, 
especially in solar and high energy astrophysics, where 
the generation and transport of high energy particles 
are dominated by electromagnetic interactions.  In 
this two-year project we studied these waves in a 
range of astrophysical problems from solar flares to 
active galactic nuclei to supernovae and gamma-ray 
bursts.  This has led to a fruitful collaboration involving 
a number of students and with academic institutions 
across the world.

Background and Research Objectives

The origin of the cosmic rays is one of the top 10 
“unsolved mysteries” in physics.  Cosmic rays arise from 
particles accelerated to ultra-relativistic speeds.  Such 
particles are produced in the most energetic sites in the 
universe.  Cosmic explosions produce the most ener-
getic of these sites.  LANL has a long history in modeling 
and observing supernovae and gamma-ray bursts.   
What we have not developed is the theory to tie these 
explosion models with the observations.  In part, this is 
because particle acceleration is a very difficult phe-
nomenon to model.  It involves strong, often relativistic 
shocks with strong magnetic fields.  The state of the art 
in academia is to use parameterized models to move 
from the shock physics to the creation of accelerated 
particles.

This project was based on a fellowship bringing Siming 
Liu to Los Alamos National Laboratory for two years.  
Siming is an expert in these parameterized models 
and, for LANL to make the first step bridging theory 
and observation, we needed to learn these models.  
Siming ultimately stayed an additional 9 months and is 

High Energy Particles in Astrophysical Outflows

Christopher Lee Fryer
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now continuing to work with us from the University of 
Glasgow where he has a research position.  The goal 
of this project was to bring in expertise on particle 
acceleration at LANL to better tie LANL’s theory efforts 
in active galactic nuclei, supernovae and gamma-ray 
bursts to observations of these phenomena.  Siming’s 
expertise in particle physics and wave phenomena was 
ideally suited to make this bridge.  But to do this, we 
had to move from his expertise in particle acceleration 
in solar flares to the fields studied at LANL.  

The first step was to have Siming teach LANL scientists 
the parameterized models in the problem of solar 
physics.  Our plan was to educate his hosts, Fryer and 
Li, in the current state of models so that we can better 
apply this physics to more LANL relevant models.  
Particle acceleration in solar flares is what powers the 
high-energy particles in the solar wind, an important 
aspect of satellite physics.  LANL has worried about this 
from the receiving end for its satellites, but not so much 
in the production side.

A second step was to attack a problem that both sides 
knew reasonably well – the supermassive black hole at 
the center of the Milky Way.  The supermassive black 
hole at the center of our own Galaxy is the best-studied 
black hole in the universe.  Understanding it provides 
information allowing us to explain a host of astrophysi-
cal objects thought to be produced by black holes.  It is 
also one of the best probes of high-energy physics we 
have available to us (producing much more energetic 
conditions than those produced by the Large Hadron 
Collider).  This study easily led into studies of active 
galactic nuclei.

Finally, we planned to study the particle acceleration 
in supernova and gamma-ray burst shocks to tie our 
explosion models to the observations.  The goal of this 
project was to develop the framework to tie our theory 
to the observations, allowing us to more easily attract 
funds for NASA and NSF funded missions.
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Importance to LANL’s Science and Technology 
Base and National R & D Needs

To start to attract money outside of NNSA, LANL needs to 
make its science more relevant to a broader set of scien-
tists.  One way to do this is to bring in experts to help LANL 
scientists do this work.  This project did exactly this.  We 
brought in Siming as an expert under the postdoctoral 
fellow program and worked intensely on a number of 
projects, both teaching Siming the science strengths at 
LANL and having him teach us about particle acceleration.  
We now have a suite of powerful tools to tie our theory to 
observations, both allowing us to collaborate more fully 
with LANL-based observational projects and to develop 
collaborations outside of LANL.

Here, we’ll briefly outline some of the spin-offs.  First, by 
reinvigorating LANL research on solar flares and particle 
acceleration in solar flares, LANL is in a better position to 
help this crucial effort in national defense.

But the broader work, studying particle acceleration with 
Siming has allowed LANL to develop an entire program on 
particle acceleration that has strong ties to NASA and DOE 
Office of Science goals.  Siming’s move to the University of 
Glasgow allows us to broaden our collaboration base and 
we are now working closely with scientists in the United 
Kingdom.  We expect Siming to send us a string of graduate 
students to work jointly with us on these topics.

The tools we have developed are ideally suited for NASA 
missions such as GLAST and NSF missions like HAWC, 
opening up the possibility of receiving funds for this 
projects.

Scientific Approach and Accomplishments

During Siming’s time at LANL, we have published seven 
joint refereed papers and thirteen publications in total 
[1-13], many of which are published in the Letter part of 
the Astrophysical Journal (the equivalent of physical review 
letters for astrophysicists).  Most of the papers focused on 
work studying the Galactic Center where we had the most 
initial overlap, but we managed to learn both about solar 
particle acceleration and active galactic nuclei.

But the primary accomplishment of this project was to tie 
our theory work in stellar explosions to observations.  In 
this sense, this project has been a phenomenal success.  
Figure 1 shows images of our current fits of our theoretical 
models of high-energy emission from supernova remnants.  
The fit is of flux versus photon energy.  Not only had this 

object not been explained previously, but no team had 
used detailed stellar explosion models in their fits.  This is 
a prime example of how careful explosion models, coupled 
with accurate physics, can truly explain the high-energy 
spectra we observe [13].

Figure 1. Flux versus photon energy to the Cassiopeia A super-
nova remnant. The close fit between our models and measure-
ments speaks to the accuracy of our coupled stellar explosion and 
particle acceleration models.

Another success of this project is the career of Siming.  He 
has moved on to a research position at the University of 
Glasgow and has a faculty position offer back in China.  He 
plans to continue his collaborations with LANL scientists 
and we see this collaboration bringing us a string of bright 
researchers over the course of the next few years (hope-
fully to continue for decades).

Finally, the project of particle acceleration has motivated 
LANL scientists to develop a grass-roots effort to produce 
more realistic models of this process.  By combining our 
newly gained understanding of this process with the com-
putational excellence at LANL, we can take this particular 
field to a new level of sophistication.
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Abstract

This Postdoctoral Research and Development (PRD) 
project resulted in significant enhancement of LANL 
research in the area of particle astrophysics, specifically 
focusing on WIMP dark-matter detector development 
as well as understanding of the properties of solar 
neutrinos.  The PRD work was primarily centered on 
development of the DEAP/CLEAN dark-matter detector 
program, and resulted in a publication on the pulse-
shape discrimination capabilities of liquid argon scintil-
lation detectors and another publication in preparation 
on the liquid argon nuclear-recoil quenching factor.  A 
secondary component of the PRD work involved the 
Sudbury Neutrino Observatory (SNO) and included 
writing and publication of a lengthy technical paper 
about the SNO 3He proportional counters, as well as 
hardware work and contributions to analysis of the data 
from the third phase of SNO.  In addition to the benefits 
of the research performed under this PRD project, the 
project served as an effective recruiting tool, since the 
postdoctoral researcher is now a LANL staff member.

Background and Research Objectives

Understanding the dark matter that makes up the vast 
majority of the matter density of the universe is one 
of the most important pursuits of modern science.  A 
favored hypothesis is that the dark matter consists of 
Weakly Interacting Massive Particles (WIMPs), which 
interact only gravitationally and through the weak 
interaction.  These WIMPs could be directly detected 
through weak-interaction-mediated nuclear recoils in 
a massive, ultra-pure, underground detector.  Current-
generation WIMP detectors have masses on the order 
of 10 kg, and have only placed limits of about 10-43 
cm2 on the WIMP-nucleon interaction cross-section.  
Development of next-generation WIMP detectors with 
dramatically larger target masses is being vigorously 
pursued by the low-energy particle astrophysics com-
munity and is crucial for directly detecting WIMP dark 
matter.

The Neutrino Matrix and Beyond

Andrew Hime

20051243PRD3

LANL is leading a significant effort to develop a concep-
tually simple, scalable, and economic next-generation 
WIMP detection technology based on noble liquid scin-
tillators.  Noble liquids, such as argon and neon, scintil-
late brightly in the extreme ultraviolet in response to 
the passage of fast charged particles.  A nuclear recoil 
induced by a WIMP would produce a bright flash of 
scintillation light in a noble liquid scintillation detector, 
and this light can be wavelength-shifted to the visible 
and read out by an array of photomultiplier tubes 
(PMTs).  Although electron-recoil background events 
induced by beta decays and gamma rays also produce 
scintillation light in noble liquids, the time profile of the 
electron-recoil events is dramatically different than for 
nuclear-recoil events, allowing highly efficient rejection 
of the electron-recoil backgrounds.  This PRD project 
focused on hardware development and analysis of data 
from prototype noble liquid scintillation detectors for 
this effort.

This WIMP detector development effort strongly lever-
ages LANL’s existing capabilities in low-background 
particle detection that stem from the Sudbury Neutrino 
Observatory (SNO).  SNO was a 106-kg heavy-water 
Cherenkov detector designed to study the properties 
of solar neutrinos.  The SNO experiment consisted of 
three phases of data taking, starting in 1999 and ending 
in 2006.  A significant secondary component of this PRD 
project consisted of hardware, analysis, and publication 
writing work for the third phase of the SNO experiment, 
in which 3He proportional counters were used to detect 
neutrons liberated by neutrino interactions with deute-
rium in the heavy water.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

LANL’s position at the forefront of neutrino physics 
dates back to the Nobel Prize winning 1956 detection 
of the neutrino by Frederick Reines and Clyde Cowan.  
Since then, LANL scientists have played significant 
roles in a number of important experimental efforts 
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in neutrino physics.  A hallmark of experimental neutrino 
physics is conceiving of a measurement so difficult that it 
borders on the absurd, and then turning that idea into a 
successful experiment.  This spirit of meeting impossible 
challenges pervaded Reines’s thinking when he first set his 
mind to experimental detection of the neutrino that had 
to exist to save conservation of energy in beta decay.  And 
this same spirit has driven decades of successful experi-
ments since then.  One of the most recent among these 
was the SNO experiment, which had radio-purity require-
ments that bordered on the impossible and which ended 
up solving the long-standing Solar Neutrino Problem.

The next great challenge in low-background particle detec-
tion is direct detection of WIMP dark matter.  Now that 
neutrinos are beginning to be well understood, many sci-
entists at LANL and elsewhere are turning their attention 
to an even more difficult challenge.  The WIMP-nucleon 
interaction cross section is known to be even smaller than 
the cross sections involved in neutrino interactions, so 
detectors must be even more sensitive and backgrounds 
reduced even further in order to be successful.  LANL’s 
leadership in the field of WIMP dark matter detection 
provides a continuation of the spirit of tackling nearly 
impossible challenges that has existed here since the early 
days of the laboratory’s history.

Identifying dark matter is consistently mentioned as one 
of the most important scientific research areas by studies 
and panels tasked with prioritizing national R & D needs.  
Here at LANL, dark matter and neutrino research is part 
of the Beyond the Standard Model Grand Challenge and is 
essential to maintaining and strengthening LANL’s science 
and technology base.  Research in the area of low-back-
ground particle detection has consistently provided an 
excellent recruitment tool that brings some of the best and 
the brightest young scientists into LANL.  This work is an 
essential part of the basic science that is the cornerstone 
of the LANL LDRD program.

Scientific Approach and Accomplishments

The DEAP/CLEAN detector development program at 
LANL is a comprehensive effort to develop a conceptually 
simple, scalable, and economic next-generation WIMP 
detection technology based on noble liquid scintillators.  
Most proposed next-generation WIMP dark matter detec-
tors use technology that is complicated and not easily 
scaled to the very large detector sizes that are likely to be 
required to identify dark matter.  The DEAP/CLEAN concept 
consists simply of a large tank of noble liquid viewed by 
PMTs.  This avoids the technical challenges inherent in 
other WIMP detectors, such as growing of a large array 

of solid-state detectors for the CDMS concept, or drifting 
an ionization signal across a large detector for the XENON 
concept.  While the DEAP/CLEAN concept is relatively 
simple compared to other proposed WIMP detectors, it 
still presents a significant R&D challenge.  Some of the 
major R&D efforts were part of this PRD project, including 
characterizing PMTs for use at cryogenic temperatures, 
understanding background rejection capabilities in noble 
liquids, and studying the response of noble liquids to 
nuclear recoil signals characteristic of WIMP interactions.

A major component of this PRD project was detector 
development and prototyping work for the DEAP/CLEAN 
program.  Two test stands, one at room temperature and 
one at cryogenic temperatures, were developed for char-
acterization of PMTs and light guides that will be used in 
DEAP/CLEAN WIMP detectors.  Measurements of quantum 
efficiency, reflectivity, and other PMT properties made 
using the room-temperature PMT test stand provided 
critical input to detector design.  The cryogenic PMT test 
stand was developed under this PRD project and now is in 
use for studies of PMT operating properties as a function 
of temperature. 

Analysis of data from prototype DEAP/CLEAN detectors 
comprised a significant part of this PRD project.  One 
major analysis effort was to understand the pulse-shape 
discrimination capabilities of liquid argon for rejection 
of electron-recoil backgrounds caused primarily by beta-
decay of cosmogenic 39Ar in the target material.  While 
this analysis was lead by collaborators at Yale University, 
significant essential contributions were made through this 
PRD project.  A paper detailing pulse-shape discrimination 
in liquid argon was produced and published in Physical 
Review C, volume 78, number 3.

Another major analysis effort under this PRD project was 
measurement of the quenching of the scintillation light 
produced by nuclear recoils in liquid argon compared 
to the light produced by electron-recoil events of the 
same deposited energy.  It is critical to understand the 
relative response of the detector to nuclear and electron 
recoils since the signals of interest in a liquid-argon WIMP 
detector are nuclear recoils, but the detector would be 
calibrated with sources that produce electron recoils and 
the primary background is an electron recoil signal.  Mea-
surements of neutron-induced nuclear recoils at a number 
of different recoil energies were performed in order to 
characterize the scintillation response of liquid argon as a 
function of nuclear recoil energy.  Although the measure-
ments were performed at Yale University, the analysis was 
led at LANL as part of this PRD project.  A paper presenting 
the results of this analysis is in preparation and the results 
have been presented at conferences.
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In addition to the noble liquid WIMP detector develop-
ment work that formed the core of this PRD project, a 
significant amount of effort was focused on the SNO 
experiment, which completed its third and final phase of 
data-taking halfway through this PRD project.  For the third 
phase of SNO, an array of 3He proportional counters known 
as Neutral Current Detectors (NCDs) was installed in SNO’s 
heavy water to detect neutrons liberated by neutrino 
interactions with deuterium.  A great deal of expertise on 
the SNO NCDs was brought to this PRD project, particularly 
in the areas of hardware and intrinsic radioactive back-
grounds.  This expertise allowed high-impact contributions 
to be made to the SNO project under this PRD project 
without detracting from the DEAP/CLEAN work that was 
the primary component of the PRD project.

One major result of the SNO aspect of this PRD project was 
the writing, editing, and publication of a lengthy technical 
article on the SNO NCDs, published in Nuclear Instruments 
and Methods in Physics Research A, volume 579, pages 
1054 – 1080.  This paper describes the design, construc-
tion, installation, and characterization of the NCDs, dis-
cusses the electronics and data acquisition system, and 
considers event signatures and backgrounds in the NCDs.  
Writing and editing of the paper was performed under this 
PRD project.  The paper was accepted without revisions by 
the journal.

Another contribution of this PRD project to the SNO 
experiment was in background analysis for the NCD-phase 
SNO results, published in Physical Review Letters, volume 
101, article 111301.  A significant potential background in 
that solar neutrino flux measurement was introduced by 
the presence of a radioactive hotspot on one of the NCDs.  
A series of measurements of the hotspot was performed 
after decommissioning of the SNO detector, in order to 
identify and quantify the hotspot.  One of the measure-
ments involved analysis of time correlations between 
alpha decays from the hotspot, and was performed under 
this PRD project.  The characterization of the hotspot that 
resulted from these measurements reduced the systematic 
uncertainty on the NCD-phase flux result from 4% to well 
under 1%.  Details of the hotspot analysis will be published 
in a paper that is currently in preparation.

In addition to the direct impacts of the research performed 
under this PRD project, the project provided other benefits 
to LANL.  One goal of the LANL postdoctoral program, and 
particularly the LDRD PRD program, is to recruit and retain 
promising young scientists at the laboratory.  This PRD 
project clearly served as an effective recruiting tool, since 
the postdoctoral researcher is now a LANL staff member.
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Abstract

The evolution of the Earth’s surface is intimately linked 
to processes in its interior. In fact, the oceanic crust and 
continents are the upper thermochemical boundary 
layer of the Earth’s convecting mantle. We are employ-
ing multiple computational techniques to explore the 
feedback between continents and the mantle. At global 
scales, we model convection using the high resolution, 
3D spherical finite element (FEM) mantle convec-
tion code Terra. We added continents to Terra using a 
Lagrangian particle-in-cell (PIC) technique that permits 
the tracking of characteristics at sub-grid scales. 
Further insight into local-scale processes occurring in 
rifting margins, namely the advection of heat and mass 
through magmatic systems, is then looked at using the 
multi-material, multi-phase finite volume code Truchas. 
The goals of this project include furthering our under-
standing of the links between the thermal evolution 
of the mantle on a continental scale and the transport 
of that heat to surface through systems at the scale of 
volcanoes.

Background and Research Objectives

Continents episodically cluster together to form super-
continents, ultimately breaking up in association with 
intense magmatic activity. The breakup of Pangea, the 
last supercontinent, was accompanied by the emplace-
ment of the largest known continental flood basalt 
(CFB), the Central Atlantic Magmatic Province (CAMP), 
which caused massive extinctions at the Triassic-Juras-
sic boundary (Figures 1,2). These eruptions suggest that 
mantle temperature is a function of continent size, with 
anomalously high temperatures developing beneath 
supercontinents. However, a quantitative understand-
ing of how continent size and fundamental flow 
features inside the Earth modulate mantle temperature 
is lacking.

A Multiscale Approach to Modeling Continental Rift Tectonics

Carl Walter Gable

20051286PRD3
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Figure 1. Plate reconstructions from the time of Pangea, 200 
million years (m.y.) ago, until today.

Most of the Earth’s volcanism occurs where planar 
magma-filled fractures intersect the surface. Such 
eruptions can span all scales, from meter wide basaltic 
dikes, to mid-ocean ridge plate formation zones, to 
giant feeders of flood basalts (Figure 2). The behavior 
of fissure eruptions depends on a combination of 
factors including the thermal and mechanical proper-
ties of the intruded rock, magma source volume and 
pressure, initial dike dimensions, and magma rheology. 
Quantitative information on the detailed evolution of 
these channels is lacking, in part due to insufficient 
numerical tools. Using a new multi-material, multi-
phase fluid dynamics model we are developing better 
constraints on fundamental aspects of fissure events, 
such as the influence of system geometry and relation-
ships between timing and magma volume, that could 
help guide future observations of catastrophic erup-
tions, hone volcanic hazards assessments, and push the 
capabilities of magma dynamics models.
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Figure 2. Location map of the Central Atlantic Magmatic Province 
(CAMP) in a Pangea reconstruction at 200 m.y. ago, also showing 
the Siberian and Karoo-Ferrar continental flood basalt provinces 
in the inset. The area presently recognized as being part of CAMP 
is shown by a dashed contour, with sample sites indicated: R, 
Roraima; M, Maranhao; C, Cassiporee; Ce, Ceara; A, Anari; and T, 
Tapirapua.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

Our work directly addressed several of the LDRD Strategic 
Investment Priorities for Earth, Space, and Environmental 
Sciences (ESE). Specifically, our models represent advances 
towards the Solid Earth Geophysics Key Capabilities of 
“Understanding the Earth via state of the art measure-
ments and geologic models of the crust, mantle and core” 
and “Computational advances in forward and inverse 
modeling of deformation behavior of Earth materials 
including tectonic (slow)” processes. The proposed study 
also seeks to better constrain the physics behind natural 
events that significantly alter the Earth’s climate. Our 
results will therefore have relevance on long time scales 
for understanding the Climate and Environmental Systems 
Key Capability of “Advanced simulations of global pro-
cesses, including climate change and ocean circulation” 
as well as the Core Competency “Knowledge of the ability 
of the environment to accept and retain man-made and 
natural emissions and pollutants such as CO2.”

In addition to furthering key capabilities in ESE, this study 
falls generally under the Grand Challenge category of 
“Complex Systems.” Great interest lies in understanding 
the impact of energy choices on climate and the environ-
ment. An important step in characterizing anthropogenic 
climate change is to understand fluctuations in the natural 
system that occurred before human intervention. CFBs 
associated with the breakup of supercontinents represent 
a significant type of natural forcing that we should consider 
in the big picture of global change.

Scientific Approach and Accomplishments

The physical viability of supercontinent cycles depends 
on the heat budget of the Earth’s interior. As a first step 
at investigating the influence of supercontinents on the 
mantle, a study was therefore undertaken to investigate 
the conditions favoring supercontinent formation. Phillips 
and Bunge [1] used Terra models to show that periodic 
supercontinent cycles are unlikely to occur if an upper limit 
on heat flow out of the Earth’s core is adopted. Regular 
supercontinent cycles do occur in idealized models with 
three continents and a mantle heated purely from within 
(Figure 3). In a model incorporating six continents and 
strong mantle plumes this regularity is broken and super-
continents form only sporadically. Better constraints on 
the strength of mantle plumes could therefore help further 
support or confound the notion of a theoretically plausible 
periodic supercontinent cycle. This study was extended to 
address the influence of supercontinental heating on the 
stability of the Earth’s rotation axis [2].
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Figure 3. A model with three continents and a purely internally 
heated mantle. Each continent covers 10% of the surface, similar 
to present day Asia. A, A snapshot of temperature in the mantle. 
Continents are shown as transparent caps. Red is hot (upwellings 
beneath continents) and blue is cold (downwellings away from 
continents). The outer surface corresponds to 100 km depth. B, 
Continent locations (gray circles) and drift paths (blue lines) for 
excerpts from the model. At 0 m.y. the continents are grouped 
into a supercontinent. By 225 m.y. the continents have dispersed. 
They reaggregate by 450 m.y. to form a second supercontinent.
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Following up on these studies Phillips and colleagues dem-
onstrated that supercontinental aggregation could lead 
to large-scale melting without the involvement of mantle 
plumes [3]. In fact, the aggregation of a supercontinent like 
Pangea could lead to mantle warming of up to 100 °C and 
hence extensive volcanism in the style of the CAMP even 
in the absence of mantle plumes (Figure 4). This warming 
was shown to reflect an increase in the dominant wave-
length of mantle convection in response to the formation 
of a large, rigid continent. The supercontinent attenuates 
the smaller-scale flow features that are prevalent during 
periods when the continents are dispersed, eliminating the 
most efficient modes of removing heat from the Earth’s 
interior. This premise was further extended to investigate 
the likelihood of supercontinent induced heating during 
the early history of the Earth [4].

Figure 4. Temperature field snapshots for models with (A) a 
supercontinent and (B) two antipodal continents. The mean 
temperature at base of the continental thermal boundary layer 
in (A) is 1614 ºC (red), while in (B), it is only 1475 ºC (yellow). 
Translucent caps denote continent locations. Linear features on 
planetary surfaces delineate regions of cold, subducting material.

To address the modes of heat transport from beneath con-
tinents to volcanoes at the surface, we developed quan-
titative models of the behavior of fissure-style volcanic 
eruptions. Such events, in which magma propagates 
through the crust via planar fractures, constitute a primary 
mode of magma transport in the Earth. However, the 
way in which fissure eruptions evolve varies considerably. 
Some cease shortly after initiation, others show focusing of 
magma into localized, cylindrical conduits, and still others 
maintain their planar pathways for millions of years. The 
critical parameters that govern these different behaviors 
are not well constrained partially due to a lack of sophisti-
cated numerical tools capable of addressing this fully three 
dimensional (3D) problem. We expanded the capabilities 
of the Los Alamos National Laboratory 3D metallurgy 
software Truchas for application to magma dynamics in 
order to address these problems. 

Truchas solves for conservation of mass, momentum, and 
energy for multi-material, multi-phase systems. While the 

basic physics governing metal casting (Truchas’ developed 
purpose under the Department of Energy’s Accelerated 
Strategic Computing Initiative) and the “casting” of molten 
rock in the Earth are closely related, differences in material 
properties and problem scales do present challenges in 
applying this tool to a new genre of systems. Magmas 
can have viscosities that are many orders of magnitude 
larger than metals in typical Truchas simulations. LANL 
casting operations are characterized by centimeter scale 
molds and durations of seconds, but volcanic systems 
contain dikes that are meters wide by kilometers tall with 
eruption time scales of days, to months, to years. These 
differences test the generality of Truchas’ numerical 
algorithms. Support from members of the Truchas Team in 
the Computer and Computational Sciences Division (James 
Sicilian and Mark Christon) helped to insure the success of 
modifications and additions necessary to make the code 
robust over a wider parameter range.

A study on melting and solidification of magma in con-
tinental dikes led to a paper addressing the duration of 
the most recent rhyolite eruption in the Valles caldera, 
New Mexico [5]. This work is currently being extended 
to look at magma transport beneath the Southwestern 
Nevada volcanic field (SNVF). The SNVF, surrounding Yucca 
Mountain, boasts 17 volcanoes that have erupted over 
the past 5 million years. Geochemical analyses of the 
volcanic deposits suggest that magmas rose from great 
depth in the upper mantle (roughly 50 km) directly to the 
surface. Volume estimates for the volcanic deposits and 
the mapped surface expressions of the feeder channels 
suggest that such magmas would have traveled in isolated 
batches, not in open conduits connecting the source to 
the surface. Whereas the open conduit model essentially 
mimics the well-studied physics of channel flow, modeling 
of finite pulses of magma required a new conceptual 
model to represent the physics associated with ascent in a 
closed box.

We developed an approach that models magma ascent in 
the reference frame of the ascending dike (Figure 5). Pre-
liminary results suggest that stirring associated with shear 
flow of the magma with respect to the walls can signifi-
cantly increase the solidification rate, which will affect how 
geochemical interpretations for the SNVF lavas agree with 
physical constraints. We anticipate a paper that highlights 
our novel modeling approach and evaluates the physical 
validity of geochemical interpretations made for the SNVF.
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Figure 5. Schematic view of an isolated, ascending magma pulse. 
Left, outline of the dimensions of the problem. Right, conceptual 
approach of modeling the ascending pulse in the reference frame 
of the propagating dike tip as applied with the modified Truchas 
code.

As a result of this work, improvements to Truchas include a 
more general implementation of the solution for multiple 
phase changes, a correction to the way in which enthalpy 
is computed for fluid inflow conditions, the introduction of 
an Arrhenian temperature dependent viscosity formula-
tion, development of a matrix pre-conditioner to improve 
convergence of the linear viscous solution, correction to 
an algorithm that initializes model temperatures, cor-
rection to the calculation of the viscous stress gradient, 
and modification of the treatment of solid materials to 
facilitate modeling in the fluid reference frame with phase 
changes. These technical developments have improved the 
robustness of Truchas for its programmatic applications in 
manufacturing associated with nuclear weapons and fuels, 
while fostering a new collaboration between computa-
tional and Earth scientists.
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Abstract

Because of the enormous gravitational redshift near the 
event horizon of a black hole (a finite region from which 
light cannot escape), black holes provide a unique 
window into the quantum domain. The redshift of short 
wavelengths into longer ones acts as a kind of “mag-
nifying glass’’ of physics near the horizon. We have 
studiedquantum fluctuations of event horizons in a new 
and much more detailed way, and done cutting edge 
research on a new approach to reconciling quantum 
physics with gravitation.

Background and Research Objectives

This project was aimed at a new and deeper under-
standing of quantum effects in gravity, with implica-
tions for the past and future history of the universe, its 
large scale structure and origin of dark energy today.  
A systematic approach to the quantitative study of 
the spacetime fluctuations induced by quantum fields 
in an evaporating black hole within the framework 
of stochastic gravity has been pioneered. The central 
object of interest is the noise kernel, which is the sym-
metrized two-point quantum correlation function of 
the stress tensor operator. As a concrete example it has 
been applied to the study of the spherically-symmetric 
sector of metric perturbations around an evaporat-
ing black hole background geometry. For macroscopic 
black holes those fluctuations have been found to grow 
and eventually become important when considering 
sufficiently long periods of time (of the order of the 
evaporation time), but well before the Planckian regime 
is reached.

The assumption of a simple correlation between the 
fluctuations of the energy flux crossing the horizon 
and far from it, which was made in earlier work on 
spherically-symmetric induced fluctuations, has been 
carefully scrutinized and found to be invalid. Our 
analysis suggests the existence of an infinite amplitude 
for the fluctuations when trying to localize the horizon 

Quantum Fluctuations of Event Horizons

Emil Mottola

as a three-dimensional hypersurface, as in the clas-
sical case, and, as a consequence, a more accurate 
picture of the horizon as possessing a finite effective 
width due to quantum fluctuations. This is supported 
by a systematic analysis of the noise kernel in curved 
spacetime smeared with different functions under dif-
ferent conditions. This case study shows a pathway for 
probing quantum metric fluctuations near the horizon 
and understanding their physical meaning.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This is a basic research project on fundamental ques-
tions of gravitation and dark energy in astrophysics and 
cosmology, one of the areas of fundamental physics of 
interest to DOE Office of Science.

Scientific Approach and Accomplishments

Dr. Roura has computed the correlation functions for 
the primordial metric fluctuations and their power 
spectrum in inflationary cosmological models driven 
by an inflaton field, based on the Einstein-Langevin 
equation, which emerges in the framework of sto-
chastic semiclassical gravity. He showed with Prof. 
Verdaguer that the correlation functions for the metric 
perturbations that follow from the Einstein-Langevin 
formalism coincide with those obtained with the usual 
quantization procedures when the scalar field pertur-
bations are linearized. His method has been explicitly 
applied to a simple model of chaotic inflation consisting 
of a Robertson-Walker background, which undergoes a 
quasi-de-Sitter expansion, minimally coupled to a free 
massive quantum scalar field. The technique based 
on the Einstein-Langevin equation can deal naturally 
with the perturbations of the scalar field even beyond 
the linear approximation, as is actually required in 
inflationary models, which are not driven by an inflaton 
field, or when calculating corrections due to non-linear 
quantum effects in the usual inflaton driven models.
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Dr. Roura has also applied the study of the stress-tensor 
quantum correlation function to the study of the spheri-
cally-symmetric sector of metric perturbations around an 
evaporating black hole background geometry. For macro-
scopic black holes he finds that those fluctuations grow 
and eventually become important when considering suf-
ficiently long periods of time (of the order of the evapora-
tion time), but well before the Planckian regime is reached. 
His analysis suggests the existence of an infinite amplitude 
for the fluctuations when trying to localize the horizon as 
a three-dimensional hypersurface, as in the classical case, 
and, as a consequence, leads to a more accurate picture 
of the horizon as possessing a finite effective width due to 
quantum fluctuations. This case study shows a pathway for 
probing quantum metric fluctuations near the horizon and 
understanding their physical meaning.

A third achievement has involved clarifying and providing 
a solid basis for the analysis of the quantum backreaction 
from nonconformal fields in de Sitter spacetime. A number 
of studies in the literature had found large infrared backre-
action effects due to the one-loop vacuum polarization of 
nonconformal fields, leading to significant deviations from 
de Sitter spacetime. By explicitly calculating the closed-
time-path effective action and solving the backreaction 
equations governing the dynamics of the mean geometry, 
it has been shown that the contribution from local terms 
proportional to the logarithm of the scale factor, respon-
sible for the substantial deviations found in earlier studies, 
are cancelled by the contribution from nonlocal terms, 
which had been neglected in those studies. The semiclas-
sical de Sitter solution has then been found to be stable 
under isotropic perturbations. Furthermore, the explicit 
semiclassical solutions obtained provide the right back-
ground geometry where the properties and effects of 
quantum metric fluctuations should be studied.
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Abstract

Magnetic reconnection underlies magnetic activity in 
many space weather processes, including the solar 
corona (coronal mass ejections from the Sun, solar 
flares and many others) and magnetospheric substorm. 
Magnetic reconnection is also a key process in labora-
tory plasmas. In laboratory, not only experiments are 
especially designed to investigate this process but also 
important multinational endeavors such as ITER have 
to contend with the physics of reconnection (e.g. in 
sawtooth crashes and tearing modes). Most theoreti-
cal, computational and experimental work on magnetic 
reconnection starts with boundary conditions or initial 
conditions where steady reconnection is the goal by 
design. But in nature and the laboratory the onset of 
reconnection is usually driven naturally by some evolu-
tion of plasma mediated forces and reconnection has 
the freedom of developing either quasi-statically or 
intermittently. The initiation is frequently observed to 
be explosive. Nature seems to display both behaviors: 
recent papers have observed both types of behaviors, 
steady and intermittent, both in simulation and in 
observations (in space and in laboratory). Space and 
laboratory reconnection data can advance the current 
understanding of the conditions leading to steady 
or unsteady reconnection. What are the conditions 
leading to the onset of reconnection? And what are 
the processes leading to its (permanent or temporary) 
reduction or suspension? Recent experiments and 
simulations are starting to crack this problem.

Background and Research Objectives

The relaxation and self-organization of plasmas with 
embedded magnetic fields and currents is an important 
feature for many solar, space, astrophysical, and fusion 
plasmas. Frequently the evolution of global structure 
is tied to the microphysics of how magnetic energy is 
coupled to particle energy, and the three-dimensional 
structure of magnetic fields. Part of this story includes 
magnetic reconnection, which is the fundamental 
process in a conducting plasma where magnetic field 

Three-dimensional Magnetic Reconnection Experiments

Thomas P Intrator

20061475PRD2

lines of opposite polarity are broken and “reconnected” 
into a new configuration, leading to the conversion of 
magnetic field energy into plasma kinetic and thermal 
energy. Magnetic reconnection plays an important role 
in the solar corona, the earth’s magnetosphere, and 
interactions between the two (“space weather”), and 
is gaining acceptance as an essential process in galaxy 
evolution (e.g., accretion disks, jets, radio lobes). The 
effects of the third dimension are unknown. Successful 
3D reconnection experiments such as we have carried 
out at LANL have advanced our understanding of recon-
nection in natural settings.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

Magnetic reconnection is the fundamental process in 
the physics of fusion energy devices, the solar corona, 
the earth’s magnetosphere, and interactions between 
the two (“space weather”), and astrophysical plasmas. 
This has strong ties to fusion energy science, which is 
a mission of DOE, as well as understanding the opera-
tional environment of NNSA’s counterproliferation 
space assets.

Scientific Approach and Accomplishments

There have been 3D and 2D “spontaneous” reconnec-
tion experiments that included significant externally 
programmed magnetic drive and X-line geometry. 
However internal forces during magnetic self-orga-
nization have been shown to be important for large-
scale systems [Wan2008]. Here we show a laboratory 
example of three dimensional (3D) Sweet-Parker type 
magnetic reconnection that is impulsively initiated 
between two freely moving parallel current flux ropes 
that attract each other so that they force oppositely 
directed magnetic fields together. As 3D kink instabili-
ties grow, the flux rope collision and flux annihilation 
region becomes a 3D patch of reconnection. 
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The unique laboratory experiment at LANL is called the 
Reconnection Scaling Experiment (RSX). A schematic of the 
Reconnection Scaling Experiment (RSX) is shown in Figure 
1. Two plasma guns generate two hydrogen plasma current 
channels, embedded in a background magnetic guide field.

Figure 1. Schematic of the RSX experiment showing coordinate 
system and geometry (single arrows), two plasma guns (double 
arrows) that insert radially but create axial flux ropes, two 
kinking flux ropes, external conical anode (triple arrow) that 
allows adjustable axial boundary condition, fiducial line (fictitious 
and for reference only) at the vessel z axis, and magnetic probe 
inserted through a 3D probe positioner.

A paper [1] “Transition of MHD kink stability properties 
between line-tied and non line tied boundary conditions” 
by authors: X. Sun, T. P. Intrator, L. Dorf, I. Furno, and G. 
Lapenta, has been published in Physical Review Letters. 
Magnetic flux tubes or flux ropes in plasmas are important 
in nature and the laboratory. Axial boundary conditions 
strongly affect flux rope behavior, but this has never been 
systematically investigated. We discussed new data and 
theory that demonstrate how external boundary geometry 
can be employed to stabilize the kink mode, and provide 
a laboratory “dial” between two different mathematical 
boundary conditions. We experimentally and theoretically 
demonstrate for the first time axial boundary conditions 
(BC) that are continuously varied between ideal magneto-
hydrodynamic (MHD) non-line-tied and line-tied. The flux 
rope displacement BC is increasingly constrained from non-
line-tied (free) to line-tied (fixed), and is consistent with 
the kink instability threshold. This may be useful beyond 
the usual theoretical expectations. This may turn out to be 
important for solar, space, and astrophysical situations.

A paper [2] has been written that experimentally describes 
the collisions between flux ropes and whether they merge 

or coalesce, which prior to this has only been computa-
tionally modeled. This may provide a logical framework 
for three-dimensional spontaneous onset of magnetic 
reconnection. This has been submitted to Physical Review 
Letters.

We have submitted a paper [3] to Nature- Physics that 
outlines a laboratory example of impulsive onset of 
magnetic reconnection. In many space, astrophysical 
and laboratory plasmas, magnetic reconnection converts 
magnetic energy into particle thermal and flow energy 
during unsteady, impulsive, explosive events. How the 
onset and cessation of these events abruptly comes to 
pass has been a long-standing question. We show a three 
dimensional laboratory example of the onset and stagna-
tion of Sweet-Parker type magnetic reconnection that is 
self consistently driven by magnetohydrodynamic attrac-
tion and collision of magnetized, parallel current (flux) 
ropes. The mutually attracting flux rope plasmas advect 
oppositely directed magnetic fields towards each other, 
accompanied by the annihilation of magnetic flux. When 
the inflow speed increases past the Sweet-Parker speed 
vSP = vA / S1/2, where vA is the Alfven speed and S is the 
Lundquist number for the reconnection layer, the magnetic 
flux arrives faster than flux annihilation can process it. 
This is a threshold for magnetic flux and pressure pile up 
around the reconnection region, accompanied by changes 
in the magnetic topology. The piled up fields generate 
forces that react back on the incoming flux ropes to stall 
the inflow and thus the reconnection process.

A three-dimensional probe positioner has been designed, 
installed, and is in use to explore three-dimensional 
volumes of plasma with good spatial resolution. This paper 
[4] has been accepted and will appear in Review of Scien-
tific Instruments in 2008.

A paper [5] that discusses the long lifetime and apparently 
stabilized kink unstable flux rope has been published in 
Journal of Geophysical Research. It shows experimental 
measurements of the electrostatic electric field that is 
part of the 3D self-organization of the flux rope, which is 
the quantum of MHD. The twist which is the spin of the 
current rope on its own axis rotates in the opposite direc-
tion to the write which is a 3D helical gyration of the flux 
rope as it corkscrews like a barber pole shape. Ideally, the 
twist plus the writhe total to a constant. The twist appears 
to be consistent with a drift Alfven wave and drift driven 
by a radial E field crossed with the axial B field. The writhe 
is the signature of the kink instability itself. The twist and 
writhe couple the electron and ion dynamics.
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Abstract

In this project, we have developed a cluster expansion 
for calculating the ground state energy of a mixture 
of fermionic and bosonic atoms that interact through 
short-range interactions.  This system, which can be 
created and controlled in ultra-cold atom traps exhibits 
a quantum phase transition and promises an interest-
ing new avenue of research for cold atom physics.  We 
discovered how and why the mean-field description 
breaks down qualitatively near the spinodal decomposi-
tion line, and how a cluster expansion method can cal-
culate the higher order contributions in the limit of low 
BEC-density.  We developed a Thomas-Fermi treatment 
to study the effects on the atom trap density profiles, 
which can be measured accurately with current cold 
atom technology.  This study suggests intriguing new 
prospects for cold atom studies of many-body physics 
in general and of quantum phase transition physics in 
particular.

Background and Research Objectives

We have studied the ground state energy of a homoge-
neous mixture of a cold atom mixture of a Bose-Einstein 
condensate (BEC) of single spin component, neutral 
bosonic atoms and a normal (i.e. non-superfluid) Fermi-
liquid of ultra-cold fermionic atoms.  This system can 
undergo phase separation transitions such as observed 
in condensed, low temperature helium-3/helium-4 
mixtures.  We studied the mixture near the phase 
transition that brings the system from a homogeneous 
mixture to a spatial configuration in which part of space 
is occupied by fermions only that have separated from 
the fermion-boson mixture.  The transition boundary of 
the phase diagram can be crossed in cold atom experi-
ments by increasing the strength of the fermion-boson 
interactions in a magnetically controlled Feshbach 
resonance.  The latter cold atom technique gives rise to 
the highly unusual knob of varying inter-particle inter-
actions by varying the strength of a near-homogeneous, 

Theoretical Studies of Cold Atom Fermi-liquids and Bose-Einstein Condensates 
on Chips

Eddy Timmermans
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external magnetic field near specific values.  Math-
ematically, the variation of the magnetic field knob 
near the phase separation transition controls the value 
of a Hamiltonian parameter that suddenly alters the 
nature of the ground state, so that the anticipated cold 
atom fermion-boson phase separation phenomenon is 
a quantum phase transition that can be studied in an 
unusually accessible, controllable many-body system.

The ability to gradually and accurately steer a many-
body quantum system along a predetermined trajectory 
of its phase diagram, crossing phase boundaries at 
will illustrates the unprecedented advantages that the 
cold atom laboratory has to offer to study many-body 
physics.  In heavy fermion systems and high Tc supercon-
ductivity – phenomena that are expected to be caused 
by the nearness of a second-order quantum phase tran-
sition (called “quantum criticality”) – the variation of 
Hamiltonian parameters are difficult to control reliably 
and the measurement of the specific consequences 
of direct interest are often even more difficult to 
carry out.  In sharp contrast to the strongly correlated 
electron materials, the cold atom technology also offers 
a degree of experimental accessibility that is unusual 
in many-body physics.  At the nano Kelvin energy and 
temperature range reached by laser cooling, the many-
body quantum physics manifests itself at the micron 
length scale and the millisecond time scale.  Micron 
scale physics can almost be imaged directly by visible 
light and the optical technology allows manipulations 
on the nanosecond time scale.  Cold atom physics then 
provides an unusual and intriguing window on many-
body physics that are typically relevant to inaccessible 
and hard-to-control physical systems.  In addition to 
quantum critical systems, some of the fermion-boson 
physics is relevant, for instance, to neutron star physics, 
in the regions below ‘neutron-drip’ in which neutrons 
move between protons that are arranged in a Coulomb 
lattice.  The neutrons than interact with the vibra-
tion modes of the proton Coulomb lattice, which are 
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phonons, similar to the interaction of the fermionic atoms 
with the low-lying excitations of the BEC of cold atoms.  
Another example of a relevant system is the condensed, 
low temperature mixture of helium-3/helium-4 mixtures 
that exhibited the phenomenon of phase separation.  
While these studies revealed the importance of mediated 
interactions, strong interactions and finite-range-inter-
actions effects preclude a first-principles understanding 
of this mixture.  Hence, cold atom physics promises to 
shed light on the many-body structure of systems that are 
inaccessible or not available for tabletop experimentation.  
While the cold atom systems do not resemble the strongly 
correlated electron materials in detail, their study can still 
reveal general properties relevant to the latter systems.  
For instance, if quantum phase transitions exhibit scaling, 
as has been postulated, than cold atom measurements can 
possibly reveal the scaling properties of all transitions of 
systems in the same universality class.

The objectives of this project were partly determined by 
the previous work that was published on the description 
of the ultra-low temperature fermion-boson mixtures with 
short-range interactions.  First, we wanted to explore the 
breakdown of the mean-field approximation that has been 
successful in describing most cold atom experiments, as 
the interactions tend to be weak.  However, the competi-
tion of a weak interaction with a correlation-induced inter-
action can invalidate the mean-field description, which 
fails to pick up the correlations.  In the case of the fermion-
boson mixtures, we found that it is the competition of the 
fermion-mediated and hard-sphere boson-boson interac-
tions that causes the spinodal decomposition that causes 
the fermion-boson mixture to separate into regions of 
approximately equal size.   Secondly, we wanted to explore 
the explicit connections with quantum phase transitions.  
In the fermion-boson mixture, we found that, contrary 
to the mean-field description, the boson compressibility 
diverges near the spinodal decomposition instability.  This 
type of behavior is reminiscent of critical opalescence in 
ordinary (finite temperature) phase transitions and the 
power law of its divergence will provide one of the critical 
exponents of the relevant scaling dynamics.  On a more 
practical side, the diverging compressibility would make 
the density profile of a BEC trapped in a BEC-CHiP-arrange-
ment near a surface in a fermion-boson mixture ultra-
sensitive to the tiniest variations of the potential of the 
surface.  Hence the BEC-density profile could image the 
potential surface very accurately with micron scale resolu-
tion.  This surface imaging scheme has been demonstrated 
with single BEC’s, but we note that the BEC-mixtures could 
yield order of magnitude improvements in the sensitivity 
of the surface probe.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

In the long term, cold atom physics is of strategic interest 
to the laboratory and can provide the nation with unique 
and relevant science resources in the areas of threat 
reduction (TR) and information science and technology 
(IS&T).  The cold atom systems are created with scalable 
technology so that atom traps and their control knobs will 
be miniaturized (efforts in this direction are under way) 
to yield easy-to-handle devices that could be cold-atom 
based surface microscopes, ultra-high resolution sensors of 
magnetic or gravity fields, gyroscopes and interferometers.  
The exquisite sensitivity of ultra-cold atoms, their quantum 
coherence properties under the proper experimental 
conditions and the fact that they are amenable to the 
ultra-precise techniques of optics (in particular laser-based 
optics) lead to estimates of the accuracy of such devices 
that are comparable to or exceed the accuracy of the 
commercially available, often larger and more difficult to 
transport versions of the above named devices.  The com-
bination of atom-optical technology with the convenience 
of condensed matter surface physics also promises a con-
venient architecture for the implementation of quantum 
information protocols.

In the short term, cold atom physics offers the prospect 
of unprecedented access to interesting parameter regions 
and unsolved problems of quantum many-body physics.  
The boson-fermion mixture studies of this project have 
addressed fundamental issues relevant to astrophysics 
(neutron star physics), condensed matter and materi-
als science (quantum phase transitions).  In particular, 
the insights into the correlation physics that drives the 
fermion-boson phase separation transition suggests new 
avenues for cold atom explorations of quantum phase 
transition physics, as well as to a theoretical framework 
for attacking the unsolved problem of describing quantum 
phase transitions. The project has therefore contributed 
to the goals of materials science, which has been targeted 
by the ‘complex transition’ as a focal point for Los Alamos 
science, as well as to the goals pursued by the study of 
strongly correlated (f-electron) materials, which is a Los 
Alamos grand challenge area.

Scientific Approach and Accomplishments

Deborah Santamore worked with me for one year and a 
few months on this project as a postdoctoral Los Alamos 
Director’s fellow before she took a job on the faculty of 
Temple University in Philadelphia.  Some of the results 
of this work have been published in a long paper in 
Physical Review A [1].  In addition, we are writing up two 
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shorter, joint papers that report on other aspects of our 
findings.  The project considered cold atom mixtures 
of a Bose-Einstein Condensate of bosonic (integer spin) 
atoms overlapping with a Fermi-fluid of fermionic (half 
integer spin) atoms.  All fermionic atoms and all bosonic 
atoms are assumed to occupy the same spin state so that 
they are indistinguishable and exhibit spin statistics.  The 
system is at a very low temperature, although the tem-
perature is assumed to exceed the critical temperature for 
p-wave fermion pairing that can be induced by the boson 
mediated interactions.  These conditions are realistic for 
current cold atom experiments.  In this project we have 
developed a cluster expansion of the zero-temperature 
equation of state – the ground state energy of the homo-
geneous mixture at fixed boson and fermion densities.  
The cluster expansion allowed us to study higher order 
correlations of the system in the low BEC density-limit near 
the transition point for the phase separation transition.  
The specific phase separation phenomena of interest here 
is similar to the phase separation observed in low tem-
perature condensed helium-3/helium-4 mixtures: above 
a specific fermion concentration or density, the system 
can reach a lower energy (or free energy) by rearranging 
its atoms spatially, creating spatial regions in which only 
fermion atoms reside.  The temperature in the condensed 
helium-3/helium-4 mixtures is still sufficiently high to 
describe that phase transition as an ordinary finite temper-
ature transition driven partly by the entropy of the system.  
In contrast, the cold atom mixtures can be brought to 
zero-temperature conditions at which the system can only 
nucleate by means of macroscopic many-body tunneling 
and the dynamics of the phase transition is driven only by 
the interactions and depends on the variation of a Hamil-
tonian parameters that can be controlled by experiment: 
the phase transition is a quantum phase transition (albeit 
a first order one). The results of our calculations show 
how and why the mean-field description fails in describ-
ing the physics near the transition point.  The mean-field 
description had previously been used in determining the 
quantitative conditions for which the inhomogeneous trap 
system would exhibit phase separation.  To describe the 
inhomogeneous trap density profiles, we developed an 
improved Thomas-Fermi description from the equation of 
state.  These studies allowed us to zoom in on the striking 
experimental signatures that can be used to observe the 
failure of the mean-field description in the boson density 
profile and to observe the effects of the boson-mediated 
fermion-fermion interactions in the density imprint of a 
smaller BEC emerged in a larger, trapped fermion system.  

The cluster expansion that we developed in this project is a 
generalization of the Goldstone diagram technique to cal-
culate the many-body energy in an all-fermion system.  The 

inclusion of the boson degrees of freedom in the boson-
fermion mixture need to be handled with care.  Previously 
published studies missed out on the dominant perturba-
tion contribution because they excluded contributions that 
correspond to zero-momentum transfer processes.  The 
correct treatment, as we show, can be obtained from a 
careful treatment of the large system limit.  This analysis 
results in a boson compressibility that diverges as the 
mixture approaches the line of spinodal decomposition 
from the homogeneous mixture side, as shown inFigure 1.  

Figure 1. Graph of the inverse boson compressibility (arbitrary 
units) as a function of the fermion density.  The dotted line shows 
the inverse boson compressibility obtained from the mean-field 
description; the dashed line shows the inverse compressibility 
calculated in second order perturbation theory; the full line 
shows the result from the infinite series summation.

Calculating up to second order, we found that the diver-
gence is caused by the fermion-mediated boson-boson 
interactions and that the mechanical instability that signals 
spinodal decomposition occurs at the same value of the 
fermion density as in the mean-field description.  However, 
in the presence of a quantum phase transition, we should 
not trust low order perturbation theory to give quantita-
tively accurate values.  A general diagrammatic analysis 
rapidly becomes intractable, but in the limit of low BEC-
densities (so low that the BEC coherence length signifi-
cantly exceeds the average fermion-fermion distance) only 
a limited class of diagrams survive that we can add to all 
orders.  These diagrams are shown in Figure 2. The result 
of this infinite series summation gives a fermion density 
at which the spinodal decomposition sets in that is (4/5)3 
approximately equal to 0.5.   Hence, correct perturbation 
treatment shows that the mediated interaction causes the 
compressibility to diverge and higher order calculations 
show that the boundaries of the phase diagram can be 
substantially affected by higher order correlations.  In the 
region where higher order corrections are less important 
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we can study the effects of boson mediated interactions in 
a Hartree-Fock approximation.  This study links the boson-
fermion mediated interactions to a Yukawa interaction 
model for fermion-fermion attraction.  Our study revealed 
that if the fermions and bosons have comparable masses 
that retardation significantly alters the equation of state, 
giving fermion-fermion interaction energies that could 
differ by a factor of two.  The term that is affected by the 
retardation is the exchange energy.  We have shown that a 
striking example of the boson-mediated interaction can be 
found in the density profile of a cold atom fermion system 
where the fermions overlap with a small BEC. We devel-
oped a Thomas-Fermi treatment to study the effects of 
the mediated interactions and the diverging boson com-
pressibility on the atom trap density profiles which can be 
measured accurately with current cold atom techniques.  
The divergence of the compressibility gives striking effects 
on the BEC density profile as the BEC shrinks markedly and 
the BEC-density derivative is proportional to the compress-
ibility.

Figure 2. Goldstone diagrams representing the infinite series 
summation carried out to calculate the ground state energy of 
a homogeneous fermion-BEC mixture with short-range inter-
particle interactions in the low BEC-density limit.
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Abstract

The possibility of fundamental constants varying 
in both space and time would definitely imply new 
physics beyond the Standard Model and lend support 
for various theories constructed to unify gravity with 
other forces. Variation of nongravitational constants 
would, in addition, violate Einstein’s Equivalence 
Principle. Recently, evidence for temporal variation of 
the fine-structure constant (α = 2πe2/hc, where e is the 
electron charge, h is Plank’s constant and c is the speed 
of light), a dimensionless quantity characterizing the 
strength of the electromagnetic interaction, was found 
from analyses of quasar absorption spectra [1]. The 
result is controversial since other groups, using differ-
ent data and methods, claimed zero variation. This has 
generated much motivation for performing laboratory 
measurements, which are controllable, reproducible, 
and do not rely on numerous assumptions.

This work supports a larger project to measure 
α-variation using optical frequency standards by investi-
gating novel ideas regarding the production and spec-
troscopy of Yb2+. There are several promising avenues 
of investigation for production of trapped Yb2+ which we 
must consider since Yb2+ has not been trapped previ-
ously. Moreover, these investigations require a stable, 
turn-key source of neutral Yb and Yb+ that are the 
focus of much of the work discussed. Spectroscopy of 
trapped Yb2+ is also novel and laser sources and tech-
niques must be developed to succeed with this experi-
mental effort. This project pursued a novel approach to 
the production of Yb2+ using a 252 nm laser.

Background and Research Objectives

The basic underlying assumption of all currently 
successful theories, from Newtonian gravity to the 
Standard Model, is that fundamental constants (FCs) 
do not vary in space or time. It is, of course, natural 
to question the validity of this assumption and experi-
mentally test it. Any result showing variation would 
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definitely signify new physics beyond what is already 
known. Furthermore, such variation would violate 
Einstein’s Equivalence Principle (EEP) and therefore be 
forbidden by general relativity (and all other metric 
theories of gravity). Thus, testing this assumption could 
constrain numerous theories aimed at unifying gravity 
with the other forces. 

In addition, recent discoveries in astrophysics and 
cosmology continue to provide ample motivation to 
look for FC-variation. These discoveries include the 
determination that the cosmic microwave background 
has an unexpected large-scale structure, that the 
expansion of the universe is still accelerating, and that it 
mostly contains dark energy and dark matter. Theories 
to explain these and other observations lead to the 
possibility and even predict variation of fundamental 
constants. 

Of particular interest among FCs are the dimensionless 
coupling constants that determine the strength of the 
fundamental forces. Of these, the coupling constant of 
the electromagnetic force, the fine-structure constant 
(α), has received considerable attention. Currently, the 
evidence for variation of α is inconclusive. The data 
come from observational measurements collected from 
ancient sources from which α-variation can be deduced. 
So far, most of the data suffer from relatively low sensi-
tivity and/or systematic effects which limit their results. 

Several astrophysical searches and analyses of the Oklo 
natural fission reactor phenomenon have reported 
results which could be interpreted as a linear change 
of (dα/dt)/α ∼ 10−16−10−17 yr−1 . However, other astro-
physical searches have come to opposite conclusions 
and the most recent Oklo analysis is consistent with no 
change with a tighter limit. On the other hand, it has 
been argued that these results may be in agreement 
if a nonlinear variation of α, in space and/or time, is 
assumed. Finally, it is worth noting that these observa-
tional measurements are dependent upon models and 
assumptions that cannot be fully verified at present. 
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Laboratory measurements are only beginning to place 
similar limits on α-variation. However, laboratory measure-
ments offer numerous advantages. They can be repeated 
under controlled conditions and do not rely on as many 
assumptions to complicate the interpretation. Moreover, 
laboratory experiments can be sustained for only a few 
years, but can utilize methods which provide much higher 
sensitivity and in systems which have larger inherent 
sensitivities to changes in α than those available in obser-
vational searches. 

The larger experiment that this work supported is a search 
for time variation of alpha with optical frequency refer-
ences based upon transitions in Yb+ and Yb2+ ions. The 
particular transitions we have selected in Yb+ and Yb2+ are 
insensitive to most external perturbations and possess 
narrow linewidths that can be excited by a stabilized laser 
source of the appropriate wavelength. The requirements 
for the linewidths of these laser sources is extremely tight 
but feasible: less than 1 Hz linewidths are required but, 
this requirement is still ten times larger than the current 
state-of-the-art of about 100 mHz. The requirements for 
the stability of the ions are equally restrictive and we 
require that the ions are trapped and cooled to a few 10’s 
of microKelvin. This last requirement has driven much of 
the work, which was performed under the postdoctoral 
LDRD project reported here. 

Importance to LANL’s Science and Technology 
Base and National R & D Needs

The intellectual merit of this project rests upon the impli-
cations of a nonzero variation of α on physics and metrol-
ogy. Variation of α would play a crucial role in the develop-
ment of an ultimate unified theory. In metrology, such a 
variation would signify a fundamental limit for the stability 
of next-generation atomic clocks and, thus, inevitably alter 
the definition of the second.

Historically, LANL has been known for excellent work in 
atomic spectroscopy and continues to support a broad 
range of work in the field from optical cooling and trapping 
to spectroscopy of rare, short-lived isotopes with unique 
properties. The work supported by this postdoctoral LDRD 
grant, extends and supports these technological and sci-
entific efforts at LANL. For example, this work includes one 
of only two ion-trapping efforts at LANL and our expertise 
in laser technology and laser frequency stabilization have 
been requested numerous times to aid other experimental 
efforts at LANL. The possibility of such postdoctoral fellow-
ships such as the one reported on here, was also important 

to attract young talent such as Li-Bang Wang who was its 
recipient.

This project enabled a strengthening of collaboration with 
the National Institute of Science and Technology (NIST) 
Time and Frequency Standards Group and further allowed 
us to bring technology developed there to LANL. In par-
ticular, Li-Bang and I were able to travel to NIST several 
times to construct and evaluate femtosecond laser oscil-
lators to determine their adequacy for our future needs. 
We now have a femtosecond-laser oscillator and associ-
ated optics and electronics and are using them to develop 
a frequency-quadrupled optical frequency comb; a key 
element of our comparison of optical transition energies in 
Yb+ and Yb2+ ions.

LANL’s work on Yb2+ is also of interest to NIST, since it 
can be the basis for a new optical frequency standard of 
exceptional stability. The primary research proposed here 
directly supports the Grand Challenge of “Beyond the 
Standard Model” and is directly relevant to DOE, Office of 
Science missions. The ion-trapping technology is relevant 
to trace species detection for counterterrorism and nuclear 
nonproliferation.

Scientific Approach and Accomplishments

The postdoctoral research project this past year has 
allowed Li-Bang Wang to investigate several ideas that 
were not parts of the original concept for our search 
for α-variation with optical frequency references. These 
include a clever scheme to stabilize the photo-ionization 
laser in resonance with a transverse-illuminated effusive 
oven source of ytterbium, saturated absorption spec-
troscopy of Yb+ ions in a pass-through hollow cathode 
source to stabilize the main Yb+ interrogation laser, previ-
ously untested ion trap geometries, and intra-laser-cavity 
frequency doubling which resulted in a more efficient 
frequency-quadrupled laser at 252 nm.

The photoionization laser stabilization technique resulted 
in our ability to consistently and without much effort load 
isotopically pure samples of 174Yb+ ions. This is important 
since only one isotope, 171Yb, possesses the required 
nuclear spin (I=1/2) required for our search for alpha-
variation. Our work with 174Yb can be easily extended to 
171Yb with the addition of a frequency modulation tech-
nique to mix the F=3 and F=4 hyperfine levels of the 171Yb 
ground state. Photoionization is also important because it 
allows us to eliminate several deleterious effects caused by 
excessive motion of the trapped ions due to the build-up 
of charges near the trapped ions. Electron-impact ioniza-
tion is the most common method employed to produce 
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ions near an ion trap. However, the excess electrons cause 
potentials on the insulating surfaces within the ion trap 
and prevent us from cooling the ions below a few milliKel-
vin. 

The basic principle of photoionization is shown in Figure 
1.  A single laser source at 399 nm illuminates Yb atoms 
travelling transverse to the beam and is excited with two 
successive photon absorptions to a state in which the 
valence electron is no longer bound to the Yb+ ion. The 
separation between transition frequencies for the six 
stable isotopes of Yb is only a few GHz and a slight mis-
alignment of the laser beam and oven source of ytterbium 
atoms or a drift in laser frequency is enough to blend 
the transitions and destroy the isotope selectivity of the 
process. The problem of laser drift can be eliminated by 
fixing the laser frequency relative to a reference frequency 
that is well known. However, the most common references 
use molecular iodine or methane and these molecules do 
not possess any transitions below 500 nm. Li-Bang solved 
this problem by referencing the laser to the fluorescence 
from a collimated oven source of neutral ytterbium which 
he illuminated transverse to its motion to provide the 
required stability of a few MHz. Figure 2 illustrates the 
success of this technique which provides nearly 100% 
isotope selectivity for loading 174Yb+ ions into the trap [2].

6s2 1S0 

6s6p 1P1 

398.9 nm 

Yb ! Yb+ 

398.9 nm 
394.5 nm 

t = 5.5 ns 

Figure 1. Partial energy-level diagram for neutral ytterbium. 
Isotope selectivity is due entirely to the resonance of the 398.9 
nm laser with the single P level shown. While it appears that a 
second 399 nm photon is not enough to effect photoionzation, 
interaction of the excited atom with the trapping field of ~2000 
V/cm is sufficient to remove the valence electron.
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Figure 2. Singly-ionized ytterbium fluorescence in the ion trap as 
a function of photoionzation laser frequency. Zero frequency is 
taken to be the frequency for which loading Yb-174 is most effi-
cient. When positioned at zero frequency, the isotope selectivity 
for Yb-174 is better than 97%.

Many of the requirements for this experiment are inter-
dependent and another example of this is related, again, 
to the isotope selectivity of the ion trapping process. For 
the ions to avoid perturbation by changes in the labora-
tory environment, the ion trap must be well shielded from 
outside electromagnetic fields. This requirement for shield-
ing is also true for photoionization process to be isotope 
selective. This is true because the ytterbium beam source 
is not tightly collimated due to the space requirements 
inside the vacuum system that holds the trap. Therefore, 
some of the atoms have a component of their motion 
towards or away from the photoionization laser beam and 
this causes a shift in the frequency of the light they absorb. 
This shift is several GHz; enough to prevent photoioniza-
tion from being isotope selective unless the trap is care-
fully designed. In particular, it is important for the trapping 
fields to fall off quickly so that ions created away from 
the center of the trap are not captured. For most fields of 
concern to us, the converse is also true: if the fields from 
the trap fall off quickly, fields from the laboratory outside 
the trap will be shielded away from the ions within it.

Li-Bang’s experimentation with new trap geometries also 
aided this work and allowed us to design a trap whose 
rf trapping field falls off rapidly enough to maintain the 
isotope selectivity selectivity allowed by the stabilized 
laser source. Previous trap geometries were far too open 
and caused Stark and collisional shifts of the ytterbium 
and reduced the isotope selectivity so that we could not 
separate 171Yb, 172Yb and 174Yb atoms.
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After this fruitful work with isotope-selective loading of 
ions into the trap, our efforts were given to the next task 
of automating the process of Yb+ ion cooling. Li-Bang’s 
efforts to stabilize the 370 nm Yb+ cooling and interrogation 
laser have resulted in its almost turn-key operation. This is 
important to the long-term success of the experiment and 
Li-Bang’s method is sufficiently accurate and reproducible 
to be used without major modification for the lifetime of 
the experiment. Saturated absorption is not a new tech-
nique, but a highly optimized optical system must be used 
to generate a usable signal from a hollow cathode source. 
A hollow cathode lamp provides an electrically and motion-
ally noisy environment, yet their availability and reasonable 
cost make them appealing for use as optical references for 
ions. Our frequency-locking signal possesses a signal/noise 
of greater than 30 and represents a tour de force success 
for this work [3]. Figures 3 and 4 show a diagram of the 
apparatus and the resulting signal respectively.

~100 MHz!

10 kHz!

~100 MHz!

20 MHz!

Pump!

AOM!

Probe!

AOM!

EOM!

APD!

From 370 nm!

ECDL!

hollow-!

cathode lamp!

Figure 3. Schematic diagram of the saturated absorption appa-
ratus used to reference the 370 nm cooling laser to single-ionized 
Yb. AOM and EOM are acoustooptic and electrooptic modulators, 
APD is an avalanche photo-diode detector and the laser source at 
370 nm is an external cavity diode laser (ECDL).

We were also able to try a potentially better technique 
to construct a laser to excite the Yb2+ ions once they are 
trapped. Laser-driven resonance fluorescence is the most 
sensitive technique to determine that an ion is contained 
within an ion trap. However, the strongest transition that 
is accessible with current laser technology is about 20 
times weaker than the transition we used in Yb+ at 370 nm, 
and is deep in the ultraviolet region at 252 nm. The most 
common scheme for generating tunable coherent light 
in the deep-uv is to frequency-quadruple readily avail-
able near-ir diode or Ti:Sapphire lasers with two steps of 

frequency-doubling. The frequency-doubling stages involve 
external resonant cavities that are required to increase the 
intensity of light incident upon a nonlinear crystal. These 
cascaded doubling cavities produce enhanced amplitude 
noise from both amplitude and frequency noise of the 
master laser and can prevent us from seeing the signal 
from weakly emitting Yb2+ ions. The technique, which we 
employed, was to modify a commercial Ti:Sapphire laser 
by replacing several of the optical elements with custom 
optics and to insert a carefully arranged potassium-niobate 
crystal within the modified cavity. We followed this con-
figuration with a single external enhancement cavity as 
the final stage of frequency-doubling. Our calculations 
showed that this technique was feasible, which disagreed 
with the manufacture’s analysis of the same problem. We 
succeeded and were able to eliminate one of the external 
doubling stages and its associated electronics which has 
resulted in a significantly lower noise and more stable 
output of several milliWatts at 252 nm [4].
Figure 4. Absorption of a single 370 nm laser beam (red) and sat-
urated absorption of two counter-propagating beams (blue) for 
the same ytterbium hollow-cathode lamp. Note the greater detail 

and narrower features in the saturated absorption spectrum.

In conclusion, this postdoctoral project has provided 
Li-Bang with the opportunity to explore several ideas 
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outside the main course of our experimental efforts, 
which have improved our chances for success. The most 
significant of these ideas have been techniques for  fre-
quency stability of our specific laser sources for which 
simple references do not exist, improved ion trap designs 
and understanding and a better technique for frequency 
quadrupling of a commercial narrow-linewidth Ti:Sapphire 
laser source. Li-Bang left us in January of this year to take a 
position at National Tsing-Hua University – one of Taiwan’s 
top research universities.
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Abstract

High precision frequency standards such as atomic 
clocks are critical for applications of great national 
significance such as the satellite GPS system. Another 
emerging technology is computing, using inherently 
quantum mechanical devices, i.e., quantum computing. 
Such applications require highly accurate theoreti-
cal understanding and descriptions of macroscopic 
quantum states. This theoretical project explores an 
important quantum mechanical effect that has been 
largely overlooked to date that impacts systems impor-
tant for quantum computation and atomic clocks.

Background and Research Objectives

Superfluidity continues to fascinate physicists many 
decades after its discovery in 1938. It is widely 
accepted that a superfluid flow exhibits a critical 
velocity below which an object immersed in the flow 
would feel no force despite the fluid’s movement.  
However, this mechanism ignores the presence of 
quantum fluctuations which, there is reason to believe, 
can produce a drag force on an immersed object and 
thus affect the critical velocity. Inspired by the work of 
Hendrik Casimir who showed that quantum fluctua-
tions produce a force in a perfect electromagnetic 
vacuum, our early work shows that the scattering of 
quantum fluctuations should produce a slight damping 
force on an idealized object in a slow-moving infinitely 
extended dilute Bose-Einstein condensate [1]. Dilute 
BECs are a recently discovered form of matter that 
have superfluid behavior and provide a convenient 
medium in which to investigate quantum fluctuations 
because, compared to superfluid Helium, they are 
both better understood theoretically and more easily 
manipulated experimentally. 

Our proposed “Casimir-drag” force may underlie 
the discrepancy that exists between theory and 
experiment in superfluid Helium. However, while the 

Quantum Fluctuations in Bose-Einstein Condensates
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existence of a Casimir-drag force has the potential to 
explain the observed critical velocity and may even 
improve understanding of superfluid turbulence, it 
raises a number of fundamental questions about the 
basic nature of superfluidity, such as how persistent 
currents can exist and how fluctuations can dissipate 
energy. This research project addressed these apparent 
paradoxes.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This work supports the threat reduction mission and 
has applications in areas such as encryption and secure 
computing via the connections with quantum computa-
tion. Further application in precision time standards are 
central to systems of national importance such as the 
GPS network. It supports core LANL competencies in 
theoretical physics, nanoscience and nanotechnology.

Scientific Approach and Accomplishments

This project produced progress in two areas: Casimir 
drag force and phase transitions in synchronization as 
detailed below.

Casimir drag force induced by quantum fluctuations.

We had significant progress in calculating the drag 
experienced by an impurity of any strength moving 
through a quasi 1-D Bose-Einstein condensate (BEC). 
Not only have we been the first to show that such a 
force exists in this geometry, but we have been able 
to calculate the force’s dependence on velocity and 
impurity strength as detailed in a forthcoming publica-
tion. We contacted ultracold atom experimentalists 
from the University of Washington who has expressed 
an interest in looking for this effect in his BEC experi-
ments in quasi-1d geometries. 

We also have progress in simulating this drag effect 
in dilute condensates using a quantum simulation 
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technique that approximates the quantum fluctuations by 
Wigner noise.  This computation approaches the problem 
from a new perspective and we expect to finish this project 
before the end of the year.  Most importantly, experimen-
talists at Los Alamos have expressed interest in looking for 
this effect and these detailed numerical simulations will be 
invaluable for that endeavor.  

In a related investigation, we have formulated the problem 
of Casimir drag in superfluids in the context of a fermionic 
system: a drag force is caused by the scattering of quantum 
fluctuations within a flow of superfluid fermions. Here, the 
problem has many new physical effects and promises to 
be important for current fermionic experiments. We have 
also made progress in calculating the static Casimir effect 
in a BCS superfluid (the standard model of superconduc-
tors), the existence of which demonstrates the important 
implications of quantum fluctuations in these systems. 

Finally, we investigated Casimir drag forces induced by 
quantum fluctuations in a moving superfluid scattering 
off a potential well.  In particular, we advanced beyond 
initial calculations in an idealized system towards a more 
experimentally realizable geometry. In particular, our 
research posits the hydrodynamic boundary condition 
for a superfluid in a realistic container with rough walls, 
a result that can be applied directly to experiment. For a 
given superfluid flow, this boundary condition describes 
how the scattering of quantum fluctuations generates a 
temperature difference between the material wall and the 
superfluid, resulting in the conversion of some normal fluid 
at rest along the boundary even when the boundary is held 
at zero temperature.    These ideas that were published 
recently in Phys. Rev. B have already generated interest 
among experimentalists at Lancaster University working 
with He3.  

Our results also cast the Casimir-drag effect as a nonequi-
librium quantum phase transition. It is a phase transition 
in the sense that superfluid is converted reversibly into 
normal fluid. This phase transition is driven by quantum 
rather than thermal fluctuations. Quantum phase transi-
tions are significant for a number of reasons. For instance, 
since quantum-level events thereby can have a direct 
macroscopic effect, phase transitions have great potential 
for use in future technological applications. Furthermore, 
quantum phase transitions are widely held to be the 
key to understanding enigmatic properties such as high-
temperature superconductivity. To date the focus has been 
largely on equilibrium quantum phase transitions; their 
nonequilibrium counterparts remain elusive. However, 
recent advances in the field of ultracold atomic gases now 
make it possible to conduct precise experimental study of 

nonequilibrium quantum dynamics and there isa pressing 
need for theory to keep abreast.

Phase transition in synchronization. 

To understand nonequilibrium phase transitions, we 
considered the paradigmatic transition from an unsynchro-
nized state to a synchronized one in a system of coupled 
oscillators using the classical Kuramoto model. This model 
describes numerous phenomena in a wide range of fields, 
from Josephson junctions and atomic recoil to populations 
of flashing fireflies and the synchronized action of cardiac 
pacemaker cells. We have generalized the classical results 
of the Kuramoto model and showed that using complex 
variables, the nonlinear coupling mechanism can be 
replaced by an ordinary linear coupling. This is a significant 
theoretical simplification as it enables a direct solution 
of the underlying linear equations. We have used these 
equations to study static and dynamic characteristics of 
the transition from anon-synchronized state into a synchro-
nized state.

Furthermore, we have made some progress with framing 
the problem of quantizing the Kuramoto self-synchroniza-
tion model and have also made progress towards solving 
it. One of the more significant strides we have made is the 
successful embedding of this dissipative system within a 
Hamiltonian formalism, a crucial first step towards devel-
oping a general quantized model of synchronization. 

Finally, we extended our previous results on the linear 
reformulation of the Kuramoto model. We are in the 
process of generalizing the linear reformulation too 
much larger classes of intra-system couplings by applying 
spectral theory to the problem of synchronization.
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Introduction

Conventional seismic imaging relies on determining 
time delays and amplitude changes from one or more 
sources to one or more receivers, and then inverting 
for the velocity or attenuation structure. Normally, just 
the compressional (P) wave is used, but occasionally 
the shear (S) wave is used as well. Remarkably, all of 
the remaining wave energy rattling around the system, 
known as the “coda” in seismology and acoustics, is 
thrown away in conventional imaging, yet the coda 
contains almost all of the wave source and scattering-
source information! If that information in the waveform 
could be used, we could obtain the complete transfer 
function between the sources and the receivers, as well 
as characterize individual sources.

Our work is focused on applying elastic-wave time re-
versal to imaging real and virtual sources (wave scatter-
ers).  The work is revolutionizing imaging itself while si-
multaneously developing the means to learn about the 
characteristics of a complex source like an earthquake 
or a virtual source (scatterer) like a disbond in a part. Of 
note is that the method we are developing may be the 
only means to reliably locate recently discovered earth-
quakes known as “non-volcanic tremor,” that have long 
duration signals. The implications of locating tremor in 
regards to earthquake prediction may be significant. 

We have the means to image “around corners” for 
instance, because we use all of the waveform. The 
idea proposed here has never before been conceived 
of nor attempted. The approach we take is to use the 
concept of the Time Reverse Mirror. The Time Reverse 
Mirror is a simple and ingenious way to recreate from 
measured signals a virtual source (e.g., a scatterer like 
a pit anomaly) or a real source (e.g., an earthquake). 
The Time Reverse Mirror can be understood as follows: 
imagine filming a pebble dropped into a pond of water. 
Ripples emanate outward from the pebble, a “real” 
wave source.  A rock reed from the pond is a “virtual” 
source that scatters the waves. Stop the movie some 
time after the scattering took place, and run it back-
wards to the time when waves intersect the reed; then 
to the time when the pebble impacts the surface. We 
can “reconstruct” each of the two sources by freezing 

Image Reconstruction with Time-Reversal Mirrors
Paul Allan Johnson

20060046DR

the movie at different times. This analogy describes the 
idea behind the time reversal mirror technique.  Figure 
1 shows an example of applying time reversal in an alu-
minum plate in order to image the original source. The 
large peak shows the spatial extent of the time-reverse 
focus.  Time reversal works because the wave equa-
tion does not depend on whether the wave propagates 
forward or backwards in time. This is called reciprocity.  
We are advancing the Time-Reversal Mirror method to 
develop a universal high-resolution image reconstruc-
tion approach, and integrate it with sophisticated image 
analysis.

Figure 1. Photograph of a rectangular aluminum plate used in 
a Time Reversal study. The overlaid peaks on the plate display 
the velocity magnitude from actual measurements. The 
overlay-image was taken at the time of focus and the large-
amplitude peak corresponds to the original source location.  
The smaller peaks are coherent wave energy that is associ-
ated with the focus [1].

Benefit to National Security Missions

The impact on the primary DOE missions of ensuring 
the safety and reliability of the U.S. nuclear deterrent, 
improving the nation’s energy security, and enhancing 
the nation’s fundamental scientific capabilities will be 
enormous, by detecting anomalies in weapons, discrim-
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inating nuclear explosions from earthquakes, and answer-
ing fundamental science questions about earthquakes.

Progress

We have made significant advances in the area of this re-
search in the past year.  We have established ourselves as 
the world leaders in studies and applications of time re-
versal to solids (including Earth), as well as in applications.  
Our efforts in combining time reversal and elastic nonlin-
ear behavior of solids, termed “Time Reversal Nonlinear 
Elastic Wave Spectroscopy” originated at LANL, and are 
resulting in new and useful applications for damage diag-
nostics (e.g., Figure 2).  Since we began our work, numer-
ous groups in the US and Europe are following suite. 

Figure 2. Time Reversal Nonlinear Elastic Wave Spectroscopy 
(TRNEWS) result in a cracked metal sample.  In the forward 
propagation when the waves intersect the crack, elastically-
nonlinear-generated frequencies are created.  In this case, the 
source signals, input outside the image area, were comprised of 
two frequencies.  Upon interaction with the crack,  a wave at the 
difference frequency was created.  The wave field was detected 
outside the image area, time reversed, band-pass filtered at the 
difference frequency, and emitted.  The signals coalesce  at the 
origin of the difference frequency, the crack, as shown by the 
bright spots.   The white line approximates the crack while the 
black curve is the edge of the sample (a steel bearing cap) [2].

Our project addresses strategic goals of the Lab in several 
areas.  It is already being applied to diffusion bond quality 
in the weapons program, with a deliverable diagnostic and 
imaging device slated for 2010. Support  is coming from 
Enhanced Surveillance (Campaign 8). In addition, explor-
atory work is being carried out in the area of Rendersafe, 
with funds from NN20. This work is a direct result of the 
DR funding.  We see other potential areas that we are in 
the process of developing, including locating underground 
structures and sending audio signals that can be localized 
spatially and temporally. Spin off work for imaging in Earth 
will be funded by Chevron (CRADA funds in negotiation).  

Further, we see potential applications in medicine and po-
tential funding via sources such as NIH.

Developments that were not apart of the original proposal 
include the idea of combining elastic nonlinearity with 
time reversal  In addition, our work in medical applications 
to bone and dental implants with the Medical Acoustics 
Laboratory of University of Paris 6 (P. Laugier) is another 
unanticipated area that we believe holds great promise in 
regards to development of applications and for follow-on 
funding (NIH is the target).

Specific accomplishments include the following.  First, we 
have developed TR NEWS, Time Reversal Nonlinear Elas-
tic Wave Spectroscopy diagnostic and imaging methods 
for nondestructive evaluation of components. We are 
developing Time Reverse migration imaging, both linear 
and nonlinear, for 2-D applications to nondestructive 
evaluation and extension to 3-D (work in progress). We 
discovered that time reversal can be applied to locating 
what is termed non-volcanic tremor sources—both earth-
quake tremor and we believe man-made tremor such as 
in a buried structure.  These sources are very hard (nearly 
impossible) to reliably locate [especially depth] with exist-
ing methods. We have discovered unexpected potential 
developments in medicine, especially to applications of 
bone diagniostics related to osteoporosis diagnosis.  These 
developments are evidence that we are now clearly estab-
lished as the world leaders in this area.

In summary, our key accomplishments include device 
development for inspecting diffusion bonds;  the develop-
ment of 2-D unique and effective 2-D imaging methods for 
nondestructive evaluation applications, and the potential 
to take them to 3-D; and the other applications described 
above (medicine, application to tremor).

Future Work

Our future work in this area will be to continue to develop 
applications that can be used in the weapons program and 
nondestructive evaluation.  We will seek future funds from 
LDRD to work on the location of long-duration signal sourc-
es such as tremor and those emanating from underground 
structures.  Potentially important medical applications may 
follow from this work, primarily for imaging bone integrity, 
important for diagnosing osteoporosis and monitoring 
healing from bone fracture.  We will seek NIH and or DOE 
funds for this work.

Conclusion

Successful completion of the research will establish Los 
Alamos and collaborators as the world leaders in nonlinear 
and linear dynamics combined with time reversal mirrors 
in solids.  We address a number of strategic challenges in-
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cluding: three-dimensional, non-destructive evaluation of 
weapons components developing the means to decrease 
the discrimination threshold between nuclear and non-
nuclear events.  In addition, applications to interrogate 
industrial components for damage will be enormous, as 
well as applications to imaging fractures in C02 reservoirs 
(the primary means of C02 escape), and imaging fractures 
in oil reservoirs.
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The project demonstrates that sources of electromag-
netic radiation, such as radio waves, can be made to 
be superluminal, that is travel faster than the speed 
of light. Although this may sound like science fiction, 
no laws of physics are in fact being broken; the source 
consists of a wave-like disturbance in a special antenna 
made of alumina, and it obeys the principles of Relativ-
ity and Electromagnetism. Most people will be familiar 
with the idea of a sonic boom, an intense burst of 
sound encountered some distance from a high-per-
formance airplane that accelerates through the sound 
barrier. This occurs because the airplane overtakes the 
sound waves that it has emitted, pushing them together 
to make the “boom”. In the same way, our superluminal 
source overtakes its own radio waves (which travel 
at the speed of light), producing an “electromagnetic 
boom;” a region of very tightly-focused and powerful 
radio waves. This effect has many potential applica-
tions, including medicine (focussing beams to kill 
tumors), radar, long-range communications (e.g. with 
distant space probes) and security (e.g. disabling stolen 
cars without harming people in and around them). In 
addition to building three superluminal technology 
demonstrators, the current project looks at the very 
difficult mathematics of the electromagnetic boom 
(e.g. how to predict and control it) and ties superlu-
minal emission to astronomical phenomena. We have 
recently shown that pulsars, neutron stars that emit 
pulses of radiation seen by astronomers on Earth, are 
natural superluminal sources; using our mathematical 
models, we are able to predict all of the properties of 
their radiation. The models are now being turned to 
other space phenomena such as gamma-ray bursts and 
Quasars.

Benefit to National Security Missions

This project supports the DOE mission in nonprolifera-
tion by providing secure, low-power surveillance and 

Construction and Use of Superluminal Emission Technology Demonstrators 
with Applications in Radar, Astrophysics, and Secure Communications
John Singleton

20080085DR

monitoring technologies. Superluminal sources are also 
relevant to secure communications, radar and directed-
energy applications. They provide insights into the basic 
principles that govern the Universe, supporting Office of 
Science missions.

Progress

Technology Demonstrator 1 (TD-1), a 125 mm radius, 
full-circle machine, is under construction (Figure 1a). 
A full electromagnetic modeling has been performed 
for the 72-element antenna of this machine, and the 
individual elements (Figure 1b) have been shown to 
perform very well over a 30-40 percent bandwidth (the 
antenna design is being written up for a technical pub-
lication). This means that with minimal adaption, the 
same elements will be usable in the second technology 
demonstrator, a linear accelerator design. The first nine 
elements of TD-1’s antenna array have been fabricated 
(Figure 1c) and are being used in an 8-element array 
(one ninth of the final machine) that enables control 
software and detector protocols to be tested. The 
other 63 antenna elements (plus several spares) are in 
production.

The analog/digital control circuitry for TD-1 has been 
designed, protyped and tested within ISR-6 using 
demonstrator boards (Figure 2a). Having shown that 
the concept is successful, the control circuits are now 
being mass-produced on circuit boards (Figure 2b). 
Use of broad-band components and two standard, 
computer-programmable master oscillators means that 
the control circuits are very adaptable; they are capable 
of controlling the planned second and third technology 
demonstrators without further modification. This is a 
considerable advance on original expectations; it was 
thought that separate control systems would be needed 
for each machine. In addition, it points towards the 
feasibility of eventually mass-producing superluminal 
technology.
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Figure 1. (a) Overview of the antenna array for Technology 
Demonstrator 1. There are 72 elements, each with a coaxial con-
nection (yellow) to its individual control module. The elements 
are machined from the composite material G10 (purple) and the 
active region that contains the superluminal polarization current 
is alumina (brown). (b) Enlargement of one of the 72 elements, 
showing the triangular impedance-matching transition from 
antenna to coaxial cable. (c) Eight of the first nine elements to 
be manufactured (currently undergoing detailed testing). (d) The 
elements arranged in the arc of a circle.

The antenna mount (with full tilt and pan) for the first two 
technology demonstrators has been acquired, installed 
and tested. The detector antennas and remote positioning 
unit for experiments with all three technology demonstra-
tors have been acquired, integrated, tested and installed 
in the anechoic chamber at ISR-6. Control software for the 
antenna mount and detector positioning has been made 
and tested; it is being integrated with the software to 
control the antenna electronics.

The mathematical /computational work associated with 
the project has yielded several important discoveries about 
the control of superluminal sources and their applicability 
to astronomical objects [1-4]. Very soon after the discovery 
of pulsars, it was realized that the very stable periodicity of 

the mean profiles of their pulses could only result from a 
source that rotates, and which therefore possesses a rigidly 
rotating radiation distribution. In Reference [4], we showed 
that this source rotation, in combination with superluminal 
emission, can explain not only the periodicity of the pulses, 
but also the detailed frequency dependence of the emitted 
radiation. By inferring the values of two adjustable param-
eters from observational data (values that are consistent 
with those of plasma frequency and electron cyclotron 
frequency in a conventional pulsar magnetosphere), and 
by mildly restricting certain local properties of the source, 
it is possible to account quantitatively for the emission 
spectrum of the Crab pulsar over 16 orders of magnitude 
of frequency [4] (Figure 3a). This is the first time in the 
forty-year history of pulsars that a single model has suc-
ceeded in predicting observational data over more than a 
very narrow frequency band. Several talks on related topics 
have been given at an astrophysical conferences. 

Figure 2. (a) Prototype control circuits for the 72-element Tech-
nology Demonstrator 1 under test. The digital to analog con-
verters (DAC) set the voltages that determine the phase of the 
signals sent to the antenna array (and therefore the speed of the 
polarization current). Four single-channel control modules built 
from Analog Devices demonstration boards are shown, as are 
the two master oscillators. Eight of these prototype modules are 
being used with eight of the antenna elements  shown in Figure1 
as a test array. (b) Production versions of the control modules for 
the 72 element Technology Demonstrator 1, built on four-layer 
circuit boards.
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Figure 3. (a) Superluminal model of the emission spectrum of 
the Crab pulsar (curves), plotted over 16 orders of magnitude of 
frequency. Using only two adjustable parameters determined 
from GHz data, the model reproduces astronomical observa-
tions (points) over the complete frequency range shown. (b) The 
Lick Observatory, where a high-speed detector has been set up 
to record pulse structure within the afterglows of gamma-ray 
bursts. (c) Numerical calculations of the intensity and position 
angle (PA- a measure of polarization) from an extended, rotating, 
superluminal source. The double-peak nature of the intensity and 
the 90 degree swing in PA closely resemble astronomical obser-
vations.

The computational results suggest that superluminal 
sources are also involved in phenomena such as gamma-
ray bursts. To check this hypothesis, a high-speed detector 
has been set up at the Lick Observatory (Figure 3b) to 
study the temporal features present in the afterglows of 
gamma-ray bursts. The detector is presently under test and 
should be in use by early 2009.

Numerical simulations have now been extended from 
point-like, rotating superluminal sources to sources that 
are extended in the azimuthal direction, which will be the 
case in the real world. Encouragingly, this has produced 
simulated intensity and polarization data that are very 
similar to astronomical observations from pulsars [5]. This 
work is still under development.

White papers are being presented to various defense 
agencies, NASA and DOE IN (via LANL contacts) to publi-
cize eventual applications of superluminal technology. In 
this context, we have submitted a patent application for 
superluminal radar [6].

Future Work

Superluminal sources are exceptional in that the radiation 
received from them can contain contributions from more 
than one retarded time. Moreover, when a superluminal 
source accelerates, contributions from an extended period 
of source time can arrive simultaneously at an observer.

The technology demonstrators (TD1-3) will explore these 
issues and study communication, radar, astrophysics and 
directed-energy applications of superluminal sources. 
TD1 will animate a polarization current around a circular 
dielectric and will be a 72-element device with a radius of 
125 mm operating at 2.4 GHz. It will modulate the emitted 
signal at the rates required for communication and radar 
applications. Its compactness, also demonstrating the 
scalability of the technology for future field applications, 
means that experiments can be performed in the LANL RF 
anechoic chamber. This will be invaluable for verifying the 
numerical models of superluminal emission that form an 
important part of the project.

For directed energy applications, a linear acceleration of 
the polarization current is more fruitful, as it will produce 
energy concentration at a point; elsewhere, energy con-
centration will be small, reducing collateral damage. TD2 
is therefore a low-power linear accelerator, using the same 
modules as TD1; it will be used to study energy concen-
tration in the anechoic chamber. Later, the feasibility of 
constructing a high-power device (TD3) employing kV 
electronics will be assessed.

The wave fronts emitted by sources that travel faster 
than light are unlike the radiation generated by any other 
known emission mechanism. Initial results suggest that 
superluminal emission is an important process in the 
observable universe, occurring, for example, in pulsars 
and nuclear explosions. In addition to simulating commu-
nications and radar applications of superluminal sources, 
numerical computations will model the electromagnetic 
radiation from astrophysical objects such as pulsars. By 
comparing these to observational data it may be possible 
to deduce the internal structure of pulsars.
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Conclusion

The new method for generating radio waves, superluminal 
emission, is an almost completely unexplored technologi-
cal field. It has potential applications in secure commu-
nication, radar, electronic countermeasures, electronic 
weapons and long-range, low-power transmission. To 
develop these applications, three prototype transmitters, 
each designed to exploit a particular property of superlu-
minal emission, will be constructed using the electronics 
expertise at LANL. These compact machines will be used 
as technology demonstrators for radar, communications 
and directed-energy, and to verify the computer models of 
superluminal emission. They will also be used to explore 
possible spin-off technologies in areas such as medical 
diagnostics and therapy.
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Abstract
The main objective of this project is to improve part 
quality by understanding and ultimately control-
ling how a manufacturing process affects a part’s 
performance.  At a high level, achieving this objec-
tive requires coordinated advances in the areas of 1) 
metrology, 2) signal processing, 3) predictive modeling, 
4) pattern recognition, and 5) control theory.   More 
specifically, the two manufacturing processes of preci-
sion turning and friction stir welding were selected as 
case studies to demonstrate advances in each of these 
areas.  In addition to generating fifteen publications 
and one patent disclosure, the results of this project 
will have a measurable impact on how critical parts at 
Los Alamos National Laboratory are machined.

Background and Research Objectives

The key scientific “Grand Challenge” in this work 
is to develop a comprehensive unified view of 
manufacturing processes as ensembles of interacting 
non-linear dynamical systems, which has thus far not 
been accomplished.  By fundamentally understanding 
and ultimately controlling how a manufacturing 
process affects a part’s performance, it is expected 
that part quality can be significantly improved.  While 
the applicability of this approach is broad, this project 
focused on precision turning and friction stir welding as 
two prototypical manufacturing operations.  

The unified framework consists of five discrete sci-
entific disciplines. 1) The first discipline is metrology, 
which is used to identify and measure key in-process 
physical behaviors using novel sensor networks that 
will collectively have data rates in the gigabyte per 
second range. Examples included high-speed optical 
and thermal imaging, acoustic emission, and inexpen-
sive, robust thin film piezoelectric patches for strain 
measurements. Such ubiquitous sensing has previously 
not been applied in the manufacturing arena due to 
the extreme challenges in processing such large data 
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sets in real-time. 2) Signal processing must then be 
employed to reduce the data stream dimensionality 
using innovative feature extraction techniques that are 
also guided by physics-based understanding of process 
dynamics and stability.  Examples include image pro-
cessing and frequency domain features such as relative 
peak heights at resonant frequencies.  3) The next 
discipline is science-based predictive modeling for the 
purpose of creating interrelated physics-based process 
models that capture the dynamical behavior and 
underlying stability of a given manufacturing process.   
An example is the construction of a first-principles 
based “inverse” model to infer material condition based 
on video, temperature, and acoustic data collected 
during machining.  4) The discipline of pattern recogni-
tion provides the essential link between the extracted 
features and metrics of part quality.  5) Control theory 
is then employed to develop and implement advanced, 
non-traditional process control and optimization 
methods such as adaptive control for the purpose of 
controlling, in real-time, not just process parameters, 
but part quality itself.

Advances in each of these five areas as they pertain to 
the case studies of precision turning and friction stir 
welding are presented in Section 3 below.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

The successful execution of this project will enable 
critical weapons components manufactured throughout 
the NNSA’s nuclear weapons complex to be produced 
more cost effectively and with higher quality than is 
currently possible. By furthering efforts to understand, 
monitor and control the physical mechanisms that lead 
to defects, poor part quality, and ultimately poor or 
unacceptable part performance, this project supports 
DOE’s advanced manufacturing and rapid technology 
responsiveness priorities.
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Scientific Approach and Accomplishments
As stated in Section 1, precision turning and friction stir 
welding were chosen as the two case study processes.  
Thus, the approach and accomplishments associated with 
each case study will be discussed below.

Precision turning

The main purpose of this project is to improve part perfor-
mance by understanding and ultimately controlling how 
a manufacturing process affects a part’s performance. 
There are many aspects of performance that may be of 
interest in a general situation. One aspect of a metal part’s 
performance that is relevant to LANL/NNSA is its behavior 
under explosive loading. It is well known that surface finish 
as well as spatial variations in microstructure (e.g. grain 
size) plays significant roles in the dynamic behavior of an 
explosively driven metal. In current practice, surface finish 
measurements are collected, though only after a part has 
been machined. Traditional measurement of microstruc-
ture variations over an entire finished part is typically not 
practical or even possible. Thus, in order for a part’s quality 
to be improved, estimates of surface finish and microstruc-
ture variations need to be made in real-time.

Surface finish is at least partially due to relative motions 
between the cutting tool and the part. Thus, it is desir-
able to first estimate the motions of both the tool and the 
part. This was accomplished in the first year of the project 
through a series of experiments. The experimental setup 
included a novel, workpiece-mounted accelerometer. In 
a paper documenting results from this set of experiments 
[1], it was shown that dynamic information from the 
workpiece propagates to the cutting tool more consis-
tently in the tangential cutting direction than in the radial 
cutting direction. In addition, trajectories in the state space 
comprised of workpiece acceleration in the radial and 
tangential cutting directions were investigated, and it was 
graphically shown that stable cutting results in relatively 
high dimensional dynamics and unstable cutting results in 
relatively low dimensional dynamics.

Unstable cutting, also known as chatter, is characterized by 
large relative displacements between the cutting tool and 
workpiece and is particularly detrimental to surface finish. 
While chatter is a well known phenomenon, the actual 
transition from stable to unstable cutting has not been 
previously modeled in a geometrically rigorous manner.  
Consequently, a study of this transition  was conducted 
and is documented in [2].  

With a model of dynamics that influence surface finish, it 
is then desirable to improve surface finish.  A prototype 
actuator, shown in Figure 1, was developed to allow high 
bandwidth tool motion for the purpose of reducing tool/
workpiece relative motion.  When an adaptive control 
scheme was used to control this actuator, a significant 
increase in the stable depth of cut was observed [3].  This 
has important benefits for improving productivity without 
sacrificing surface finish.  

Figure 1. High bandwidth actuator

As stated above, variations in the workpiece microstruc-
ture can also be important for a part’s performance. By 
the time a part is at the point in its manufacturing process 
where it is ready for machining, it is not reasonable to 
expect to somehow control its bulk microstructure via the 
machining process. However, it is reasonable to expect that 
the machining process could adapt to spatial variations in 
microstructure, provided such variations could be esti-
mated. That is, if the spatial variations could be estimated 
during roughing cuts, then it may be possible to make very 
small, spatially varying changes to the part’s dimensions 
during a finish cut. These spatially varying dimensional 
changes would be designed to offset or counter the 
spatially varying microstructure that would otherwise have 
an undesirable effect on the part’s hydrodynamic behavior. 
While prescribing the dimensional changes necessary to 
offset spatially varying microstructure was beyond the 
scope of this project, multiple studies were carried out to 
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demonstrate the capability of detecting these variations 
during cutting. 

 More specifically, a series of experiments were performed 
in which cuts were performed on steel and aluminum 
workpiece materials which had a variety of microstruc-
tures. Hundreds of gigabytes of data were ultimately 
obtained from these experiments using a large array 
of sensors. Specifically, tool acceleration, cutting force, 
acoustic emission, and high-speed video (4000 frames/
sec) data were collected. Analysis of the video data was 
particularly of interest. Fundamentally, it was observed 
that softer material (corresponding to a larger grain size) 
produced a thicker chip. This effect can in fact be predicted 
using physics based modeling (see Figure 2). Because the 
depth of cut and cutting speed are constant, the mass flow 
rate of the chip must be constant. Consequently, a thicker 
chip corresponds to a slower chip. 

Figure 2. Effect of hardness on chip thickness

Through the use of automated image processing of the 
high-speed video and the development of an automatic 
classifier [4], it was found that chip velocity and, conse-
quently, local workpiece hardness could be assessed with 
high accuracy. In addition, an effort was undertaken to 
determine the feasibility of implementing this classification 
scheme in real-time. Using a new reconfigurable processor, 
it was demonstrated that the classification could be done 
in real-time and with an acceptable power and physical 
footprint (less than a standard PC) [5].  This novel use of 
high-speed video represents an important, non-contact, 
large stand-off material characterization capability that 
is particularly valuable for monitoring the machining of 
hazardous or high precision components, as it does not 
require any modification of an existing, qualified process.

Finally, it is worth noting that based on the successes dem-
onstrated in this project in the areas of modeling, monitor-
ing, and control of the precision turning, a new precision 
turning center  and glovebox being installed for plutonium 
machining at TA-55 has been designed to accommodate 
data acquisition capabilities similar to those used in the 
above mentioned experiments (e.g., cutting force, tool 
acceleration, high speed video). 

Friction stir welding

In friction stir welding, a cylindrical, shouldered tool with 
a profiled pin (typically helical threads) is rotated, then 
plunged into the joint line of the rigidly abutted weld 
material and is then translated along the joint line (see 
Figure 3). Frictional heat generated between the tool pin, 
shoulder and the material of the workpiece causes the 
latter to reach a viscoplastic state that allows the traversing 
of the tool along the weld line. For friction stir welding to 
be widely adopted, it must be able to be reliably carried 
out by industrial robots. This requirement comes with 
many challenges due to the forces involved, as well the 
potential for defects.  Two significant types of defects 
include joint gap defects and seam tracking defects.  Both 
of these types of defects were studied.

Figure 3. Friction stir welding process

As its name implies, joint gap defects occur when there is 
a gap in the joint to be welded (usually due to inadequate 
joint preparation).  For certain weld types (e.g., lap welds), 
these gaps can not be seen visually before or after the 
weld, though they can cause significant degradation in the 
bond quality. Consequently, it is important to be able to 
automatically detect such gaps during the welding process, 
particularly as industrial robots perform more of these 
welds.  

Therefore, a series of experiments was conducted with 
an instrumented spindle to determine if the measured 
welding forces and torques could be used to detect the 
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presence of joint gaps. The Fourier transform of the 
measured forces and torques was then calculated, thereby 
transforming signals which are functions of time to signals 
which are functions of frequency.  These transformed, 
frequency dependent signals were then “binned” (similar 
to a histogram) by frequency, and these bins were used as 
the input features to train a support vector machine for 
classification of the presence of gaps.  Using this classifier, 
it was determined that gaps larger than 0.003” could be 
reliably detected [6].  Such an automated defect detection 
capability represents an important contribution to the 
advancement of automated friction stir welding.

Seam tracking defects often occur in a weld known as a 
blind T-joint (see Figure 4), which is particularly important 
for airframe manufacturing.  In this weld, a horizontal 
member is welded to a vertical member.  This is a chal-
lenging weld, because the weld joint and vertical member 
is not visible during the welding process.  As a result, it is 
possible that the tool might not stay aligned and centered 
over the vertical member as the weld progresses.  If this 
happens, the bond quality of the weld may be compro-
mised.  Thus, it is desirable to be able to automatically 
detect and correct misalignments in the tool path.

Figure 4. T-joint

The first step is to develop techniques for determining 
the position of the welding tool with respect to the weld 
seam during the welding process.  As established through 
an experimental study, and as shown in Figure 5, there is 
a strong correlation between axial force and weld offset 
position.  Similar correlations are observed for other 
measured forces and torques [7].   These correlations 
suggest that it should indeed be possible to not only detect 
misalignment in real time, but to develop a controller 
which can react to minimize the misalignment. Unfortu-
nately, even in a weld with no offset, there is enough varia-

tion in these measured quantities that the controller might 
incorrectly react to correct a non-existent offset. 

The solution to this problem lies in making the control-
ler react to relative changes in the measured forces and 
torques rather than absolute changes.  To accomplish 
this, the weld tool is “weaved” back and forth by a small 
amount as the weld progresses.  This has been previously 
demonstrated to have no adverse affect on weld quality, 
and it provides the controller with a localized version of 
the data shown in Figure 5.  This method is relative, in 
that it compares the relative axial load of two locations in 
the weld, rather than a function based on absolute values 
of axial force. This reduces sensitivity to changes in the 
process such as changes in tools, tool wear, weld param-
eters, etc.  

Figure 5. Effect of offset on axial force

The center of the weave motion is then moved in the 
direction with the higher axial force. In this way, the tool 
is moved to maintain a maximum axial force, and in doing 
this maintains a good weld position. Experimental results 
have demonstrated that joints with serious misalignment 
can still be welded reliably with this novel control method.  
This monitoring and control system, for which a patent has 
been submitted, represents a key advance to the state of 
the art in automated friction stir welding.

Summary

In summary, through the use of the two case studies of 
precision turning and friction stir welding, coordinated 
advances were made in the areas of 1) metrology, 2) signal 
processing, 3) predictive modeling, 4) pattern recognition, 
and 5) control theory.   In addition to generating 15 publi-
cations and 1 patent disclosure, the results of this project 
will have a measurable impact on how critical parts at Los 
Alamos National Laboratory are machined in the future.
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Introduction

Gamma-ray scintillators are materials that emit light 
when exposed to gamma rays. Such radiation is emitted 
by Special Nuclear Materials (SNM) and other radioac-
tive materials that are indicative of nuclear fuels cycle 
processes or that pose a threat to national security. 
Efficient gamma-ray scintillators are the key element in 
devices that detect, identify, and track nuclear material; 
and they are an essential component of our homeland 
defense and nonproliferation infrastructure. Sensitive 
gamma-ray spectrometers are needed to detect/identi-
fy nuclear material at the ports of entry, along borders, 
and in densely populated areas. Such spectrometers 
become cost-prohibitive when they have to build on 
conventional scintillator crystals which are expensive 
and difficult to grow and handle. This project addresses 
this critical material limitation. We will explore and 
develop cerium-doped sulfide glass as a novel, versa-
tile gamma-ray scintillator material. The use of glass 
instead of crystals can significantly reduce cost, allow 
casting into large scintillator elements, enable easy in-
tegration with cost-effective photo-diodes, while still of-
fering high energy resolution. Glasses have a disordered 
atomic structure and, in contrast to crystals, may have 
more degrees of freedom to form defects during the 
gamma-ray scintillation process. The formation of such 
defects can degrade the scintillation performance. Sul-
fide glasses have not been studied for this application 
before. In contrast to common oxide and fluoride glass-
es, the chemical bonding in sulfide glasses is covalent 
and thus more rigid and less prone to defect formation. 
Moreover, the covalency of the chemical bonding can 
be fine-tuned by adding glass modifiers. We will exploit 
this property to maximize the gamma-ray scintillation 
yield and to demonstrate the potential of in this new 
class of radiation-detection materials.

Benefit to National Security Missions

This project will support the NNSA mission in Defense 
Nuclear Nonproliferation by enhancing our understand-
ing of detecting the proliferation of nuclear/radiologi-
cal weapons of mass destruction and illicit nuclear 
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materials trafficking. The project will conduct applied 
research to develop a superior scintillator material that 
contributes to strengthening our national security infra-
structure.

Progress

The successful completion of our first technical ob-
jective in the first year of the project provided a new 
baseline material: cerium-doped gallium-sodium-sulfide 
(GNS:Ce) glass. This material was the starting point to 
address the second technical objective in FY08, which 
was to gain a fundamental understanding and perform-
ing a systematic optimization of the photo-lumines-
cence and scintillation processes in this new material. 
The key highlights of FY08 are:

Completed the optimization of glass composition • 
and basic fabrication method.

Demonstrated scintillation in cerium-doped sulfide • 
glass for the first time.

Preparing a patent application that covers the com-• 
position of these new scintillators.

In more detail, the technical achievements of FY08 in-
clude:

Optimizing the band gap of the material was found • 
to be essential. The energy of the 5d emitting state 
of the cerium chromophore must be below the 
band edge in order for quenching processes to be 
suppressed and cerium quantum yield to be high. 
A high chromophore quantum yield is one critical 
requirement for an efficient gamma-ray scintillator. 
We identified cesium chloride (CsCl) as an impor-
tant modifier in GNS glass. CsCl is ionic and can 
penetrate the glass network by breaking up some 
of the Ga-S bonds. Replacement of some of the 
covalent Ga-S bonds by ionic Ga-Cl bonds decreases 
the average covalency of chemical bonding and 
causes a blue-shift in the band edge energy of the 
glass (Figure 1). This blue shift is substantial, and 
our GNS glass doped with 20% CsCl has the largest 
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badgap of any sulfide glass reported to date (~3.2 eV). 
Such a large band gap puts the conduction band above 
the emitting 5d state of cerium and thus suppresses 
quenching - i.e. enhances the quantum yield - of the 
cerium 5d state. As a result, these materials emit 
bright green when excited optically in the violet. This 
constitutes the first-ever demonstration of efficient 
emission by cerium in a sulfide glass. 

Figure 1. Band gap energy in gallium-sodium-sulfide (GNS) glass 
for different CsCl concentrations. CsCl is ionic and penetrates the 
covalent gallium-sulfide glass network, decreasing the average 
covalency and increasing the band-edge energy to 3.2 eV. The 
picture shows the bright green emission from a GNS:Ce glass 
excited with blue light at room temperature.

A detailed analysis of the optical properties of • 
GNS:CsCl samples showed that the actual CsCl content 
was substantially lower than expected. We found that 
CsCl has a substantial vapor pressure and is partially 
lost from the batch during glass melting in our inert-
atmosphere furnace. Earlier studies of similar materi-
als reported in the literature omitted this effect and 
consequently lacked accuracy. We succeeded in mea-
suring the actual cesium content with high precision 
via energy-dispersive X-ray spectroscopy using facilities 
at the LANL Center for Integrated Nanotechnologies 
(CINT). Based on these results we were able to modify 
our glass fabrication procedure in such a way that 
the resulting CsCl-doped GNS glasses had the desired 
target composition to within the experimental error 
(Figure 2). This represents the first stoichiometrically 
correct series of CsCl-doped GNS glasses, and our re-
sults will clarify and correct several erroneous reports 
in the literature.

     

Figure 2. Measured Cs+ concentration as a function of target Cs+ 
concentration for two different fabrication methods. High CsCl 
vapor pressure causes unacceptable evaporative losses in the 
original fabrication method (circles).  The improved fabrication 
methods compensates for these losses and yields glasses with 
the correct composition (diamonds).

A detailed spectroscopic study of GNS glasses doped • 
with CsCl and cerium revealed the interplay between 
the optical transitions of cerium and the band excita-
tion of the glass. For this study several sample series 
with different cesium and cerium content were fabri-
cated using the modified glass-fabrication procedure. 
All glass samples were ground and polished to optical-
quality discs. The extensive spectroscopic study in-
cluded measurements of photoluminescence (PL), pho-
toluminescence excitation (PLE), absorption, and X-ray 
excited photoluminescence (XPL) spectra as a function 
of temperature between 300 and 10 K (Figure 3). De-
tailed analysis of this extensive data set and the prepa-
ration of several publications are currently underway.

Figure 3. LEFT: Photoluminescence (PL) and photoluminescence 
excitation (PLE) spectra of GNS:Ce glass at different tempera-
tures. GNS:Ce emits efficiently in the green spectral region when 
excited in the blue/UV.  RIGHT: First ever demonstration of scintil-
lation (RL=radioluminescence) in cerium-doped sulfide glasses. 
Scintillation emission below the band gap is observed when 
exciting the glass with 25 keV X-rays at room temperature.
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The most recent XPL measurements are particularly • 
exciting since they show that the samples emit a bright 
green scintillation light when excited by X-rays at ~25 
keV (see Figure 3). This indicates that these glasses can 
be efficient gamma-ray scintillators. Further XPL and 
gamma-scintillation measurements are currently be-
ing performed. These preliminary scintillation results 
indicate that optimum scintillation performance can 
be achieved by adding just enough CsCl to sufficiently 
blue-shift the band edge but not too much CsCl to 
maintain a high degree of covalency in the chemical 
bonding. Upcoming experiments will find that opti-
mum CsCl concentration and quantify the gamma-scin-
tillation performance of this new material.

Future Work

The goal of the project is to deliver a proof-of-concept 
glass scintillator suited for integration into next-generation 
gamma-ray sensors. Cerium-doped chalcogenide glasses 
are a novel class of materials. We took an initially broad 
view of this compositional space and subsequently iden-
tified and focused on a few select materials for further 
development towards mission-relevant applications. The 
usefulness of these glasses is determined by their gamma-
ray scintillating performance, the chemical and mechani-
cal durability of the glass matrix, and the scalability of the 
material to the sizes required by advanced device architec-
tures. We have now achieved two out of the three main 
objectives: 1) to develop the conceptual material design 
and 2) to optimize the scintillating performance of candi-
date materials.

The next step, and the focus of FY09 activities, is to explore 
material scalability. Larger-volume samples of the high-
est performing GNS:Ce glass will be explored to identify 
a fabrication process that yields high-quality scintillating 
elements while maintaining scintillating performance. This 
effort will establish whether the material is scalable for 
future integration into practical gamma-ray sensors.

Successful completion of the three main objectives would 
constitute a breakthrough in gamma-scintillator technolo-
gy and offer a scintillator material that is directly applicable 
to critical homeland-security systems.

Conclusion

The project exploits the excellent gamma scintillating per-
formance of cerium and combines it with a chemically and 
mechanically versatile chalcogenide glass matrix to create 
a unique scintillator material. A range of glass composi-
tions have been systematically studied for their scintillating 
properties, promising candidate materials were down se-
lected, and their scintillating performance was optimized. 
We expect to produce efficient scintillating glass elements 

and to gain an understanding of the underlying scintillat-
ing mechanisms. The successful completion of the project 
would constitute a breakthrough in gamma-scintillator 
technology and offer a scintillator material that is directly 
applicable to critical homeland-security systems.



LDRD FY08 Annual Progress Report 951

exploratory research

Information Science & Technology
continuing project

Introduction

Hydrogen is a candidate energy carrier for applica-
tions such as zero emission vehicles. One of the main 
barriers to using hydrogen in automotive applications 
is safe storage. This project is investigating novel ma-
terials to store hydrogen. These materials must store 
large amounts of hydrogen quickly and repeatedly and 
release them in a controlled manner. This research 
has developed a new method of creating metal foams 
which have never been used for hydrogen storage. 
Foams are expected to adsorb and desorb hydrogen 
quickly due to the tremendous amount of surface ex-
posed to the hydrogen gas.

The process for creating metal foams has no parallel. 
A foam with nanometer size pores is made by an ex-
tremely rapid burning of a starting material. There is no 
obvious limit to the size or shape of the foam that can 
be created in this manner. As a rapid, large scale pro-
duction method for making nanomaterials, there is no 
equal. Due to the nature of this process, many aspects 
are uncertain. This research seeks to understand and 
control the process such that it can be used for the in-
tended application.

Success in this area will enable rapid refueling of vehi-
cles which is critical to consumer acceptance of hydro-
gen as a replacement for hydrocarbon fuels.

Benefit to National Security Missions

This project supports U.S. energy security and supports 
basic understanding of materials, both of which are key 
DOE missions. With the extremely high surface areas 
and flexibility in materials that can be accessed by this 
technique, a truly unique method for hydrogen storage 
may be achieved.

Progress

Work this year has focused on synthesis of new precu-
rors and preparation techniques for precursors. Experi-
ments aimed at the synthesis of two component alloys 

Nano-Structured Foams for Hydrogen Storage
Erik Paul Luther
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that are known to adsorb hydrogen were also con-
ducted. Hydrogen sorption studies of palladium foam 
continued to supply data for a developing model for the 
kinetics of hydrogen uptake of foams.

The main goal of this project is to produce novel foams 
that would be capable of rapid uptake of hydrogen. 
Lithium nitride has been reported as a candidate stor-
age material with high hydrogen storage capacity. By 
producing lithium nitride in foam form, improved sorp-
tion kinetics were anticipated due to high surface area, 
nanosized grains and pores and fast heat conduction. 
Numerous metal foams, some with high nitrogen con-
tent, have been produced to date including iron, cobalt, 
nickel, titanium, palladium, and zirconium all produced 
by burning metal bi(tetrazolo)amine precursors. Previ-
ously, LiBTA (lithium bi(tetrazolo)amine) was produced 
for the combustion synthesis of lithium nitride foam. 
Unfortunately, this precursor and all of the lithium com-
pounds synthesized to date, lithium bitetrazole (BT), 
bi(tetrazolo)amine (BTA), and bistetrazolylaminotetra-
zine (BTATz), have failed to support combustion.

Various synthesis techniques for lithium compounds 
have been attempted but these materials show little 
response to ignition at atmospheric or elevated pres-
sures, waters of hydration were the suspected cause.  
Drying the materials did not improve the combustion 
properties, suggesting that the water of hydration was 
too tightly bound, and three new synthesis routes were 
attempted, two  non-aqueous.  Recently, a new high-
temperature dehydration procedure was found, and the 
LiBTA dehydrated, but self-propagating combustion still 
failed.

It is believed that MgN foams and/or lithium containing 
MgN foams will have interesting hydrogen storage prop-
erties. MgBTA salt was produced, and based on Mg high 
affinity for nitrogen, it is believed that in the combus-
tion of this material MgN will be formed. Like many of 
the BTA salts, it was discovered that the MgBTA is hy-
drated, having approximately 1.5 H2O per MgBTA.  This 
hydrate suffers from the same combustion problems as 
the LiBTA hydrate, however unlike the LiBTA, once dehy-
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drated burns quite well. 

Compacts of dehydrated MgBTA were pressed and ignited 
in a nitrogen atmosphere. These were found to burn 
poorly. It is known that magnesium is readily oxidized 
by nitrogen; therefore, it was expected that Mg powder 
would burn in atmosphere upon ignition. As a conse-
quence, dehydrated MgBTA was mixed with Mg powder. It 
was hypothesized that the Mg powder would burn creating 
enough heat to help combust the MgBTA that would sup-
ply nitrogen gas to serve as the foaming or blowing agent. 
This material was found to burn quite well in a nitrogen 
atmosphere yielding a monolithic foam. The foam appears 
relatively coarse; however, characterization has yet to be 
completed. Depending on the results, optimization of this 
foam will be attempted.

LaNi5 is a well known, well characterized hydrogen storage 
material. Attempts to synthesize this alloy in order to com-
pare the kinetics of hydrogen uptake of bulk versus foam 
material were made. Lanthanum bi(tetrazaolo)amine was 
synthesized as a component in FY07 and recently was sub-
jected to the drying procedure. Unexpectedly, the complex 
was stable after loss of all water.

The combustion properties of the anhydrous La(BTA)2(NH4) 
were much improved as evident by small-scale screening. 
In this period we produced enough of the anhydrous mate-
rial for formulation with NiBTA with the goal of producing 
LaNi5. In FY07 we reported the synthesis of two complexes 
of NiBTA, one that is the NiBTA(NH3)5 complex, and one 
that is Ni(BTA)2(NH4)2, the former having no useful com-
bustion properties, and the latter with poor, but usable 
combustion properties. Recently, it was also discovered 
that the Ni(BTA)2(NH4)2, also contains two waters of hydra-
tion, and after dehydration, the combustion properties are 
much improved. The two anhydrous precursors were me-
chanically mixed, pressed and combusted under nitrogen. 
The result was a good burn that resulted, unfortunately, 
in a powder not a monolithic foam. The powder will be 
characterized as it is expected to be porous. Depending on 
these results, additional compositions will be made in an 
attempt to vary the burn rate, which is believed to strongly 
influence the formation of the monolith.

Attempts to synthesize FexTiy, another hydrogen storage 
alloy, were also made. Ti(BTA)2 was synthesized and formu-
lations of TiBTA/FeBTA were produced at various ratios to 
produce FexTiy foams. These formulations produced a low-
density foam that was flaky and not a single monolith. Ini-
tial characterization has indicated that contrary to expecta-
tions, the iron and titanium has segregated as opposed to 
alloying. It is currently being analyzed for structure, purity 
and hydrogen uptake. New methods of mixing the compo-
nent precursors will be attempted to promote alloying.

In order to model numerically the hydrogen absorption in 
palladium foams we are building on our previous work re-
garding the kinetics of oxygen removal from ceria (M. Stan 
et al, J. Appl. Phys. 95 (2004) 3358). We have developed a 
computer implementation of a chemical diffusivity model 
which takes into account the composition dependence of 
the diffusion coefficient and activation energy. Simulations 
for a variety of geometries and boundary conditions are 
being performed. In support of this work we have collected 
considerable hydrogen absorption/desorption data on Pd 
foam. This data will be compared with uptake on foils and 
powders. Initial experiments suggest that hydrogen uptake 
in the foam is considerably faster than in the foil although 
the maximum uptake is lower. The model will tell us if the 
increased rate is simply a function of geometry or if there 
are additional physical or chemical factors influencing the 
rate.

Future Work

Our research will provide insight into a new materials 
synthesis procedure we discovered. That process yields 
metal foams of the lowest density and highest surface 
area known to the authors.  We will pursue the following 
research goals: A) A variety of new nanostructured metal/
metal nitride foams will be produced extending the meth-
od to ceramic materials. B) Additional understanding of the 
chemistry of precursor materials synthesis will be gained. 
C) Additional synthesis of foams will yield new knowledge 
of how the foams are formed. D) Hydrogen storage materi-
als will be produced which have the promise of meeting 
near term FreedomCar goals. E) Thermodynamic proper-
ties will be modeled. F) Kinetics of hydrogen sorption/des-
orption will be determined.

The hydrogen sorption/desorption behavior of the ceramic 
foams will be studied with the following six step model 
in mind:  1) Molecular gaseous hydrogen diffusion to the 
material, 2) Molecular adsorption to the surface, 3) Disso-
ciation, 4) Absorption, 5) Diffusion within the material, 6) 
Hydride reaction.

Conclusion

This project will investigate hydrogen storage. The United 
States economy is highly dependent on foreign sources 
of oil.  Reducing our dependence on foreign oil is a key 
national security issue.  Although fuel efficiency is being 
improved by more wide spread use of hybrid vehicles, a 
major shift from non-renewable petroleum based fuels to 
renewable fuels such as hydrogen is necessary.  Depending 
on the production method, hydrogen will curtail our need 
for foreign oil and greatly reduce the emission of carbon 
dioxide into the atmosphere.  At the very least, it central-
izes production of emissions making them easier to scrub 
or sequester.
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Combustion synthesis of ultralow-density nanoporous gold 
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Introduction

We are investigating the feasibility of nano-composite 
materials as detector material for neutron capture ex-
periments. Several areas of research require the mea-
surement of neutron-induced reaction rates for iso-
topes with short half-lives. This necessitates detection 
systems that can handle higher count rates and have 
faster recovery times. Presently available materials are 
either not suitable or cannot be produced in volumes 
necessary to absorb the full energy of the gamma-ray 
that is produced when a neutron is absorbed. Within 
this project we will investigate scintillators material 
embedded in a matrix of low-cost material for gamma-
ray detection in a neutron environment with the goal 
to establish an inexpensive way produce the detectors 
with the desired properties. These materials will be 
tested for their chemical and physical properties and 
finally assembled as a detector. In parallel simulations 
to understand and predict the material behavior will be 
performed. The assembled prototype detector is then 
tested by placing it into an intense neutron environ-
ment produced by the Los Alamos Neutron Science 
Center. Both model predictions and detector perfor-
mance will be studied.  

Benefit to National Security Missions

Detecting nuclear particles and reactions is central to a 
broad array of missions from basic nuclear physics and 
nuclear weapons to nuclear power to nonproliferation. 
These represent core mission areas for DOE NNSA and 
Office of Science, DHS, and other government agencies.

Progress

The work to date can be described as a parallel effort 
of material-science/chemistry, physics properties, and 
beam physics: 

Chemistry

Since CeF3 was the most promising material as single 
crystal, it was the first nano composite to be manu-
factured. C-SIC fabricated CeF3 and other possible 

Nano-Composite Scintillator for Neutron Capture Measurements
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nano composite scintillator materials. We loaded dif-
ferent nano material into different matrices. Electron 
paramagnetic resonance spectroscopy (EPR) provided 
direct information on the Ce-ion lattice local structure. 
Ordering and morphology on multiple length scales was 
observed using X-ray diffraction (XRD), transmission and 
scanning electron microscopy (EM) and atomic force 
microscopy (AFM). Optical characterization consisting 
of absorption, photoluminescence (PL), radiolumines-
cence (RL), and diffuse reflectance were used to deter-
mine particle sizes. The initial experiments measured 
the optical absorption in transmission to ascertain the 
absorption bands associated with the Ce ion. Also, to 
verify particle size, a model to fit Raleigh scattering has 
been generated and successfully employed. 

Physics properties

We conducted physics properties measurement in 
our laboratory by measuring the sample response to 
gamma sources of different energies. From the gamma 
response spectra we were able to determine the light 
yield, resolution, and the  peak-to-compton-ratio. Each 
sample of nanoparticles was dispersed in a liquid ma-
trix to improve light transmission. In parallel we are 
constructing a GEANT4 simulation to simulate these 
detector materials in a DANCE like configuration. In or-
der to be able to run the codes in a timely manner, we 
upgraded an existing Beowulf cluster. 

Beam Physics

Several weeks of beam time has been allocated at the 
Los Alamos Neutron Science Center (LANSCE) for test-
ing of a first prototype of the nanocomposite gamma-
detector. A detector prototype will be placed in a beam 
of neutrons in order to study the basic properties of the 
generated signals. Other possible tests include studying 
the response in terms of timing properties, signal char-
acteristics, and the ability to distinguish neutron signals 
from other types of radiation. The LANSCE facility pro-
vides pulsed beams of neutrons with a range of ener-
gies, and the so-called neutron time-of-flight method 
can be used to measure neutron capture cross-sections. 
This has the advantage that the detector response can 
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also be studied as a function of incident neutron energy. 
Preparations for running these tests at LANSCE have been 
done by configuring a flight path to accommodate the 
experiment, and calibrating a neutron flux monitor to be 
used as a reference.

As an addendum, it should be mentioned that this LDRD/
ER proposal was one of the trigger points for the accelera-
tor community to invite the PI for a plenary session talk at 
the International Conference on the Application of Accel-
erators in Research and Industry. 

Future Work

We plan to investigate the feasibility of nano-composite 
materials as gamma-ray detector material for neutron 
capture experiments. Stewardship, technological and as-
trophysical programs require neutron induced reaction 
rates for isotopes with half-lives down to a few days. In 
order to investigate the desired neutron capture rates, 
higher neutron fluxes than currently usable are necessary. 
This necessitates detection systems that can handle higher 
count rates and have faster recovery times. Presently avail-
able materials are either not suitable or cannot be pro-
duced in volumes necessary for a calorimetric detection. 
Recent research at LANL has shown that nano-composites 
embedded in a matrix of secondary material might offer 
a viable replacement to mono-crystalline material. This 
would allow the cost-effective production of detectors with 
the desired material in large volumes. Within this project 
we will investigate the most promising candidate (CeF3) as 
a nano-composite for gamma-ray detection in a neutron 
environment. 

In the first year we will develop nano particle CeF3 and 
characterize its optical properties. We will also investigate 
other nano material suitable for use as a detector material 
and optimize the optical and radiation response of the ma-
terial. Additionally we will explore matrix materials to find 
the best detector/matrix candidate.

In the second year we will disperse the nano material in 
the matrix, optimize the composite and measure it’s prop-
erties. The data will be used to benchmark the detector 
simulations. We will manufacture several detector ele-
ments of the most promising material with volumes of a 
few cubic centimeters.

In the third year the different detector elements will be 
characterized and tested for their neutron radiation hard-
ness. This will take place either at the neutron facilities 
available at the Los Alamos Neutron Science Center (LAN-
SCE). Additionally we will simulate complex experimental 
setups for neutron capture experiments with radioactive 
samples.

Conclusion

We plan to investigate the feasibility of nano-composite 
materials as gamma-ray detector material for neutron cap-
ture experiments. Stewardship, technological and astro-
physical programs require neutron induced reaction rates 
for isotopes with half-lives down to a few days. This project 
seeks to enable the cost-effective production of detec-
tors with the desired material properties in large volumes. 
Within this project we investigate the most promising can-
didate. We will produce, characterize and optimize the ma-
terial, build a proto-type detector, and measure its neutron 
sensitivity and gamma-detection properties. Parallel simu-
lations will eventually determine the use of this material in 
systems with hundreds of detector units.
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Introduction

Semiconductor nanocrystals (NCs) are promising mate-
rials for the realization of low-cost, high-efficiency pho-
tovoltaics (PV). They can be synthesized and processed 
via solution-based techniques readily applicable to the 
fabrication of large-area devices including solar cells. 
NCs also exhibit a number of unique physical proper-
ties that can benefit PV applications. For example, the 
NC-size-controlled energy gap can be used to tailor 
the absorption spectrum for the best match to the so-
lar radiation spectrum. Further, one can boost power 
conversion efficiency via NC-specific processes such as 
generation of multiple charges by single photons (car-
rier multiplication) and/or hot-electron extraction in 
the presence of a “phonon bottleneck” in intraband 
relaxation. The first practical step toward utilization of 
the unique properties of NCs in the PV technologies 
could be through their integration into traditional semi-
conductor thin-film devices. The goal of this project 
is the development of a new type of hybrid solar cells 
that combine NCs and semiconductor charge-extraction 
layers. In our initial proof-of-principle studies, we will 
target devices comprising CdSe NCs and amorphous 
silicon. Eventually, we will extend this work to NCs of 
narrow-gap materials such as PbSe, PbS, and InAs that 
will be combined with charge-transport layers made 
of germanium and possibly silicon-germanium alloys. 
The use of these materials will allow us to increase the 
power conversion efficiency through improved cover-
age of the solar spectrum, and perhaps, multiexciton 
generation via carrier multiplication.  The anticipated 
product of this project is a high-efficiency, thin hybrid 
solar cell fabricated via simple wet-chemistry proce-
dures and traditional thin-film technologies.

Benefit to National Security Missions

This project involves the development of new types of 
photovoltaic structures based on semiconductor nano-
crystals. This work is relevant to DOE missions in both 
world-class fundamental science and energy security 

From Novel Principles to Novel Device Structures for High-Efficiency 
Generation of Solar Electricity
Victor Ivanovich Klimov
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missions. Successful implementation of new strategies 
outlined in this proposal will yield technologies relevant 
to DOE missions in Energy Security.

Progress

During the review period, we have demonstrated for 
the first time functional PV structures that combine col-
loidal NCs with amorphous silicon. These devices show 
good PV performance (EQEs up to ~4% and IQEs up to 
~10%), which can be further improved through opti-
mization of the photoconductivity of the NC layer and 
the refinement of a-Si fabrication procedures. Below, 
we describe in greater detail our fabrication procedures 
and results of device characterization. 

Fabrication of hybrid PV structures 

The fabricated devices (Figure 1a) comprise a layer of 
pyridine-capped CdSe NCs sandwiched between indium 
tin oxide (ITO) and a-Si. To grow an a-Si layer on top 
of an NC film, we have used either electron-beam (e-
beam) evaporation or radio-frequency (rf) magnetron 
sputtering; both of these methods allow encapsulation 
of the NCs without adversely affecting their physical 
properties. The thickness of the a-Si layer was typically 
between 50 and 100 nm. For photocurrent measure-
ments, the structure was completed with an Al elec-
trode. These devices showed stable PV performance in 
air under ambient conditions.

We have performed transmission electron microscopy 
(TEM) characterization of the fabricated structures 
(Figures 1b-d). The high-resolution TEM images show 
resolvable lattice fringes of CdSe NCs, which indicates 
that the NC integrity is preserved during silicon film 
growth. The latter is also confirmed by spectroscopic 
studies (Figures 1e-f). Specifically, optical absorption 
measurements show that the lowest-energy, 1S absorp-
tion feature of the NCs is preserved in the final device 
structure. Further, NC photoluminescence  although 
quenched, is still observable following silicon deposi-
tion.
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Figure 1. Hybrid a-Si/NC PV structures: TEM and spectroscopic 
characterization. (a) Schematic of the PV device. (b) A cross-sec-
tional TEM image of the PV structure. (c) and (d) High-resolution 
TEM images of the ITO/NC and the NC/a-Si interfaces, respec-
tively. (e) The absorption spectra (in terms of optical density, OD) 
of the NC and a-Si films separately deposited on glass slides. (f) 
The absorption spectrum of the hybrid a-Si/NC structure.  

Characterization of PV performance

To study electronic interactions at NC/Si interface, we have 
analyzed the PV response of devices fabricated using NCs 
of two different sizes (energy gaps 2.5 and 2.1 eV) that cor-
respond to two different injection regimes (Figure 2a). For 
larger-gap (>2eV) NCs  electrons can transfer from the NCs 
to Si while the direction of transfer is opposite in the case 
of NCs with a smaller gap (<2eV). Since these structures 
are composed of thin layers of undoped materials, their 
operation is similar to that of, for example, thin-film poly-
mer PV cells. If such devices are under short-circuit condi-
tions, the Fermi levels in the electrode materials come to 
equilibrium, which results in the buildup of an internal 
electric field. In the case of ITO and Al, this field provides a 
driving force that directs electrons toward the Al electrode, 
while holes are directed to the ITO contact (Figure 2b).

To analyze the performance of our PV devices, we use 
external and internal quantum efficiencies (EQE and IQE, 
respectively) that are calculated as the ratio of a spectrally 
resolved photocurrent (measured as the number of charg-
es extracted from the cell under short-circuit conditions) to 
the number of either incident (EQE) or absorbed (IQE) pho-
tons. The EQE is determined by the performance of a PV 
device at all stages of the photo-conversion process from 
light harvesting to charge separation, carrier transport, and 
collection at the electrodes. On the other hand, the IQE 

characterizes processes internal to a PV device separating 
them from its light harvesting ability.

As expected based on the “energetics” at the Si/NC inter-
face, the devices that comprise NCs with the 2.5-eV energy 
gap show a good PV response (EQE of ~4%), which mimics 
the NC absorption spectrum (Figure 2c).  The EQE values 
are greatly reduced (down to less than 0.1%) in the devices 
made of the NCs with energy gap of 2.1 eV (Figure 2d). In 
this case, the lowest NC electron level is below the a-Si 
conduction band edge, which inhibits electron injection 
into the silicon layer. These results indicate the possibility 
of obtaining good electronic coupling between NCs and Si, 
and also demonstrate our ability to control the charge flow 
at the NC/Si interface through the quantum-size effect.

Figure 2. The effect of NC size on the PV performance of a-Si/NC 
structures. (a)  The size-dependent energies of the NC 1S electron 
and hole levels (blue lines) plotted as a function of the NC energy 
gap in comparison to the band-edge positions of a-Si (grey lines); 
all energies are measured versus vacuum. Eg,c is the critical NC 
gap; sufficiently small NCs with Eg > Eg,c can inject a photoex-
cited electron into a-Si. (b)  Schematics of energy structures in a 
PV device operating under short-circuit conditions; the horizontal 
arrow shows the direction of the internal electric field, E. (c)  The 
EQE spectrum (solid red line) of the PV device fabricated using 
NCs with energy gap of 2.5 eV in comparison to the NC absorp-
tion spectrum measured in terms of percentage of absorbed 
photons (dashed black line). Inset: The spectral dependence 
of the photocurrent (solid red line) and the dark current (black 
circles). d, Comparison of PV performance (in terms of EQE on a 
log scale) of the devices fabricated using NCs with energy gaps of 
2.5 eV (solid red line) and 2.1 eV (dashed black line).

Because of the small thickness of these structures, they do 
not absorb all incident light. Therefore, the IQE values for 
them can be much greater than the EQE values. For ex-
ample for the device with 4% EQE, the IQE is greater than 
10%. This relatively high value shows that these first-gen-
eration hybrid structures show quite efficient performance 
with regard to extraction of charges from the NCs and their 
collection at the electrodes.
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Future Work

In the above proof-of-principle study, the PV response was 
entirely due to the NCs, while the a-Si film played a role of 
charge-separation/transport element. On the other hand, 
interesting opportunities are provided by structures, in 
which the PV response is due to light absorption in both 
the NCs and a bulk-semiconductor layer. This type of per-
formance is expected, for example, for devices made of a-Si 
and infrared (IR) absorbing PbS NCs. According to a diagram 
in Figure 3, electrons photogenerated in PbS NCs can be 
transferred into amorphous silicon and then collected at 
the Al electrode. Further, the alignment of the valence-band 
states at the PbS NC/a-Si interface favors hole transfer from 
silicon into NCs followed by collection at the ITO electrode. 
Thus, this structure is expected to show photocurrent due 
to both a-Si and the NCs. 

Figure 3. Schematics of energy structures in a PbS NCs/a-Si PV 
device operating under short-circuit conditions; the horizontal 
arrow shows the direction of the internal electric field. Charges 
generated in both NCs and a-Si can contribute to photocurrent.

An immediate advantage of these structures compared to 
traditional a-Si cells is the IR extension of their operational 
range due to efficient absorption of IR photons in PbS NCs. 
Additional improvements can be expected from multiexci-
ton generation via carrier multiplication. However, because 
of a high three-energy-gap onset in lead-salt NCs, the ben-
efits from carrier multiplication in this specific case are not 
expected to be large. To take advantage of this phenome-
non, we will use NCs made of materials with very dissimilar 
electron and hole masses (e.g., InAs or InSb), for which the 
onset for multiexciton generation is expected to approach 
two energy gaps.  

Conclusion

To summarize, during the past year, we have demonstrated 
for the first time functional PV structures that combine 
colloidal NCs with amorphous silicon. These devices 
show good PV performance (EQEs up to ~4% and IQEs 
up to ~10%), which can be further improved through 
optimization of the photoconductivity of the NC layer and 
the refinement of a-Si fabrication procedures. A further 

increase in the performance is also possible through 
the realization of tandem structures, in which the PV 
response is due to light absorption in both the NCs and 
the bulk-semiconductor layer. These devices will provide 
high power-conversion efficiency in combination with low 
fabrication costs allowed by wet-chemistry procedures and 
traditional thin-film technologies. 
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We are making, testing, and using microcalorimeter 
nuclear spectrometers of very high spectral resolution 
for detecting enriched uranium, the analysis of environ-
mental samples, and for application in nuclear forensics 
and nuclear inspections. Superconducting materials are 
an almost ideal choice for radiation absorbers in micro-
calorimeters because of their unique thermal proper-
ties. We have produced the first microcalorimeter array 
spectrum of special nuclear material and the first split-
ting of the major Pu peaks in an alpha-particle energy 
spectrum.

Benefit to National Security Missions

This project directly supports the Threat Reduction 
mission of the DOE through development of powerful 
technology for detecting and assaying nuclear materi-
als. Our work supports international nuclear safeguards 
and nuclear forensics to prevent the misuse of nuclear 
materials.

Progress

We have started the characterization of the next gen-
eration of x and gamma-ray detector chips. These chips 
are optimized to have increased dynamic range and 
excellent linearity up to 200 keV. The new approach 
consists of detector elements with multiple epoxy posts 
surrounding the transition-edge sensor (TES). This is in 
contrast to the old approach, which had a single SU8 
post attached directly to the TES element, resulting in 
mechanical and chemical stress on the TES. The dis-
tributed nature of the mounting posts also reduces the 
dependence of the response on the photon interaction 
position in the tin absorber. Consequently, the absorber 
size has been increased from 1 mm2 to 2.25 mm2, which 
results in increased detection efficiency. While the lay-
out of the next-generation chip allows for 66 individual 
pixels, it is intended to be read out in two banks of 32 
pixels each; the two remaining pixels are kept as spare.  
Using a flip-chip bonder for simultaneous absorber at-
tachment, we achieved 100% yield for this chip (Figure 

X, Gamma, Alpha : Ultra-High Resolution Spectroscopy
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1). Experiments indicate that 55 of the 66 pixels are 
active. With this chip, we have observed excellent lin-
earity up to 129 keV, a marked improvement over the 
first-generation chip. The observed energy resolutions 
for individual pixels of the next-generation chip have 
ranged between 50 and 100 eV at 100 keV at low event 
rate.  An X- and gamma-ray spectrum of special nuclear 
material demonstrating this new chip’s performance is 
shown in Figure 2 [1].

                      

Figure 1. Sixty-six pixel gamma-ray chip.  Each pixel is an indi-
vidual transition-edge sensor microcalorimeter detector with 
a tin absorber.

Figure 2. X- and gamma-ray spectrum of plutonium using chip 
shown in Figure 1.  Thirty-one pixels were operated simulta-
neously using time-division multiplexing; of those pixels, data 
were combined after calibration from twenty-one pixels.
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Plutonium data from the spectrometer have been analyzed 
with standard isotopic analysis code used by the Interna-
tional Atomic Energy Agency (IAEA) and developed at Los 
Alamos.  With some modification to a standard parameter 
sets without modification of the computational kernel, 
we obtained isotopic abundances that are in reasonable 
agreement for 240Pu content with both measurements with 
high-purity germanium detectors and the declared values.  
These initial findings and the analysis required to produce 
them illustrate the issues regarding the application of stan-
dard codes to microcalorimeter data, e.g. the need for new 
models for peak tailing and for summing data from multiple 
pixels each with different inherent energy resolution [2].

Well-validated Monte Carlo simulation codes are important 
for the interpretation of measured data, for studying ap-
plication scenarios, and for guiding future sensor arrays and 
associated cryostat technology. GEANT4 low-energy EM 
simulation code was implemented to assess its effective-
ness at replicating measured data from our detector system. 
We found that GEANT4 reproduced all measured spectral 
features and detection efficiencies with good accuracy. We 
used the validated simulation to quantify gains in detec-
tion efficiency that could be realized with large arrays, an 
optimized cryostat, and alternate absorber materials. We 
demonstrated that microcalorimeter arrays could eventu-
ally be competitive with planar germanium detectors with 
respect to detection efficiency in the 100 keV regime, while 
simultaneously providing more than an order of magnitude 
improvement in energy resolution [3].

Limitations in alpha spectral resolution affect nuclear ma-
terials accounting, international nuclear safeguards, the 
detection of nuclear smuggling, and other activities that 
require rapid and accurate analysis of nuclear materials.  
However, the strongest alpha peaks of 240Pu and 239Pu are 
separated by only 11.6 keV and cannot by resolved by Si de-
tectors. Microcalorimeters can dramatically streamline nu-
clear forensic analysis by eliminating elemental separation 
of mixed actinide samples and providing, at the same time, 
isotopic information that presently is determined by mass 
spectrometry.  To demonstrate this point, we have used a 
microcalorimeter to unambiguously measure the 239Pu and 
240Pu isotopic fractions in a mixed-isotope Pu sample (Figure 
3).  The microcalorimeter spectrum is fit with five peaks 
consisting of two left-handed exponentials convolved with a 
Gaussian instrumental response to yield a 240Pu/239Pu atomic 
ratio of 0.128 ± 0.007, in good agreement with the known 
ratio of the sample, which is 0.135 ± 0.001.  The clear peak 
separation gives confidence that there is no unrecognized 
systematic error in the fitting.  In contrast, values for the 
240Pu/239Pu atomic ratio extracted from the Si data are prone 
to error. The results determined using the Si detector are 
systematically low for three standard line shape models, 
and strangely high for the fourth, whereas values from the 
microcalorimeter are similar for all of the line shape models 

and cluster tightly around the known value.  This analysis 
captures the limitations of existing alpha detectors for de-
termining 239Pu/249Pu ratios: measurements of moderate ac-
curacy are possible, but the risk of unrecognized systematic 
error prevents the use of alpha spectrometry for precision 
isotopics.  This limitation is clearly overcome by microcalo-
rimeter detectors [4].

Figure 3. Alpha particle energy spectra from plutonium and 
analysis.  Upper left panel shows results from conventional silicon 
detector, data are in black and a fit is shown in red; the major 
peak for Pu-240 is not resolved.  Low left panel shows results 
from same sample using microcalorimeter detector; the major 
Pu-240 is now clearly resolved.  Right panel shows analysis to 
determine isotopic ratio; the microcalorimeter results cluster 
closely around the known value (dashed lines).

We continue to explore absorbing materials with improved 
efficiency over Sn.  The ideal absorber combines high atomic 
number, low heat capacity per volume, and good thermal-
ization properties.  Good thermalization implies the fast and 
efficient conversion of photon energy to heat that can be 
measured with a thermometer.   The atomic number (50) 
and heat capacity of Sn are only intermediate.  However, its 
thermalization properties are excellent and consequently it 
has been the only absorber to produce high quality results 
at gamma-ray energies.  In the proceeding year, we built 
and tested gamma-ray detectors with two new absorbers:  
high purity Tantalium (Ta) and Lead Tungstate (PbWO4).  
Neither of these materials performed acceptably.   The 
Ta device showed a very small pulse height and very long 
pulse response, indicating either an anomalous heat capac-
ity or long-lived athermal excitations.  The PbWO4 showed 
signal-to-noise ratios as good as 103 in individual pulses, but 
enormous variation in response from pulse to pulse.  This 
variation could be caused by material inhomogeneity, but 
other explanations are possible.   In order to determine the 
temperature-dependent heat capacity of prospective ab-
sorber materials, we also built a dedicated sample box for 
heat capacity measurements. The sample box contains wir-
ing and fixturing to measure the heat capacity of two sam-
ples per cooldown.   Initial test results with Sn samples were 
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promising and measurements will continue after a redesign 
to improve measurement accuracy below 200 mK.

Future Work

We will develop new microcalorimeters and the associated 
nuclear applications.  We will characterize and use nuclear 
microcalorimeter spectrometers of amazing spectral resolu-
tion for nuclear forensics, detecting enriched uranium, the 
analysis of environmental samples, and nuclear inspections.  
We have completed all the initial characterization of a 
complete X and gamma ray microcalorimeter spectrometer 
operating now at LANL.  We anticipate completing fabrica-
tion of an a reconfigured array of X/gamma pixels with 64 
TES sensors, and will move toward integration of four such 
chips into the spectrometer, giving us 256 pixels and ap-
proximately the same detection area as commercial a planar 
Ge spectrometer.  We will use the completed instrument for 
several crucial nuclear measurements, directly comparing 
the results with models.  In parallel with detector fabrica-
tion and characterization we will model the application of 
microcalorimeters to a range of measurement problems.  
Modeling results can be compared to actual measurement 
results using source materials present at LANL.

Superconductors are an almost ideal choice for particle 
absorbers in microcalorimeters because of their low heat 
capacity and small (milli-eV) bandgap.   Increased effort on 
higher efficiency absorbers is planned for FY09. Our limited 
results on Ta to date are consistent with cycles of quasiparti-
cle recombination and recreation by pair-breaking recombi-
nation phonons.  Our results also indicate that these effects 
are more severe in pure Ta.  As a result, we are particularly 
interested in measurements on high-defect-density (“dirty”) 
superconducting materials where the quasiparticle lifetime 
is expected to be shorter. Tests on other candidate materials 
are also planned, including HgCdTe, which has worked well 
at X-ray energies.

We will develop a microcalorimeter whose size and ab-
sorber are optimized for alpha particle detection.  To 
evaluate the performance of the microcalorimeter detec-
tors for alpha spectrometry, small area Pu sources will be 
prepared.  We will continue the improvement of sample 
preparation techniques based on simplified electrochemis-
try, concentrating efforts on reduction of energy broadening 
(“straggle”) and chemical yield (crucial to analysis of trace 
samples).

Conclusion

We expect to have a complete, quantitative performance 
assessment of a 256-pixel microcalorimeter array for X and 
gamma ray spectrometry, including new measurements of 
fundamental X and gamma ray spectral features, e.g. peak 
centers, widths, and shapes.  We also expect to demon-

strate quantitative alpha spectrometry for Pu isotopes for 
direct comparison to conventional technology.  We will ap-
ply this new instrument to problems directly related to nu-
clear forensics, law enforcement support, and international 
nuclear safeguards.
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Introduction

This project will explore the growth of  ultra-tall (10-30 
mm) carbon nanotube forests (arrays) at fast produc-
tion speeds. Such ultra-tall nanotube forests offer the 
only pathway to effective utilization of extremely high-
strength nanotubes for many important applications 
from next-generation aerospace structures to person-
nel armor. In this project, we will use an innovative 
approach to grow ultra-tall nanotube forests, based on 
unique LANL expertise and facilities. We will design and 
fabricate a unique chemical vapor deposition (CVD) sys-
tem that will allow for base-growth of nanotube forests 
to lengths 10 times greater than are presently possible, 
while at the same time maintains a fast growth rate. 
The synthesized nanotubes will be characterized using 
several state-of-the-art techniques available at LANL. 
In addition, the project will also help us to understand 
how the substrate and buffer layer affect the nucleation 
and growth physics of nanotube forests. We envision 
this research to be the first step towards commercial 
production of carbon nanotubes that can be used for 
countless structural and electronic applications.

In details, we will use the catalytic CVD method to 
grow ultra-tall carbon nanotube forests at high produc-
tion speeds. This process involves the following steps: 
`) deposit a buffer layer on a Si substrate, 1) deposit 
a catalyst film, 3) nucleate catalyst particles, 4) grow 
nanotube forests in a CVD chamber under appropriate 
processing parameters including flowing hydrocarbon 
gas, temperature, time etc. We will use the following 
R&D approaches to solve the five outstanding issues 
encountered during the growth of nanotube forests:

Optimize and control catalyst size,1. 

Keep catalyst particles in an optimum environment,2. 

Deliver the hydrocarbon gas to the catalyst particles,3. 

Avoid the formation of amorphous carbon, and4. 

Determine the optimum processing temperature 5. 
and hydrocarbon gas partial pressure.

A Novel Approach to Manufacturing Ultra-Tall Carbon Nanotube Forests
Quanxi Jia

20070368ER

Benefit to National Security Missions

This project supports DOE Office of Science missions 
in nanotechnology.  Carbon nanotubes are currently at 
the frontier of materials science.  Synthesis of long car-
bon nanotube forests will make it possible to develop a 
whole new class of advanced materials for applications 
ranging from aerospace to personnel armor.

Progress

In the last year, we have made tremendous progress 
for this project. For example, we have optimized the 
processing conditions to grow long carbon nanotube 
(CNT) forest; we have also studied the CNT surface ter-
mination on the spinnability of the CNT forest. Here we 
highlight the surface termination on the spinnability of 
CNT forest.

Carbon nanotubes (CNTs) have been extensively stud-
ied recently due to their unique structure and excellent 
mechanical, electrical, and chemical properties. Numer-
ous promising applications of CNTs have been reported. 
To exploit their excellent properties for more practical 
applications, it is desirable to assemble individual CNTs 
into macroscopic fibers. This approach enables CNTs to 
be highly aligned and physically attached in the result-
ing fibers. Therefore, it is promising to produce high-
strength CNT fibers. Early results have shown that the 
long array greatly improves the fiber’s performance, so 
the common thinking is to improve the spinnability of 
synthesized long arrays. Unfortunately, most reported 
long CNT arrays are not spinnable. 

We have grown long CNT arrays up to 5 mm using a 
chemical vapor deposition (CVD) process. Briefly, Fe/
Al2O3 was used as the catalyst, ethylene served as the 
carbon source, and Ar with 6% H2 was used to carry 
the precursor to a tube furnace where the growth took 
place. The reaction temperature was controlled at 750 
°C, while the reaction time varied between 15 and 180 
min. We have found that the growth of CNTs mainly 
occurs in the first 90 min, and the further increase of 
reaction time has little effect on promoting the growth. 

Particularly, the prolonged time (> 30 min) dramatically 
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decreases the spinnability of the CNT arrays, i.e., the spun 
fibers tend to break during the spinning of CNT arrays with 
increasing growth times. For instance, long fibers up to 
meters can be easily spun from the arrays grown in 15 min; 
short fibers with length of centimeters may be spun from 
the arrays grown in 40 min but easily break; while only 
short fiber clumps can be pulled out of the arrays grown in 
180 min. This phenomenon may be related to the structure 
at the top surface of CNT arrays. 

Our systematic investigation on the processing-structure-
spinnability relationship shows that the top surface plays a 
key role in determining the spinnability of long CNT arrays. 
CNT arrays grown in 30 min with clean top surfaces are 
spinnable, while those grown beyond 30 min are non-spin-
nable. Scanning electron microscopy (SEM), transmission 
electron microscopy (TEM), and Raman characterizations 
confirm that the CNT arrays with prolonged growth times 
have a disordered top layer with a mixture of amorphous 
carbon, graphite, and CNTs. This carbon mixture deterio-
rates the spinning ability of synthesized arrays. Spun CNT 
fibers show excellent mechanical strengths and electrical 
conductivities.

Future Work

Carbon nanotubes are the strongest materials ever discov-
ered by mankind.  However, this extremely high strength 
has yet to be utilized, because there is currently no tech-
nology to produce carbon nanotubes in long length and 
large quantity.  This project seeks to overcome these ob-
stacles.  The significance of ultra-tall carbon nanotube for-
ests (or arrays) derives from the tremendous impact they 
will have on science and technology in many advanced 
applications.  Ultra-tall carbon nanotube forests will enable 
an entirely new and revolutionary class of advanced mate-
rials that are ultra-strong and lightweight.

We will grow ultra-tall (10-30 mm) carbon nanotube for-
ests (arrays) at fast production speeds.   We will use an 
innovative approach to grow ultra-tall nanotube forests, 
based on unique LANL expertise and facilities.  We will 
design and fabricate a unique chemical vapor deposition 
system that will allow for base-growth of nanotube forests 
to lengths 10 times greater than are presently possible, 
while at the same time maintains a fast growth rate.  The 
synthesized nanotubes will be characterized using several 
state-of-the-art techniques available at LANL.  In addition, 
the project will also help us to understand how the sub-
strate and buffer layer affect the nucleation and growth 
physics of nanotube forests.  We envision this research to 
be the first step towards commercial production of carbon 
nanotubes that can be used for countless structural and 
electronic applications.

It is the objective and goal of this project to solve the 
aforementioned five outstanding issues so as to manufac-
ture ultra-tall carbon nanotube forests at high production 
speed.  A secondary but equally important goal is to under-
stand how the substrate and buffer layer affect the nucle-
ation and growth physics of the carbon nanotube forests.

Conclusion

We have systematically investigated the processing-
structure-spinnability relationship and the CNT surface 
termination on the spinnability of the CNT forest. We will 
continue to develop cutting-edge technology for synthesiz-
ing ultra-tall carbon nanotube forests (10-30 mm tall) for 
specific applications. In addition, we will further study the 
substrate/buffer layer and catalyst interactions so that we 
have a better understanding of the nucleation and growth 
physics of carbon nanotube forests. We believe that this 
project will result in an enabling technology for the large-
scale commercial production of carbon nanotube forests.
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Introduction

The growth of uniform alloys of semiconducting thin 
film materials and their controlled doping is central to 
the fabrication of optoelectronic devices. In spite of 
their tremendous potential for solid state lighting and 
photovoltaic energy harvesting, there are still significant 
technical challenges related to producing high-quality 
InGaN-related materials that are efficient, reliable, and 
inexpensive. Forming uniform alloys of Ga nitride related 
materials containing substantial amounts of In is a diffi-
cult challenge, limiting the potential uses of these mate-
rials for photovoltaic (PV) and light emitting diode (LED) 
applications. Achieving high-quality p-type doped InGaN 
semiconducting films (especially with In-rich InGaN al-
loys) and doping with unconventional materials such 
as magnetic atoms, nanocrystals, and other species are 
particularly difficult.

The lack of control of film uniformity and the dopant’s 
lattice position and chemical environment often require 
thermal processing steps that limit the alloy composition 
and/or dopant materials to those that are thermally sta-
ble. For example, the desire to exploit InGaN for widely 
tunable PV and LED applications is severely hampered 
by clustering of In at concentrations greater than about 
20%, preventing the formation of uniform alloys of In-
rich InGaN. Similarly, the clustering of magnetic dopant 
atoms (e.g. Co and Mn) has severely hindered the devel-
opment of GaN-based above room-temperature dilute 
magnetic semiconductor materials for spintronic ap-
plications. This difficulty has inhibited the development 
of an entire new field of spin-based devices for a host of 
applications including quantum computing. At LANL we 
recently developed a new type of LED that used GaN-
based semiconducting thin films to encapsulate optically 
active nanocrystalline moieties by growing a thin film of 
semiconducting GaN over a layer of nanocrystals. How-
ever, the resulting LEDs showed low light emission effi-
ciency due to the delicate nature of the nanocrystals and 
relatively poor semiconductor film quality that combined 
to impose large barriers for injecting charge into the em-
bedded nanocrystals. 

Optical, Electronic, and Magnetic Doping of ENABLE Grown Semiconducting 
Films
Mark Arles Hoffbauer

20070436ER

Common techniques for incorporating In, dopant atoms, 
and/or other species into GaN-related thin films during 
growth have proved difficult due to clustering and phase 
segregation caused by high growth temperatures, e.g. 
In clustering in In-rich InGaN. We are developing novel 
solutions to these problems by combining energetic neu-
tral atom beam lithography & epitaxy (ENABLE, a novel 
low-temperature film growth technology recently devel-
oped at LANL) with various growth and doping schemes. 
Our results are producing improved optoelectronic 
materials with novel electronic, optical, and structural 
properties for energy security applications ranging from 
efficient full-spectrum white LEDs and PV devices to ad-
vanced chemical sensors.

Benefit to National Security Missions

Electronic and photonic materials support the national 
energy security and threat reduction missions of DOE 
with applications ranging from efficient solid state light-
ing to photovoltaic electrical energy production and 
advanced sensor development. This project will improve 
the properties of doped semiconducting materials for 
these applications. 

Progress

To date, our focus has been on improving the quality of 
our GaN and InGaN thin film growth. Particular attention 
is being placed on tunable-bandgap InGaN mixed alloy 
films since they serve as models for growing uniform 
alloy films and for incorporating dopants in a controlled 
manner. By accurately controlling film stoichiometry dur-
ing growth, the material properties of our ENABLE-grown 
GaN semiconducting films have been vastly improved, 
with X-ray diffraction results comparable to the best re-
ported in the literature for GaN grown on heteroepitaxial 
substrates. Notably, our photoluminescence (PL) mea-
surements show large improvements in intensity, ex-
ceeding those observed for commercially available GaN 
materials. High-quality InN semiconducting films have 
been grown and optimized, yielding device-quality elec-
tronic and optical results comparable to the best report-
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ed to date by other growth techniques. We have also grown 
mixed InGaN alloy films at low temperatures over the full 
In-rich to Ga-rich composition ranges showing excellent uni-
formity and no evidence of clustering or phase segregation 
[1] as confirmed by x-ray diffraction (XRD) results shown in 
Figure 1. In addition, Figure 2 shows results for exceptionally 
bright PL that confirms the expected bandgap emission for 
InGaN films of varying stoichiometry. Our PL and XRD results 
are practically impossible to achieve by conventional growth 
techniques, making our InGaN films amongst the best ever 
reported and opening up the possibility of using these de-
vice-quality materials in high-efficiency, full-spectrum light-
ing and PV applications.

Figure 1. XRD data for InN, GaN, and  InxGa1-xN films of vary-ing 
composition indicated in the figure caption and color coded 
according to their peak photoluminescence. In all cases the films 
show uniform compositions and single phase material with no 
appreciable segregation.

Figure 2. PL from ~1 µm thick InGaN films grown by ENABLE on 
sapphire at ~750°C. The intensities are absolute counts for GaN 
and for three InGaN compositions yielding dark green, yellow-
green, and red-orange emission. 

We recently installed a Mg dopant source into the ENABLE 
system and have confirmed the controlled incorporation 
of Mg as a dopant into GaN films. The PL signature of the 
dopant indicates that a substantial fraction of the Mg is 
active as a dopant without needing the thermal activation 
step common to other doping schemes. We have also stud-
ied the properties of nanocrystalline CdSe materials encap-
sulated by a GaN film as a basis for placing these nanocrys-
talline materials directly into the lattice of GaN thin films. 
To date, these studies have focused on the survivability of 
sub-monolayer coverage’s of CdSe nanocrystals when cov-
ered by a GaN film.

We are presently working on lowering the background car-
rier concentration in our GaN and InGaN films—a neces-
sary step before being able to confirm electrically active 
p-type doping of these materials. Another dopant source 
is being installed on the ENABLE system for operation with 
multiple dopant materials for controlled n- and p-type 
doping and for magnetically active dopants. This source 
will allow us to fabricate quantum well structures and to 
incorporate magnetic dopants into films. We plan to inte-
grate other dopant sources into the ENABLE system that 
will allow multiple materials to be directly incorporated 
into films as they are growing, with particular interest in 
imbedding CdSe nanocrystals into GaN films with the goal 
of ultimately being able to observe PL from single CdSe 
nanocrystals.

Future Work

Future work will further develop techniques for address-
ing the thermal stability problems associated with growing 
uniform alloys and doping of GaN-based semiconductors 
by combining low-temperature ENABLE film growth with 
doping by thermal, aerosol, and/or electrospray tech-
niques. Our future goals are to 1) development optimized 
growth strategies for forming uniform InGaN alloys over 
the full In compositional range with excellent electronic 
and optical properties for PV and LED device applications, 
2) optimize the film growth and doping processes for 
fabricating devices structures, and 3) fully optimize the 
electronic and optical properties of doped films and dem-
onstrate prototype device fabrication. These efforts will 
focus on targeting high-efficiency, full-spectrum PV and 
LED devices and their applications.

Conclusion

ENABLE has previously been used to demonstrate growth 
of high-quality undoped GaN-related films at low tempera-
tures. The goal of this project is to combine low-tempera-
ture film growth by ENABLE with a wide variety of doping 
techniques for incorporating thermally sensitive and/or 
fragile materials into semiconducting films.  The result-
ing materials are expected to have improved optical and 
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electronic properties, leading to novel devices for a wide 
variety of applications important to solid state lighting and 
photovoltaic energy production.
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The terahertz regime of the electromagnetic spectrum 
is situated between traditional high-frequency micro-
wave and extremely far-infrared light. Both producing 
and detecting terahertz waves has been both difficult 
and the focus of significant efforts world-wide. Because 
of the very specific absorption and transmission proper-
ties of terahertz radiation, there are potentially many 
high-impact applications including medical imaging, 
secure or covert communication, and cloaking. 

High-power sub-millimeter and terahertz-frequency 
sources have remained an elusive target of physicists 
and engineers over the past many years.  While lasers 
and microwave circuitry have conquered higher and 
lower frequencies, this missing band has a vast range 
of scientific, commercial, and military applications.  A 
group at LANL has shown that a particular instability in a 
particle beam, a phenomenon well-known and strongly 
avoided by most accelerator laboratories, can actually 
be harnessed, controlled, and utilized to produce high-
power terahertz radiation.  Simulations predict that this 
experiment could break open the barrier to this band of 
frequencies, opening the door to future applications.

Benefit to National Security Missions

This project has the potential to impact a broad range 
of missions including threat reduction (e.g. imaging and 
communication technologies), supporting the INTEL 
communicty (secure or covert communication, covert 
imaging, etc.), to improving human health (DOE/SC, NIH) 
through enabling new medical imaging technoogies. 

Progress

The project was proposed to have simultaneous experi-
mental and theoretical explorations of the two-stream 
phenomena and microwave amplification.  On both 
sides, we have made significant strides and have created 
a clear path forward to the completion of this research.

First, the theoretical understanding of the two-stream 

Terahertz Generation Harnessing the Two-Stream Instability
Kip A Bishofberger
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instability is much better understood.  We brought in 
a graduate student from the University of New Mexico 
who is experienced with theoretical and computational 
modeling of beam dynamics.  Within the first two 
weeks of his arrival, he was successfully running simula-
tions of the dynamics involved.  By using an established 
beam-simulation code, we are quickly exploring the 
parameter space through which the amplification pro-
cess can be successful.

These simulations are crucial, as they model the full 
three-dimensional aspects of the beams, whereas our 
previous simulations employed a simpler one-dimen-
sional description.  The three-dimensional results indi-
cate that the necessary beam conditions are somewhat 
different than we originally expected: for example, 
the energy difference between the two beams needs 
to be slightly smaller than originally believed, and the 
bandwidth of oscillations is not as flat as we originally 
expected.  These findings are actually excellent news, 
as we wish to have the beam energies very similar, and 
for an oscillator experiment, the desired frequency can 
be selected and amplified more efficiently.  We believe 
that experimental results will verify these findings and 
will generate the microwave amplification according to 
our theoretical models.

Second, we have successfully modeled the experi-
mental setup.  This process was more difficult than 
originally expected, as the beam currents warranted a 
modified beamline than originally described.  Instead 
of using a dipole magnet to coalesce two electron 
beams into one, we are simply steering the two beams 
into a solenoid magnet, and the radial magnetic field 
merges the two beams together.  This new design is 
actually simpler than the original, reducing the number 
of beamline elements, complexity, weight, and overall 
length.  Simplifications like this make the experimental 
design even more robust than in our original proposal 
and provide additional tuning flexibility (beam energies, 
for example).  Perfecting the beamline design took a 
few months of work, but we have purchased most of 
the parts necessary to build the experiment, on target 
with the end of the fiscal year.  With a simple setup, we 
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anticipate producing experimental results very early in the 
next year.

As a measure of our achievements, we invite the reader to 
read our reviewed journal article, “Compact two-stream 
generator of millimeter- and submillimeter-wave radia-
tion,” that was published in Physics of Plasmas, July (vol.15, 
#7).  Of course the theoretical and experimental modeling 
has produced more results than just that, and we have 
tabulated this progress at several conferences: IVEC, ICOPS, 
SRSSS, and later this year, FEL and LINAC.  Our heavily at-
tended talks and posters have brought significant attention 
to the prospects of our ideas and the cutting-edge science 
here at LANL.

On a second front, we are awaiting notice from Tech Trans-
fer about the possibilities of patenting this device.  Finally, 
we are personally also very excited about the collaboration 
with University of New Mexico and the inclusion of the fin-
est graduate students; we enjoy providing them with one-
of-a-kind research topics (the types that LANL can provide 
but universities cannot) while simultaneously utilizing their 
creative, dedicated, and enthusiastic labors to formulate a 
full understanding of the unique research we are develop-
ing.

In all, our project has already produced significant (and 
published) results, has simplified the requirements for fur-
ther developments, and is on track towards completing the 
novel and cutting-edge goals within our timeline.  We are 
extremely pleased with our progress over the past year.

Future Work

We plan to test a new concept to generate high-power 
sub-millimeter and terahertz-frequency radiation.  Such a 
source has been a challenging goal in recent history, while 
the applications of such a device continue to grow.  This ex-
periment will use the Two-Stream Instability, a well-known 
phenomenon that can easily occur in accelerator-physics 
laboratories around the world.  Previously avoided in accel-
erator-based experiments, we have successfully simulated 
the instability and shown that it can be utilized to generate 
and amplify sub-millimeter and terahertz-frequency radia-
tion in a reliable and efficient manner.

It is important to note that such research can be imme-
diately utilized in a variety of scientific, commercial, and 
military applications.  In particular, Threat Reduction has 
desired efficient, adaptable devices in this frequency range 
for remote sensing, communications, and imaging applica-
tions.  Terahertz radiation is seen as a vital tool: it com-
bines the penetrating power of microwaves with the high 
resolution of IR and visible imaging.  We look forward to 
developing such a device for such applications.

The full proposal can be split into three main thrusts:

Experimental demonstration of the concept at approxi-• 
mately 100 GHz.

Nonlinear analysis and numerical simulations of the • 
interaction at 1 THz.

Construction and demonstration of a 1-THz prototype.• 

We foresee the first two goals occurring somewhat simul-
taneously, as each will foster progress in the other.  By 
the end of the experiment, we predict that we will have 
a working prototype of a one-terahertz source utilizing a 
new physics technique and directly applicable to a variety 
of applications.

Conclusion

This experiment is an attempt to build a high-power sub-
millimeter and terahertz radiative source using a well-
known physics phenomenon.  This compact device, loosely 
similar to a laser, is predicted to produce a beam of this 
radiation which is applicable to numerous scientific, com-
mercial, and security-based military applications.  For 
example, this frequency range can be used for extremely 
high-bandwidth communications (such as a super-charged 
internet).  This type of source could imagine the contents 
of shipping containers arriving daily at American ports.  It 
is capable of detecting specific environmental hazards.  
Like lasers today, terahertz sources could be ubiquitous in 
countless future applications.
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Neutron detectors are among the best sensors for de-
tecting proliferant nuclear materials, however high-effi-
ciency neutron detectors are among the most challeng-
ing nuclear particle detectors to design and produce. 
This project endeavors to investigate the feasibility of 
nano-composite fission materials mixed into regular 
organic scintillator to study the idea of a solid state fis-
sion detector for neutron measurements.  The principal 
thrust of this project is to produce a low-hazard, fast, 
and rugged neutron-detector that might be able to re-
place the current “3He” workhorse. The approach for 
the project is to generate nanoparticles from fissionable 
material and then binding them into an organic scintilla-
tor. Once a neutron induces fission in the nanoparticle, 
the fission fragments have enough energy to leave the 
nanoparticle and deposit most of their energy in the or-
ganic scintillator. The energy deposited in the scintilla-
tor creates scintillation light, which can then be used to 
identify the neutron interaction. In the project we are 
propsing to manufacture the fissionable nanoparticles 
and mix them into a feasible organic scintillator. The 
resulting detector material will then bee examined for 
its chemical and physical properties. In parallel a com-
puter simulation of the energy transfer and reactions 
in the material will be generated to understand these 
processes. Finally a prototype test will be conducted by 
exposing the detector to neutrons from a Los Alamos 
Neutron Science Center beam line.

Benefit to National Security Missions

Neutron detectors are a foundational technology to 
reducing the threat of nuclear proliferation and detect-
ing the threat of rogue nuclear weapons. This project 
directly supports nonproliferation and threat reduction 
missions in the DOE, DHS, and other government agen-
cies. Finally, this work could yield detectors to better 
safeguard nuclear materials.

Nano-Fission-Material based Neutron Detectors
Ernst Ingo Esch
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Progress

The work to date can be described a s a parallel effort 
of material-science/chemistry, physics properties, and 
beam physics:

Chemistry

The syntheses of uranium nanoparticles have been 
reported using harsh thermal techniques such as hydro-
thermal syntheses[1], sputtering[2], and laser ablation 
[3].  In the context of producing uranium nanoparticles 
to serve as fissionable material in gamma and neutron 
detectors, such specialized techniques are not feasible 
to produce material in a cost-efficient and large-scale 
manner.  Thus, we are exploring new ways to synthesize 
these materials that would allow for economic scale-up 
while still maintaining precise control of chemical prop-
erties and morphology.

Our approach focuses on the synthesis of air- and 
water-stable uranium complexes formed under 
ambient conditions.  Known uranium compounds 
such as UO2(NO3)2·H2O, UO2Cl2·H2O, UO2(OH)2·H2O, 
UO2(O2)·H2O, Na4UO2(O2)3·H2O, Na4UO2(CO3)3·H2O, and 
Na6(UO2)3(CO3)6·H2O have been synthesized in the bulk 
form.  In order to control particle size, these complexes 
are redissolved in the presence of a capping ligand such 
as oleic acid, polyethylene glycol, tributylphosphate, 
or trioctylphosphine oxide.  Currently, we are work-
ing to optimize solvent conditions, stoichiometry, and 
temperature control to allow for capping ligand binding 
and precipitation of uranium nanoparticles.  We will 
continue to explore other uranyl complexes with water-
soluble ligands such as phosphates and sulfates, in ad-
dition to targeting organic solvent-compatible uranium 
complexes such as UO2Cl2(amide)2.  Among our arsenal 
of uranium compounds and capping ligands, we expect 
to find the optimal permutation to form uranium nano-
particles in a cost-efficient and scalable manner.

Physics properties

An instrument to measure the linearity of the signal 
response has been designed and procurement is in pro-
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cess. Also, data acquisition and electronics for light-output 
and light quenching has been outlined and is currently in 
the process of being ordered. Another ongoing activity for 
the nanomaterial fission neutron detector is to develop the 
capabilities need for accurate simulations of the proposed 
design. The main task is to verify the accuracy of the fission 
model in the GEANT4 software package, which is a Monte 
Carlo simulation code commonly used in nuclear and high 
energy physics. Certain problems with fission observables 
being generated in the code have been identified, and are 
being corrected. In the next step the detector geometry 
and properties will be modeled in GEANT4 in order to pre-
dict its performance. For this endeavor we are able to use 
an existing processor farm that had been purchased for a 
different project.

Beam Physics

Two weeks of beam time has been allocated at the Los Ala-
mos Neutron Science Center (LANSCE) for testing of a first 
prototype of the nanomaterial fission neutron detector. A 
detector prototype will be placed in a beam of neutrons 
in order to study the basic properties of the generated sig-
nals. Other possible tests includes studying the response in 
terms of timing properties, signal characteristics, and the 
ability to distinguish neutrons from other types of radia-
tion. The LANSCE facility provides pulsed beams of neu-
trons with a range of energies, and the so-called neutron 
time-of-flight method can be used to determine the neu-
tron energy for each signal from the detector. This has the 
advantage that the detector response can be studied as a 
function of incident neutron energy. Preparations for run-
ning these tests at LANSCE have been done by configuring 
the 4FP90L flight path to accommodate the experiment, 
and calibrating a neutron flux monitor to be used as a ref-
erence.

Future Work

Within the proposed project, we want to synthesize fis-
sionable nanoparticles and load them into a plastic scintil-
lator matrix. We will investigate the physical properties of 
the detector material and find the optimal parameters for 
particle size and loading ratio and matrix type. In parallel 
with current R&D, in Los Alamos aimed at nanocomposite 
scintillators for gamma detection, our goal is to manufac-
ture nanomaterials in quantities large enough to build and 
characterize fission detectors.

In the first year we will develop nano-fission particles 
(oxides of 209Bi, 197Au and 181Ta) and load them at different 
mass fractions into different existing scintillator matrix 
materials and characterize their optical properties. We will 
also systematically optimize the optical and radiation re-
sponse of the material. In parallel we will simulate energy 
deposition and quenching in the loaded matrix material.

In the second year we will continue dispersing nano-fission 
material in the matrix,

extending to actinide nanoparticles (oxides of 235U and 
238U), systematically optimize the composite and measure 
the optical and gamma-ray detection properties of the 
composite. The data will be used to benchmark the de-
tector simulations. At the end of the second year we will 
manufacture several detector elements large enough to be 
used as fission flux monitors from the most promising ma-
terial with volumes of order tens of cubic centimeters.

In the third year the different detector elements will be 
characterized and the prototype will be tested for its neu-
tron beam response. This will take place either at the WNR 
or at the Lujan Center.

Conclusion

The resulting detector technology will enhance our capa-
bility for detecting nuclear threats from special nuclear 
material. The detector material will be able to detect neu-
trons over a wide range  energies, unlike 3He tubes, ideally 
suiting this technology for nonproliferation purposes and 
nuclear research. Rugged, cost effective material with large 
volumes and therefore large efficiency can be used i.e. in 
portal monitors to counter nuclear smuggling. Easily opera-
ble detectors can be used in neutron beam measurements 
in basic and applied science experiments.
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Introduction

Compact ion accelerators are important and enabling 
technologies for a variety of applications including med-
ical therapy, imaging, and active interrogation. For ex-
ample, a compact accelerator delivering deuterons with 
energies of a few MeV can serve as a mobile intense 
neutron and gamma source for interrogation of special 
nuclear materials. 

The project aims to develop novel room-temperature 
accelerator structures for low-energy charged particles. 
We suggested using the H-mode resonator cavities that 
are about ten times more efficient at the beam velocities 
around a few percent of the speed of light compared to 
the usual drift-tube linear accelerator (DTL). However, 
keeping the beam transverse size small to avoid losses 
is inherently difficult in H-cavities compared to the DTL 
where the beam focusing is usually achieved with elec-
tromagnetic quadrupole magnets placed inside its large 
drift tubes. Inserting permanent-magnet quadrupoles 
(PMQ) inside the H-cavity small drift tubes solves the 
focusing problem without reducing the accelerating ef-
ficiency [1]. The high efficiency of the H-mode accelera-
tor with PMQ beam focusing opens up a new option of 
using small inexpensive radio-frequency (RF) generators 
as its power source instead of usual large and expensive 
RF klystrons. Such high-efficiency H-PMQ accelerator 
structures for low-energy light ions have multiple appli-
cations, either in stand-alone accelerators or as a part of 
the front end in ion linear accelerators.

Designing such accelerators for considerable ion-beam 
currents requires a careful balance of beam-physics and 
engineering considerations. We plan to achieve this bal-
ance by combining electromagnetic 3-D modeling with 
beam dynamics simulations and engineering thermal-
stress analysis.

Benefit to National Security Missions

This project will support the DOE missions of Treat Re-
duction, Non-Proliferation, Homeland Security, and the 
Office of Science research missions, by providing high-

Efficient Structures for Low-Energy Acceleration of Light Ions
Sergey S Kurennoy
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efficiency accelerators of light ions. For example, a com-
pact 4-MeV deuteron accelerator [3] can drive a mobile 
intense neutron and gamma source for interrogation of 
special nuclear materials.

Progress

Significant progress has been made in developing room-
temperature H-mode accelerator structures with PMQ 
beam focusing for low-energy ions. Following our re-
search plan, we developed an interface for transferring 
data between our 3-D electromagnetic (EM) code, Mi-
croWave Studio (MWS), and engineering codes, COSMOS 
and ANSYS. This allowed us to perform iterative EM-
engineering analysis and show the effectiveness of water 
cooling the H-mode structures with cooling channels lo-
cated in the vanes supporting the H-structure drift tubes 
(DTs). The temperatures of PMQ, as well as the structure 
stresses, remain well within the acceptable range [2], see 
Figure 1. This proves feasibility of room-temperature H-
PMQ accelerator concept since in effective H-mode struc-
tures there can be no cooling channels inside DTs while 
the PMQ temperatures should be kept below 150-200° C.

Figure 1. Temperature distribution in a regular IH structure 
with two cooling channels in the vanes at the nominal 10% 
duty. No cooling in the outer manifolds is needed here. The 
geometrical beta is 0.04, and the accelerating gradient is 2.5 
MV/m.
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We performed beam-dynamics analysis of the inter-digital 
H-mode (IH) structures using the envelope code TRACE 
3-D and proved the concept of the transverse beam focus-
ing using permanent-magnet quadrupoles of reasonable 
strength [2, 5]. Our analysis showed that good results for 
the particular application, a 1-4 MeV IH-PMQ deuteron ac-
celerator with 50-mA beam current, can be achieved with 
PMQ installed only in every third drift tube (DT), see Figure 
2, which gives a significant cost saving due to a reduced 
number of the required PMQs. 

Figure 2. Surface current magnitude in the modified IH1-3 struc-
ture (the cavity wall is partially cut for better view). The empty 
drift tubes are reduced in size to increase the structure efficiency.

Using EM modeling with MWS, a systematic study of the 
IH-structure EM parameters was performed in the beam 
velocity range of interest, from 3.3 to 6.5 percent of the 
speed of light, that corresponds to the deuteron beam en-
ergies from 1 to 4 MeV. Based on this reference data, a few 
preliminary designs of the compact 1 to 4 MeV IH-PMQ 
deuteron accelerator were completed and compared [5]. 
The accelerator total length is about 1.5 m, with the cavity 
inner radius below 15 cm; it will include 38 to 40 DTs. For 
the nominal duty factor of 10%, the power dissipated in 
the cavity walls will be below 2.5 kW, which is significantly 
smaller than the power put into the beam, 15 kW. The 
study also revealed that the maximal electric fields at a 
fixed average accelerating field in the IH structure become 
rather high near its high energy end increasing the danger 
of sparking. Two IH-structure improvement options were 
explored: increasing the gaps between the DTs and using 
DTs of different sizes depending on whether they house 
PMQ or not - larger DTs with PMQ and slim short empty 
ones. Both of these options reduce the maximal electric 

field and simultaneously increase the structure efficiency 
[2, 4, 5]. We are developing a procedure to transfer 3-D EM 
fields in H-mode structures computed by the MicroWave 
Studio to the multi-particle tracking code Parmela. This will 
allow us to perform detailed multi-particle beam-dynamics 
simulations using the realistic fields from 3-D EM analysis. 
Such an analysis is required to compare the beam proper-
ties for different H-mode structures, with different beam 
focusing schemes, to select the best accelerator design.

Our project to date resulted in three invited talks, four 
conference publications [1-4], and four technical notes, see 
[5]. They generated certain interest to the IH-PMQ accel-
erator technology from industry and medical-accelerator 
projects. We are now in the process of formalizing a CRA-
DA agreement with AccSys Technology Inc (Pleasanton, CA) 
that is interested in acquiring our H-mode linac technology 
for medical applications.

Future Work

We are developing novel room-temperature accelerator 
structures for low-energy protons or deuterons by com-
bining H-mode resonator cavities and a strong transverse 
beam focusing using permanent-magnet quadrupoles 
(PMQ). Our research includes designing high-efficiency 
multi-cell H-cavities, studying beam dynamics in the cavi-
ties with PMQ focusing and optimizing the beam quality, 
and developing cost-efficient cooling and fabrication meth-
ods for such structures. Achieving a balance of the struc-
ture efficiency, beam quality, and thermal management 
requires multiple iterations of electromagnetic modeling 
(EM), beam dynamics (BD), and engineering thermal-stress 
analysis (EA). We are developing an efficient interface be-
tween the available EM, BD, and EA codes to facilitate the 
process.

Our R&D goals for the second year of the project are as 
follows: 

Develop an effective EM-BD interface to perform multi-• 
particle beam dynamics simulations using realistic 3-D 
EM fields calculated by the MicroWave Studio. This will 
allow us to iterate the structure design to optimize the 
beam quality, as well as to analyze the structure sen-
sitivity to fabrication errors for establishing the manu-
facturing tolerances. 

Design the front and end cells of the accelerator tank. • 
Develop RF power input and tuning mechanisms. 

Based on these results, finalize the design of the IH-• 
structure cold model (full- or half-size aluminum model 
tested at low RF power; one possible version is shown 
in Figure 3) and prepare its drawings. 



LDRD FY08 Annual Progress Report 973

Technology

Figure 3. MWS model of a short IH-structure (52 cm) with gradu-
ally increasing cell lengths. The outer cavity wall is removed to 
show the end-cell design.

Conclusion

We expect that our research will produce the following 
results:

A conceptual design of novel high-efficiency room-• 
temperature accelerating structures for light ions 
in the low-beam-velocity range, based on H-mode 
cavities with a strong transverse beam focusing by 
permanent-magnet quadrupoles, which can be used in 
multiple applications;

An effective interface between the codes for a com-• 
bined Electromagnetic-Beam-dynamics-Engineering 
analysis that will also be useful for various accelerator 
projects at LANL or other labs;

A tested cold model of H-PMQ accelerating structure • 
that confirms our design and fabrication concepts. 

Among many possible applications of room-temperature 
H-PMQ structures, two deserve our special attention. One 
is a compact 4-MeV deuteron accelerator for homeland 
defense (an intense neutron and gamma source for inter-
rogation of special nuclear materials). Another application 
could be a cost-effective replacement of the aging DTL in 
the LANSCE linear accelerator. 
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Introduction

Terahertz and millimiter-wave devices are proving to 
have many important applications from sensing and 
imaging to communication. Among the greatest impedi-
ments to exploiting this regime of the electromagnetic 
spectrum are the difficulties in building sources with 
sufficient power and sensors with the necessary sensi-
tivity suitable for practical applications.

In this project, we have designed and are constructing a 
novel passive mm-wave spectrometer based on photo-
nic crystals (PCs), which are periodic arrays of tiny rods. 
There is a need for a compact wide-band versatile and 
configurable mm-wave spectrometer for applications in 
mm-wave communications, radio astronomy, and radar 
receivers for remote sensing and nonproliferation. We 
have designed different PCs spectrometers working in 
the frequency range from 90 to 300 GHz. The spectrom-
eter operating at 250 GHz can be employed in remote 
sensing missions for detection of methyl chloride. The 
primary objective of the research is to develop a fabri-
cation technique for the photonic crystal spectrometers 
at mm-waves, and test proof-of-principle spectrom-
eters. We consider the Micro-Electro-Mechanical Sys-
tems (MEMS) technology for fabrication, which involves 
etching the structure on a silicon wafer. Fabrication of 
a mm-wave photonic crystals is at the cutting-edge of 
MEMS technology, in particular, it pushes the limits of 
the etching process. However, MEMS is the very high 
potential technology for fabrication of the devices at 
mm-waves to fill the so-called “terrahertz gap”, where 
the conventional fabrication techniques are not appli-
cable.  Therefore, exploring and advancing the limits of 
MEMS technology is of the great importance. Creation 
of a novel ultra-compact, wide-band, configurable, and 
easy to operate under all weather conditions mm-wave 
spectrometer would enable Laboratory missions in both 
national security and basic research and directly ad-
dresses the laboratory grand challenge “Detection of 
nuclear materials (Ubiquitous sensing).”

Compact Millimeter Wave Spectrometer Based on a Channel Drop Filter
Lawrence M Earley

20080409ER

Benefit to National Security Missions

This project, through the development of a new mm-
wave spectrometer, will impact a broad range of techni-
cal problems including sensing, and communication. 
These technical areas are crucial for supporting threat 
reduction, nuclear material detection, and other mis-
sions important to DOE, DHS, and other government 
agencies.

Progress

The project has made significant progress up to date in 
two areas. The first area was  fabrication of a 98 GHz 
structure with a MEMS process, studying the limita-
tions of the MEMS process, and testing the 98 GHz filter 
at the laboratory. The second area was designing the 
alternative configurations of the structure to simplify 
fabrication and expand the covered frequency range.

We have studied fabrication of a 98 GHz version of the 
structure with a MEMS process. The MEMS fabrication 
process consists of four stages.  The first stage is the 
fabrication of thick high-resistivity silicon wafers. The 
second stage is the creation of a thermal oxide mask on 
top of the wafer. The third stage is etching of the wafers 
to create the periodic pattern. And the fourth stage is 
the gold-plating of the structure and bonding it with the 
metallic plates. The first two stages of fabrication were 
successful. However, once the etched sample structures 
(Figure 1) were studied, it was found that the process 
pushes the limits of the existing technology. The rods 
in the structure that were initially designed to be 1000 
micro-meters high have suffered undercuts once the 
length reached 650 micro-meters (Figure 2). Therefore 
we had to limit the height of the rods to 500 micro-me-
ters. This expected to result in some additional losses 
in the experiment. Indeed, very high losses were ob-
served during the laboratory testing. In addition, it was 
discovered that the undercuts were present even in the 
500 micro-meters structure, and the shapes and posi-
tions of the undercuts were very random. This sever-
ally degraded the performance of the structure, which 
constituted the filter. Therefore we have concluded that 
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the MEMS process is more applicable at higher frequen-
cies. Thus for the next two years we are planning to shift 
the main focus of the project to 300 GHz instead of further 
pursuing fabrication of 98 GHz structures.

Figure 1. PBG structures etched on a silicon wafer. 

Figure 2. Cross-sectional view of the posts in the PBG structure. 
The undercut etching is clear. 

nvestigation of novel photonic crystal configurations be-
came particularly important once the limits of the etching 
process at the frequency of 98 GHz were established. We 
have proposed a novel idea that the crystals with metallic 
rods will be more appropriate for fabrication of the filters 
at the frequency of 100 GHz and below. Metallic filters are 
easier to fabricate at lower frequencies using conventional 
machining, however they may be more sensitive to losses 
and machining tolerances. A design of the metallic filter 
was prepared and fabricated in a conventional machine 
shop (Figure 3) and initial tests in the mm-wave laboratory 
look very promising: the right frequency is being filtered 
and the losses are low. To conduct the final tests we now 
need to manufacture some additional connecting com-
ponents. Those components are currently in the machine 
shop.

The results of this work were reported at the 33rd Inter-
national Conference on Infrared, Millimeter, and Terahertz 
Waves in Pasadena, CA [1].  

Figure 3. A photograph of the disassembled copper channel-
drop-filter.

Future Work

Based on the progress up to date the work plan for the FY 
2009 was modified as follows:

Redesign the filter to operate at the frequency of 1. 
around 300 GHz. The new design will not be a simple 
scaling, since the dimensions of waveguides conven-
tionally used at 300 GHz do not scale from the dimen-
sions of standard waveguides used at 100 GHz. 

Fabricate the 300 GHz sample and test it. We will 2. 
conduct the upgrade to the existing mm-wave mea-
surement system at ISR-6, because of the projected 
increase of the need of 300 GHz measurements.  

Finish fabrication of the components for the metallic 3. 
filter operating at around 100 GHz, test it, and study 
different tuning concepts to compensate for conven-
tional machining tolerances. Tuning will enhance the 
performance of the filter. 

The successful completion of this project will yield a 
unique and ultra-compact mm-wave device for rapid and 
highly accurate passive remote detection. The spectrom-
eter will be wide-band, real time, easy-to-operate and 
easy-to-transport, and may be employed for detection of 
nuclear materials even under adverse weather conditions.
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Conclusion

At the end of this project there will exist a new electronic 
device that will be capable of enhancing several national 
security missions. This new device will be a small and 
lightweight spectrometer that can be used for detection of 
nuclear material and be used by our military forces in radar 
and secure communications. The new device will allow 
improved nuclear material detection and make our military 
systems more secure with better performance.
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Introduction

The control of electromagnetic (EM) waves influences 
nearly every aspect of our lives, from communications 
with cell phones, radios, and fiber optics to simply 
capturing a photograph with a camera. Technological 
advances have made it possible to control EM waves of 
nearly every type including radio waves, microwaves, 
infrared, visible, and ultraviolet light, and x-rays.  
There is one notable exception: terahertz (THz) 
waves.  Terahertz science has been pursued heavily 
since the early 1990’s in an effort to overcome this 
hurdle.  Still, practical devices suitable for controlling 
THz waves simply do not exist and THz technology 
has consequently failed to graduate into real-world 
usability.  Despite this, THz science remains an 
important pursuit since there are many promising THz 
applications including: covert identification of chemical 
and biological agents, security screening where 
THz is used to see inside of closed packages, ultra-
broadband communications, and even environmental 
and quality control.  The problem is that natural 
materials are suitable to control almost all EM waves 
except THz.  Our project is to create new materials 
that control THz waves very well; these are called 
tunable metamaterials. Metamaterials are engineered 
materials that allow designers to control EM waves in 
numerous ways.  We combine natural materials (e.g. 
metals, insulators, and semiconductors) to create 
metamaterials that are specifically tuned for THz 
control.  Furthermore, they can be manipulated real-
time to actively adjust this control, something very few 
natural materials can do. This cutting-edge approach 
offers unprecedented levels of both THz/material 
interaction strength and functional versatility.  In short, 
metamaterials provide a method of controlling THz in 
ways not previously possible. 

Novel High Performance Terahertz Metamaterial Photonic Devices
John F O’Hara

20080414ER

Benefit to National Security Missions

This represents a major impact to THz science, 
engineering, and technology, but it also offers 
fundamentally new science opportunities.
This project serves as a benefit to national security in 
several ways.  It enhances our fundamental understand-
ing of materials, creates new capabilities in sensing, and 
opens the door for new threat reduction technologies 
by improving our ability to use this unique (and largely 
unused) portion of the electromagnetic spectrum.  Due 
to the fundamental but applied nature of this work, it 
broadly supports numerous important mission areas 
for DOE, DOD, DHS, and other government agencies.  In 
fact, the work is currently soliciting interest from exter-
nal government agencies.

Progress

There has been excellent progress so far on this 
project, mainly in modulation of freely propagating 
THz waves. Modulation of freely propagating waves 
is the backbone of myriad technologies, such as 
radar, communications, and imaging.  Therefore any 
THz modulation technology is a very important step 
forward.  So far we have demonstrated numerous state-
of-the-art performances for THz modulators.  First, we 
have demonstrated fast amplitude modulation of freely 
propagating THz waves with modulation depths up 
to ~50% (previous comparable technologies reached 
only ~3% modulation depth) and at speeds up to 2 
MHz [1].  Further, we have shown that our modulating 
devices operate over a wide frequency range despite 
the fact that they are tuned to operate at a single 
frequency. This fortunate but unexpected result stems 
from the fact that metamaterials manipulate THz waves 
simultaneously in many ways, a fact we can exploit for 
improving THz technology.  This work is currently in the 
publication process.

We have also found another approach that enables 
extremely high-speed modulation of freely propagating 
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THz waves.  This technique uses metamaterials to control 
the polarization of THz waves in conjunction with a 
special THz generator.  In this method the generator emits 
two separate THz waves, each one having a different 
polarization and each one controlled by a user-provided 
electronic signal.  Polarization-sensitive metamaterials 
convert these two waves into a single modulated wave 
that can carry the information provided by the user.  This 
modulation method takes advantage of the extremely 
rapid switching times of THz photoconductive sources and 
therefore provides a path forward for THz-based high-
speed wireless communications.  We believe this work may 
enable secure, giga-bit per second wireless communication 
systems suitable for an office environment, for example.
We have also successfully demonstrated a metamaterial 
that allows THz waves to be frequency modulated by laser 
light.  Frequency modulation is important because it’s the 
basis for numerous technologies including FM radio, mod-
ern radar, and many digital communication links.  In fact, 
it is one of the core concepts in modern technology; but it 
has never before been demonstrated in THz waves.  In this 
work, metamaterials were designed with special semicon-
ductor components.  The semiconductors act like minia-
ture switches that, when illuminated by laser light, change 
the electronic structure of the metamaterial.  Essentially 
the semiconductors act like weights added to a clock’s 
pendulum.  When weight is added to a pendulum it swings 
more slowly, or equivalently its resonance frequency is 
lowered.  Similarly, when our semiconductors are illumi-
nated, they lower the metamaterial’s resonance frequency, 
thus modulating the frequency at which the material and 
THz waves interact.  These important results were pub-
lished in the prestigious Nature Photonics Journal [2].

Finally, we have begun designing special THz lenses suitable 
for focusing freely propagating THz waves. Based on numer-
ous studies, we have determined that very thin metama-
terials can be used to achieve the same focusing behavior 
as a traditional thick lens.  Such an approach has the ben-
efit of producing extremely lightweight and compact lens 
designs.  In addition metamaterials enable even greater 
performance gains.  For example, metamaterial lenses can 
be modified so that they cannot reflect any THz waves and 
therefore do not waste any THz energy in doing their job.  
This is all comparable to making eyeglasses in which the 
lenses are paper-thin, flat, and invisible but still correct the 
wearer’s vision. We are also exploring active lenses that 
change their focal length at the user’s demand by employ-
ing some of the concepts explained previously.  This is com-
parable to eyeglasses that change their prescription with 
the flick of a switch.  These devices are not only important 
for making compact and high-performance THz technology.  
They also serve to advance metamaterial science in general 
and our work may someday serve as a model for novel opti-
cal technologies that utilize metamaterial concepts. 

Future Work
Our future tasks will be to complete the several ongoing 
studies involving THz modulation, high-speed communica-
tion via polarization-sensitive metamaterials, and creating 
the metamaterial THz lenses.  This should bring us nearly 
to the end of this LDRD project, however, the research is 
proving to be very fruitful and we expect numerous addi-
tional developments as we continue.

We have developed new devices for manipulating freely 
propagating terahertz waves.  These devices include fre-
quency and amplitude modulators, high-speed commu-
nication components, and focusing devices, all of which 
did not previously exist or were extremely immature THz 
technologies.  Most of our work has been experimentally 
demonstrated and the remaining is in development.  Our 
new devices all utilize metamaterials concepts to over-
come the weaknesses inherent in natural materials with 
respect to controlling THz waves.  Most of our devices also 
utilize novel concepts that permit a user to actively control 
the performance of the device.  This work represents fun-
damentally new advances in manipulating terahertz waves.  
This is increasingly interesting for myriad homeland se-
curity and/or defense related missions as it represents a 
unique and untapped technology.
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Figure 1. Electrically modulated metamaterials. (a) original 
design, (b) improved high-speed design, (c) measured modula-
tion for high-speed design. Black squares show modulation 
occurs beyond 100 kHz.
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Figure 2. Frequency tunable THz metamaterial. (a) and (b) show 
metamaterial components highlighting the semiconductors that 
tune the observed behavior. (c) and (d) show measured and 
simulated response.  The resonant dip in transmission is shifted 
to lower frequency when the metamaterial is illuminated by 
10’s-100’s of milliwatts of laser power.
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Laser-induced breakdown spectroscopy (LIBS) is a tech-
nique that is used to determine elemental compositions 
of samples at some distance (up to tens of meters) with 
no sample preparation. Laser pulses focused on the 
target produce plasma “sparks” composed of mate-
rial ablated from the target. Each element present in 
the sample produces light at unique wavelengths. By 
measuring the optical spectrum of the emitted light 
(the color) from the sparks, the elemental composition 
can be determined. However, looking at just one emis-
sion peak for a given element turns out not to be very 
accurate. This project explores the application of data 
mining techniques that use all wavelengths for each 
element, allowing many peaks to be interrogated simul-
taneously. In effect, we go from one data point per ele-
ment, to 6,000 channels per element, using a group of 
techniques classified as multivariate analysis (MVA). 

We have started with two types of MVA. One, called 
principal components analysis (PCA), simply groups 
samples by spectral characteristics, starting with the 
strongest correlation (principal component), second 
strongest, third strongest, etc. We can use this analy-
sis to determine if a new sample is similar to previous 
samples, or has significant differences.

A second and more powerful MVA technique is partial 
least squares (PLS). As used here, PLS quantitatively de-
termines the compositions of samples analyzed by LIBS.  
It does this by being given the elemental composition 
of a “training set” of standards similar to the unknowns. 
It determines the correlations among all 6000 channels 
and uses that information to determine the composi-
tion of the unknown sample.

Preliminary results indicate that these MVA techniques 
will significantly increase the accuracy of the LIBS tech-
nique, but there are a lot of details that need to be un-
derstood.  Key aspects are how to correct for the effects 
of sample-to-instrument distance, how many standards 
are needed for this type of analysis, and how close the 
standards need to match the sample in composition.

Accuracy of Laser-Induced Breakdown Spectroscopy for Trace Detection
Roger Craig Wiens

20080718ER

Benefit to National Security Missions

The main set of standards used for this project is geo-
logical in nature. However, the applications extend to all 
uses of LIBS. The project will support the DOE mission 
by significantly improving the accuracy of LIBS for use in 
carbon sequestration, chem-bio detection, potential for 
IED detection, and nuclear materials detection.

Progress

Preliminary Analyses

A number of geologic standards were selected and 
obtained. These include samples from all three classes 
of rocks, focusing on both igneous and sedimentary 
samples. The standards include a number of different 
basalts and olivine-rich standards, several gypsum stan-
dards, and a number of stream sediments. These are 
mostly in the form of powders, but we are also using a 
few glasses for basaltic standards and several ceramics 
for sedimentary standards. In contrast to mineralogical 
methods such as x-ray diffraction, LIBS does best with 
mineralic mixtures, as are encountered by the LIBS laser 
beam in remote LIBS experiments. We are also consid-
ering standards that would be useful for programmatic 
applications.

Prior to having the above standards in hand, we inves-
tigated some data taken earlier at several different dis-
tances. Three data sets were investigated. The first data 
set was used mostly to determine accuracies and preci-
sions at two and five meter stand-off distances with a 
limited set of standards. We are still analyzing this data 
set for the relations between the signal-to-noise ratio 
(SNR) and the accuracy and precision of the results.

A second set of data was used for PCA analyses. One key 
issue is the effect of varying the distance to samples/
standards. Can one analyze a set of standards at one 
distance and apply the data correctly to an unknown 
sample at another distance?  How does this degrade the 
accuracy, and are there ways to correct for it?  The data 
set consisted of laser-induced breakdown spectroscopy 
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(LIBS) measurements made at 4, 6.5, and 9 m on a set 
of nine standards.  Five replicate analyses were made on 
each standard at each distance. The results were normal-
ized, so that the primary distance effect, that of overall 
intensity, would be removed. The results were analyzed 
by the Unscrambler PCA program.  The first two principal 
components had relatively little distance effect, success-
fully grouping the five replicate analyses from each stan-
dard into respective tight clusters independent of distance. 
However, if one zoomed in on the individual clusters, one 
could still see a distance effect which appeared to incor-
rectly assign higher silicon abundances to measurements 
taken at greater distances. Higher principal components all 
had strong distance effects. Wavelength channels that had 
a strong weighting in the higher PCs were identified.

The PCA program was then run with distance as one of 
the components. The first principal component now cor-
responded to the instrument-to-sample distance. The cor-
relations of each wavelength channel with distance were 
noted, and the spectra were corrected by adding or sub-
tracting a factor obtained by multiplying the distance by 
each channel’s distance correlation coefficient. The result 
was then fed back into the PCA program with the distance 
coefficient as a cross-check. The distance correlation had 
indeed been removed. The results were then used in the 
PLS program to see if quantitative uncertainties were re-
duced by the distance correction. The results clearly need-
ed further correction, which we believe is the result of the 
baseline, described in the next paragraph. 

A third data set was investigated to determine whether 
baseline corrections improve the statistics. Background 
subtractions for LIBS involve taking spectrometer expo-
sures of identical duration to the LIBS exposures, only with-
out the laser. However, in addition to emission peaks, LIBS 
produces a continuum that the typical background subtrac-
tion does not remove. This can be removed by flattening 
the baseline. It was noted in the PCA plots that much of 
the distance correlation was the result of differing black 
body intensities. We have now produced a routine to flat-
ten the baseline after background subtraction and before 
entering the data into the multivariate routines.

Data Collection

At this point in time, the larger group of standards were 
obtained and pressed into pellet targets. The group con-
sists of nearly seventy standards, as compared with less 
than ten used in the above study.

The standards were run at 1.5, 3.5, and 5.5 meters from 
the instrument. The complete set of standards was used in 
the 3.5 meter set-up, while the 1.5 and 5.5 meter arrange-
ments used a subset of thirty standards. Each standard was 
analyzed in five separate spots, each spot being a collec-

tion of fifty laser shots and spectra. Background spectra 
(50 each) were taken to correspond with each standard. 
The fifty shots per spot will be averaged, but the fact that 
we have separate spectra means we will be able to check 
for trends within the data from each spot, such as if the 
laser was heating up, defocusing, etc. In total, we have col-
lected some 37,000 spectra.

In addition to the data set, we now have the tools to begin 
analyses, consisting of automated background subtraction, 
baseline removal, averaging, and signal-to-noise determi-
nation, prior to using the multivariate analysis techniques

Future Work

Armed with the database and tools described above, we 
are set to study in greater detail the application of multi-
variate analysis to LIBS.  The accuracy of LIBS is hindered 
by chemical matrix effects in which the abundances of 
some elements adversely affect the relationship between 
abundances and emission line intensities of other ele-
ments.  We will apply MVA in various contexts of LIBS 
analyses to understand its strengths and characteristics in 
terms of accuracy, detection limits, types of training sets 
needed, environmental constraints, and applicable types of 
samples.

We propose the following specific tasks:

Finishing the distance correction. We are currently in • 
the middle of this study, as described above.

Benchmarking of statistical improvements using MVA.  • 
Determine the signal to noise ratio (SNR) needed to 
obtain ±10% accuracy and precision for both univariate 
and multivariate cases.  We expect the result will show 
that accurate analyses can be made with lower effec-
tive SNR, increasing the distance at which analyses can 
be made.  We propose to also investigate detection 
limits as a function of stand-off distance and to investi-
gate whether a training data set taken at one distance 
and/or detector noise level is applicable to a range of 
distances and/or detector noise levels.

Exploring ranges of calibration sets.  We propose to ad-• 
dress the following questions: How widely applicable 
is a given training set?  How do we extend the analysis 
to minor and trace elements and what samples are 
used in the training set.  What is the right balance and 
breadth of standards that are needed to cover a given 
set of samples?

Interpretation of principal component analysis (PCA) • 
results: How does the addition of different standards 
and/or samples alter the axes of PCA plots?  How easy 
is it to relate the principal components to elemental 
compositions?
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Diverse applications. We propose to apply MVA to • 
some of the following: explosive detection, chem-bio 
agent detection, and nuclear material identification.

Conclusion

We expect to significantly improve the accuracy and detec-
tion limits of LIBS, a rapidly growing analytical technique 
that has applications in many areas including homeland 
security, nuclear threat reduction, defense, manufacturing 
process control, the mining industry, and space explora-
tion.

Publications

Clegg, S. M., R. C. Wiens, J. E. Barefield, E. Sklute, and M. 
D. Dyar. Quantitative remote laser induced breakdown 
spectroscopy by mutivariate analysis.. To appear in Spec-
trochimica Acta B. 
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Abstract

The goal of this research has been to discover the 
molecular basis of rubber elasticity and to develop 
molecule-specific models useful to the engineering 
community.  Using molecular dynamics simulations of 
isolated polybutadiene chains, we tested the mecha-
nism assumed to give rise to the elastic force by the 
classical (entropic) theory of rubber elasticity. We 
compared the snap-back velocity calculated from these 
simulations with experimental measurements on bulk 
rubber samples and found that the simulation gave a 
velocity about two orders of magnitude less than the 
experimental value.  From this, we established that 
classical elasticity theory must be, at best, incomplete.  
We identified one elasticity mechanism that is opera-
tive at moderate to high tensile strains by performing 
quantum chemistry calculations on single rubber 
molecules as they are extended from their equilibrium 
conformation to the rupture limit.   We find that chain 
rupture occurs at a tensile force of ~7 nN at a strain 
greater than 40%. This relatively large rupture strain 
implies that dominant enthalpic chain stretching must 
commence well before tensile failure occurs.

Background and Research Objectives

Classical rubber elasticity theory [1] had its origins 
in the 1930’s and it has remained an area of active 
research to this day.  It attempts to relate the retractive 
force in elastomers, e.g., rubber, to the change in con-
formational entropy of the individual polymer chains 
that comprise the cross-linked network. The putative 
mechanism that produces the retractive force is the 
tendency for the polymer chains to seek conforma-
tions with more probable (higher entropy) end-to-end 
distances in response to random thermal collisions. 
We shall refer to this process as ‘thermal collapse’.  
The chain is assumed to be isolated but the theory is 
thought to apply to melt systems as well. Because the 
theory is formulated from within the framework of 
thermodynamics, it does not explicitly include time, 
and it is not possible to apply it to kinetic processes.  

Development of an Engineering Model for Rubber Elasticity
David Edward Hanson

20060226ER

For example, the theory says nothing about how fast 
a polymer chain should retract from an extended 
conformation when one end is released, a situation 
that occurs when a stretched elastomer is suddenly 
released from tension.  It is obvious that the retrac-
tion velocity of the network chains is a consequence 
of the elasticity and must be at least as fast as the bulk 
material.  Experiments performed as early as 1944 [2] 
show that the retraction velocity of a rubber sample, 
abruptly released from tension, can be as high as 100 
m/s.  Furthermore, these experiments clearly establish 
that the retraction propagates as a wave along the 
sample, starting at the tip, with points along the sample 
remaining at rest until the retraction wave has passed.  
We tested this mechanism with molecular dynamics 
simulations and investigated other elastic processes 
using quantum chemistry methods.

Importance to LANL’s Science and Technology 
Base and National R & D Needs

At LANL, elastomers are widely used in nuclear 
weapons, and the question of how long term aging 
affects their elastic properties is important for predict-
ing the stockpile lifetime.  Moreover, the lab faces the 
prospect of having to replace some elastomers that 
are no longer being produced and whose composition 
is unknown or proprietary.  Consequently, improving 
our understanding of elasticity will benefit LANL as 
well.  The fields of biology and nano-technology could 
also benefit from the ideas and methodology that we 
will develop.  This work will reinvigorate the polymer 
science of elasticity and LANL is in a strong position to 
assume a leadership role by virtue of our strength in 
computational chemistry, molecular simulation and 
large scale computing.

Scientific Approach and Accomplishments

To test the viability of the thermal collapse molecular 
mechanism, we performed molecular dynamics simula-
tions on isolated polybutadiene on chains containing 
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96, 148 and 200 carbon atoms at temperatures of 150K, 
298K and 600K. The simulations were performed with a 
commercial software package, Accelrys/Materials Studio 
[3] with the Compass [4] all-atom force field at three 
temperatures: 150K, 298K and 600K. These simulations 
whose trajectories are shown in Figure 1 allowed us to 
study the retraction velocity of a free end of an idealized 
network chain from extended conformations in response 
to thermal collisions. We then compared the average snap-
back velocity calculated from these simulations, shown in 
Figure 2, with experimental measurements on bulk rubber 
samples.  Over the range of chain lengths, extension ratios 
and temperatures simulated, we found that the average 
retraction velocity of a free end seen in the simulations is 
about two orders of magnitude less than the experimental 
value. Had we performed a more faithful (but computa-
tionally intractable) simulation that included surrounding 
material, the retraction velocity would have been several 
orders of magnitude slower.  A paper describing these 
results has been submitted to the journal Polymer.

Figure 1. End-to-end distance vs. time for 148-carbon chain at 
three temperatures, 150K (blue), 298K (tan), 600K (green) and 
average (red).

Motivated by the discrepancy between the classical theory 
and the MD simulations, we chose next to investigate the 
behavior of rubber polymers at extensions approaching 
bond rupture. We performed quantum chemistry Density 
Functional Theory calculations for single molecules of 
(cis1,4) polyisoprene and polybutadiene as they are 
extended from their equilibrium conformation towards 
the dissociation limit.  Isoprene differs from butadiene in 
that one hydrogen atom in each 4-carbon unit is replaced 
by a pendant methyl group (C24 and C32 in Figure 1).  If 
one defines a coordinate for extension as the distance 

between the two terminal carbon atoms of an oligomer of 
butadiene, then a reaction path can be defined by opti-
mizing all remaining coordinates under the constraint of 
a fixed extension.  One intuitively expects a bond rupture 
to involve breaking a C-C bond and the generation of two 
weakly coupled fragments.  We define this transition is 
that point along the extension curve at which an open shell 
solution lies lower in energy than the restricted, closed 
shell, solution. 

Figure 2. Radial velocity of the free end with respect to fixed end 
computed as the numerical derivative of the end-to-end distance 
averaged over 5 MD runs (solid red), and numerically smoothed 
data (solid blue).

Using the Gaussian03 [5] suite of electronic structure 
codes, the optimized electronic ground state energy at 
each point along the extension curve was computed.  As 
a compromise between network chain fidelity and com-
putational feasibility, we chose model systems containing 
one, two or three isoprene units. The isoprene molecule 
is shown in Figure 3. Two extra C atoms were added at 
the ends (C1 and C2), one necessary to include 4 bonds 
for each isoprene unit, and an additional C to enforce 
symmetry and reduce end effects. The equilibrium confor-
mation was obtained by optimizing the electronic energy, 
allowing all atoms to move. Using this equilibrium as the 
initial state, a scan of the potential energy was performed 
by moving the end carbon atoms away from one another 
in steps of 0.05, 0.1 or 0.15 Angstrom, depending on the 
number of isoprene or butadiene units in the molecule. 
The end atoms, C1 and C2, were kept fixed during optimi-
zation at each end-to-end distance.  The tensile forces as a 
function of extension for polyisoprene, shown in Figure 4, 
were calculated by numerically differentiating the energy 
profile. Due to the extra end carbon atom in our models, 
there is some ambiguity in the end-to-end length for a 
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section of the molecule comprising two isoprene units.  
There is also some uncertainty in the fraction of the total 
potential energy associated with their energy.  Since the 
extra bond is a double bond, it tends to stretch less and 
store less energy than the single bonds in the chain, and 
we estimate that the energy error introduced by the extra 
carbon atom is less than 5%.  Rupture occurs at a tensile 
force/ strain of 6.8 nN/ 45% for isoprene and 7.2 nN/ 
42% for butadiene and these values are consistent with 
previous calculations [6].  A paper describing these results 
has been submitted to The Journal of Chemical Physics.

Figure 3. Initial conformation of double isoprene molecule with 
additional end carbon atoms. Atoms C24, C 28 and 32C are in 
pendant methyl groups

Figure 4. Tensile force for 2-unit isoprene molecule vs extension 
factor.  Discontinuities are due to bond re-orientation.

Knowing the failure mechanism in a single rubber molecule 
provides insight into the failure process of a bulk sample.  
As the sample is stretched, some network paths must 
become taut from one end of the sample to the other.  
And, a chain cannot rupture until the sample is stretched 
by an additional ~40% after it is taut. If an isoprene sample 
fails at an extension ratio of 7.5 (typical), then the last 
chains that ruptured must have commenced stretching at 

an extension factor of 5.2 (7.5 divided by 1.45).  But the 
failure of a single chain cannot cause catastrophic failure. 
Since the cross links of a rubber network each nominally 
contain four chains (tetrafunctional), the network remains 
intact for a single chain failures; the two remaining chains 
at a crosslink node can become taut upon further exten-
sion. Consequently, at least two chains emanating from 
a crosslink must rupture before the last chain can fail in 
the vicinity of that crosslink. This suggests that enthalpic 
stretching, accompanied by rupture, must begin at even 
lower extensions, perhaps at or before λ  ~3.6 (5.2 divided 
by 1.45).   Exactly how the rubber network readjusts the 
load-bearing paths as chains fail is a topic for continu-
ing research.  From numerical simulations of a network, 
we know that the distribution of network path lengths 
across a sample is very broad with a peak many times the 
sample width.  Only the shortest paths are the ones that 
can become load bearing upon tensile strain, and it is their 
distribution that we are interested in.  We investigated two 
(constant chain length) biasing algorithms to study short 
network paths from the origin to a plane at the opposite 
edge of the sample.  The algorithms are applied at each 
tetrafunctional network node to define the next node 
in the path across the network.  The algorithms are:  1) 
choose the next network path node as the one closest 
to the opposite side and,  2) at each node, throw out the 
‘worst’ node (the one furthest from the opposite side) and 
choose randomly between the two remaining.  Our numer-
ical simulations reveal that both algorithms yield very 
narrow distributions with centers at 1.64 and 3.28 times 
the sample width, respectively. For a real network, these 
factors must be multiplied by the ratio of the average chain 
length between nodes to the node separation distance.  
We have only just begun to apply this analysis to real 
rubber networks to explain the tensile stress versus strain-
to-break over the last half of the extension curve, but the 
preliminary results are promising.  Scaling the integral of 
the chain force extension curve over a constant path length 
distribution, yields a stress curve qualitatively the same as 
experiment.  Unfortunately, the experimental record is not 
complete enough to allow quantitative comparisons.
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Abstract

We have developed an instrument that extends 
magnetic resonance imaging (MRI) into a new regime 
using ultra-low magnetic fields (ULF). We have suc-
cessfully demonstrated a multi-modality instrument 
for studying brain function that has, for the first-time, 
allowed MRI information to be acquired simultaneously 
with direct high temporal resolution measurements of 
neuronal function provided by magnetoencephalog-
raphy (MEG). MEG data provides no anatomical infor-
mation and is subject to an ill-posed inverse problem 
for source localization. While functional MRI (fMRI) 
has been increasingly applied to the study of brain 
function, it suffers from the fundamental limitations 
that neuronal function is inferred from indirect hemo-
dynamic or metabolic information with poor temporal 
resolution (~1 sec). Our instrument has shown that the 
same sensors can be used to simultaneously acquire 
MRI and MEG data, capitalizing on the strengths of 
both modalities while pushing the technology and 
applications for both MRI and MEG into a totally 
new regime.  The instrument has had applications 
far beyond brain imaging alone, enabling portable, 
low-cost MRI without superconducting magnets, per-
mitting a truly open design, and allowing novel imaging 
sequences. The ULF MRI instrument we have designed 
has enabled imaging objects inside metallic contain-
ers, essentially eliminating susceptibility artifacts, and 
possibly allow for contrast mechanisms not realized at 
high fields. Such a tool is now being applied to LANL 
mission-relevant applications including a multi-million 
dollar project in ULF MRI to detect liquid explosive, and 
non-proliferation monitoring of UF6. Finally, the poten-
tial to directly image physiological currents by ULF MRI 
is an exciting prospect, without the inherent ambiguity 
of the inverse problem, which would represent a totally 
new functional imaging modality, and our work on this 
project has significantly leveraged progress in this area. 

MRI in Microtesla Magnetic Fields with Simultaneous MEG
Michelle A Espy

20060312ER

Background and Research Objectives

While the ultra-low field (ULF) magnetic resonance 
imaging (MRI) instrument developed here has a vast 
array of potential applications, we focused largely on 
functional brain imaging where our group is a recog-
nized world leader. The primary objective of the work, 
to demonstrate detection of anatomical (MRI) and 
functional (magnetoencephalography or MEG) brain 
imaging was accomplished [1] and results are shown in 
Figure 1. The impact of the work is reflected in publi-
cations in the scientific literature, popular press, the 
cover of the Journal of Magnetic Resonance, and an 
editorial in Nature [2] on the importance of the work 
referenced throughout this report. More telling, work 
from this project was singled out as the impetus for a 
multi-million euro, multi-national European effort [3]. 
The progress in ULF MRI arising from this proposal has 
been readily applied to numerous other biological and 
non-biological problems from low-cost, small foot-
print anatomical imaging and imaging of subjects that 
are not candidates for high-field (such as those with 
medical implants or metal from injuries) to inspection 
and detection and imaging of special nuclear materials 
through metallic enclosures [4], and detection and clas-
sification of materials such as liquid explosives. 

MEG is a non-invasive technique that measures 
magnetic fields outside the head that are the direct 
consequence of neuronal activity in the living brain. 
MEG uses superconducting quantum interference 
device (SQUID) sensors to measure the extraordinarily 
these low level magnetic fields, usually in the range 
from 10-15 to 10-12 T. While other functional imaging 
modalities such as functional MRI (fMRI) depend on the 
relatively slow and indirect hemodynamic response of 
the brain to infer function, MEG (and electroencepha-
lography or EEG) measures the electromagnetic fields 
arising directly from the neuronal currents with sub-
millisecond temporal resolution.
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Figure 1. Human brain images recorded at 46 microTesla 
compared to images of the same subject acquired at 1.5 Tesla. 
The data presented are for slices through the brain. ‘D’ refers to 
slice depth relative to SQUID position above the head. 7-channel 
auditory MEG data (not shown) were acquired in the same 
session.

The inverse problem of source localization from MEG (and 
EEG) is ill posed. That is, there is no exact solution when 
transforming recorded MEG data to the exact location 
of sources in the brain. Determining the source region 
requires models of source current distribution, geometry 
and inhomogeneous conductivity within the head 
volume conductor. Neural electromagnetic data are often 
combined with anatomical or functional tomographic data 
obtained with high field MRI and fMRI, both to constrain 
the inverse problem (e.g. limiting sources to cortical 
surfaces) and to provide the anatomical structure onto 
which the functional sources are projected.

MEG and MRI data are taken with two completely separate 
instruments because the SQUIDs cannot operate in the 
large magnetic fields (up to 15 orders of magnitude larger 
than an MEG signal) required by high field MRI systems. 
Acquisition of data from two separate instruments neces-
sitates using data fusion techniques to integrate and 
superpose the two data sets, called ‘coregistration’, in an 
accurate and meaningful way. The error for co-registering 
the MRI/MEG data is commonly 5 mm and is the leading 
source of error in MEG source localization to anatomical 
structure. Simultaneous anatomical MRI with MEG greatly 
benefits the MEG community as the anatomical and func-
tional information could be acquired in a single instrument. 

We successfully demonstrated an instrument capable 
of acquisition of MRI and MEG data in the same system, 
as the magnetic fields required for ULF MRI (10-3 to 10-5 
Tesla) imaging are now compatible with SQUID sensors. 
Moreover, the same SQUID sensors used to detect the 
MEG signal are the detector of choice for measuring the 
MR signal, as the SQUID has unrivaled sensitivity and a 
response that is independent of frequency. While it is 
unlikely that the best ULF MRI resolution will match that 
of modern high-field (4 T or more) anatomical imaging, in 
most functional imaging applications the ~ 1 mm spatial 
resolution we demonstrate is sufficient. In cases where 
higher resolution is desired, a multi-point surface fit of 
lower-resolution ULF MRI to high-resolution high-field MRI 
can be used. Moreover, ULF images are free of artifacts 
(e.g. magnetic susceptibility) that limit high field images. 
ULF MRI also benefits the high-field MRI community by 
providing a calibration for the susceptibility distortions 
of any given sample that can be used to correct the high 
field MRI. Combining dynamic anatomical imaging with 
electrophysiological information may also prove valuable 
in cardiac studies. Ultimately, low-field MRI may lead to 
direct imaging of the magnetic fields from neural currents 
by observation of a change in the MR frequency, phase or 
relaxation (see for example [5]). We ourselves are investi-
gating this area with promising initial results [6]. Realizing 
tomographic imaging of bioelectric sources by ULF MRI, 
combined with the high temporal resolution of MEG would 
represent an entirely new imaging modality revolutionizing 
functional imaging. Additional motivation for low field MRI 
is the prospect of a reduced cost and smaller MRI instru-
ments by removing the requirement for large permanent 
or massive superconducting magnets. Between 1 – 5% of 
all high field MRI scans are interrupted due to subjects 
experiencing claustrophobia within the closed magnet 
bore. Millions of people with in vivo metal from medical 
procedures, implants, or injuries cannot be imaged at high 
field because of RF induced heating or interference. There 
would be no such difficulty imaging these people at ULF. 
Low-field methods even enable imaging using the Earth’s 
magnetic field, ~50 μT, for a variety of applications includ-
ing geophysical NMR measurements to characterize sub-
surface water, hydrocarbon deposits, or pollutant plumes 
(see for example [7] and references therein). In contrast 
to high field systems, measurement fields at ULF are not 
required to be highly homogeneous to achieve narrow 
NMR line width allowing the possibility of very narrow 
NMR lines with high signal-to-noise. Susceptibility artifacts 
due to coupling between the applied field and different 
sample materials, a principal source of noise in functional 
MRI, are significantly reduced at ULF. The absence of such 
artifacts may provide opportunities for novel forms of 
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functional imaging. The observation that relaxation times 
in tumor samples measured in vitro was different than 
for normal tissue was a major impetus in introducing MR 
methods to medicine. However the ability to separate 
benign from malignant tissue has yet to be achieved. It 
is possible that we can manipulate relaxation contrast at 
ULF to provide significant contrast not realized at high 
fields. We have already demonstrated the acquisition of 
NMR signals through conducting containers up to several 
millimeters thick [7], a consequence of the low Larmor 
frequencies at ULF. This has lead to LANL mission-rele-
vant applications like in-situ detection and imaging of 
special nuclear materials and non-destructive inspec-
tion and detection of liquid explosives, applications 
that could not be realized with high-field systems.

In this work we successfully developed a novel SQUID-
based instrument for simultaneous acquisition of the 
world’s first MEG and MRI data at ultra-low fields [1]. 
We demonstrated ULF MRI approaches including image 
contrast not available at high fields, reduced susceptibility 
artifacts, open system design, multiple sensors for imaging 
acceleration [8] and the capability to measure samples 
inside metallic containers and/or containing metallic 
objects [6]. A significant goal was the measurement of 
simultaneous MEG/MRI of sufficient quality to be the basis 
for a proposal to outside agencies (e.g. NIH) for continued 
funding. This work did indeed lead to an NIH grant as well 
as a major project with the Department of Homeland 
Security. We have built an instrument that is both robust 
and portable, and sufficiently generic to explore the many 
other potential applications of ULF NMR and MRI. 

Importance to LANL’s Science and Technology 
Base and National R & D Needs

The development of an instrument capable of simul-• 
taneous bioelectric (MEG) and anatomical measure-
ments has been a major advance to the neuroimaging 
community and will help validate functional studies 
based on hemodynamic responses (fMRI).

ULF MRI and MEG open up the potential for • directly 
imaging neuronal currents, considered by many to be 
the ‘holy grail’ of neuroimaging.

ULF MRI alleviates many practical disadvantages of • 
high field systems (e.g. ability to image people with 
metallic implants, reduced system size and cost), 
thereby benefiting millions more people than current 
MRI.

Low frequency and • ex-situ imaging is a major benefit 
for detecting samples located inside metallic contain-
ers. This has been important for the detection of 
SNM that has been shielded and homeland security 
applications in detection of liquid explosives In both 
applications both the ability to provide chemical 
information though metals and the practical merits of 
a system without very large magnetic fields have been 
crucial. There are also applications in non-destructive 
evaluation/flow based systems, and ex-situ measure-
ments such as resource exploration and environmental 
monitoring.

The novel SQUID operating techniques have benefited • 
the applied superconductivity community and our 
demonstration of iarray-based MRI, with novel field 
and gradient capabilities has benefitted the entire 
NMR/MRI community.

More direct applications of this particular proposal will • 
include developing the neuroscience underpinnings to 
help the war-fighter of the future better process infor-
mation, neural-inspired devices, portable battle-field 
MRI, and possibly better measures of understanding 
human-intelligence and motivation. 

The sensitivity of ULF MRI to a novel “slow” regime • 
of molecular dynamics will provide new diagnostics 
relevant to Biosecurity initiatives (conformational 
dynamics associated with antiviral drug resistance) and 
Energy Security (kinetic studies of enzymes involved 
in biomass conversion and water diffusion kinetics of 
proton exchange in fuel cells).

Scientific Approach and Accomplishments

SQUID sensors are needed for ULF MRI to compensate 
for the small sample polarization and detection efficiency. 
The SQUID is a magnetic flux-to-voltage converter of 
exquisite sensitivity with a response that is independent of 
frequency. The primary limitation to ULF MRI is low signal 
to noise ratio because of the small sample polarization at 
low fields. In addition to ultra-sensitive detectors (such 
as SQUIDs) signal can also be increased by prepolarizing 
techniques, where the sample is polarized at a higher field 
independent of the measurement step (i.e. Bp ~ mT). The 
MRI measurement is then performed at a lower field, Bm 
~ microTesla. SQUIDs are also the only detectors presently 
capable of bioelectric measurements such as MEG. The 
MEG/MRI signals are easily separable since the MRI signal 
is found in a very narrow frequency window and can be 
tuned (by choice of Bm) to be above the typical MEG band-
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width (DC to few hundred Hz). We utilized a 7-channel 
SQUID-based array of 2nd order axial gradiometers and 
designed a magnetic field system capable of generating 
pre-polarizing fields on the order of ~ 50 mT with measure-
ment fields easily adjusted between 10-100 microTesla. 
[1,8,9,10].  Figure 2 presents the system hardware. 

Figure 2. Clockwise from left: Photograph of 7-channel ULR MRI 
system used in this work, SQUID sensor pattern, three of the 
seven gradiometers, schematic of MRI cois. Bp and Bm refer to 
polarization and measurement fields respectively. Gx,Gy,Gz refer 
to magnetic field gradients. 

At the same time we developed the computational and 
analytical tools to optimize 1) array design for noise-
cancellation, 2) pulse sequences, 3) models of instrument 
performance, and 4) algorithms for data acquisition and 
analysis. Figure 3 presents the pulse sequence design. 

Figure 3. Pulse sequence used to produce ULF MRI images. Field 
labels refer to magnetic coils shown in Figure 2.

While the majority of our studies were conducted within 
magnetically shielded enclosures, we also were able to 
demonstrate noise-cancellation methods using refer-
ence channels and computational methods such as beam 

forming techniques to reduce the effects of ambient noise 
and minimize the type of external shielding required.  
Another impediment to ULF MRI has been the relatively 
long imaging times. Lower strength magnetic fields gener-
ally must be accompanied by comparably lower gradient 
fields for imaging. This limits the width of the spectral 
content of the signal, and increases the required acquisi-
tion time. We developed methods to correct the effects of 
concomitant gradients that inevitably arise when generat-
ing the desired gradients for spatial encoding [8]. Our 
system design has relied n the use of conventional Golay 
and Maxwell gradient coil designs, but with open coil 
design (see Figure 2). An important component of system 
design was development of algorithms to analyze the data 
and reconstruct images such as those shown in Figures 1 
and 4. 

Figure 4. Left: Images of a preserved sheep brain acquired at 46 
microTesla. Y represents distance from the SQUID sensor. Right: 
Images of the human hand at 46 microTesla. 

We also developed electronics optimized for array based 
ULF MRI system using SQUIDs [9]. Our prepolarizing 
technique utilizes magnetic fields that are relatively large 
and rapidly changing in amplitude for a SQUID. We have 
already developed and implemented a method that allows 
the SQUIDs to survive the prepolarizing pulse for single 
channel axial gradiometers whereby we are able to start 
data acquisition a few milliseconds after the prepolar-
izing pulse ends. It was also necessary to investigate new 
dewar materials to decrease the SQUID recovery time, and 
our experience from this work has lead to the design of a 
dewar with noise lower than the intrinsic SQUID noise (< 
0.4 fT).  We also studied first and second-order axial gradi-
ometers as potential sensors for an ULF MRI system. Our 
research has recently evolved into two new system designs 
shown in Figure 5. 
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Figure 5. Left: Next generation gradient coils for whole-body 
imaging. Right: The 7-channel ULF MRI system designed for 
homeland security applications. The coils and design are 
modeled after the original system shown in Figure 2. 

In summary, we have developed and demonstrated the 
world’s first instrument capable of acquiring both MEG and 
MRI. We have leveraged this research to numerous follow-
on applications relevant to LANL and the nation. 
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Abstract

The breast cancer death rate in the United States has 
changed little since the 1930s, despite increased routine 
screening using X-ray mammography since 1960s. 
Although early cancer detection is the key to reducing 
mortality, no reliable medical imaging tools are cur-
rently available for detection at its earliest, most curable 
stages. We developed a vastly improved, high-resolution 
ultrasonic cancer-imaging methodology. The new 
imaging methods we developed included: ultrasound 
breast reflection imaging using time-reversed ultra-
sound, bent-ray and waveform ultrasound tomography, 
wave-theory-based ultrasound reflection imaging, and 
super-resolution ultrasound imaging.  We applied our 
new methods to in vivo clinical ultrasound breast data 
acquired using a ring transducer array at Karmanos 
Cancer Institute. The dramatically improved image quality 
and resolution enable us to detect tiny, currently unde-
tectable, early-stage and thus more treatable cancers. 

Background and Research Objectives

Breast cancer is the most frequently diagnosed cancer 
in U.S. women. It accounts for nearly one out of three 
cancers diagnosed in U.S. women.  More than 200,000 
women and 1,500 men in the U.S. learn that they have 
breast cancer each year --- up from about 100,000 two 
decades ago, according to the American Cancer Society.  
X-ray mammography is presently the only routine 
screening tool available for breast cancer detection. 
However, the effectiveness of X-ray mammography is 
currently being hotly debated. Early cancer detection 
is the only know means for reducing cancer mortality.  
Clinical studies have shown that ultrasound imaging 
has tremendous potential to detect small, early-stage 
cancers that cannot be detected by X-ray mammog-
raphy. Compared to X-ray mammography, ultrasound 
imaging is a safe (without ionizing radiation), comfort-
able (without compression), and portable imaging 
modality. However, current state-of-the-art ultrasound 
cancer imaging produces low-resolution and noisy (full 
of speckle) images, which greatly limit its capability to 
detect cancers.

Seeing Undetectable Cancers with Time-Reversed Ultrasound
Lianjie Huang

20060318ER

The primary research objective of this project is to 
significantly improve ultrasound image resolution and 
quality in order to detect currently undetectable tiny 
breast cancers. We address this challenge by increas-
ing data acquisition aperture using a full-aperture ring 
transducer array for breast imaging, and by accounting 
for ultrasound scattering from breast heterogeneities 
during image reconstruction. We demonstrate using the 
in vitro and in vivo ultrasound breast data that our new 
ultrasound imaging technology greatly reduces image 
noise and improves image resolution. It has tremendous 
potential to be used for breast cancer screening.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

The increased breast ultrasound image quality and 
resolution enable us to detect currently undetectable, 
earliest-stage and thus more treatable breast cancers, and 
ultimately, reduce cancer mortality. The high-resolution 
imaging methodology we developed has also great poten-
tial for applications in other fields, such as nondestruc-
tive evaluation and underground imaging. This research 
addresses an urgent national need in developing alterna-
tive, more effective breast cancer screening tool.

Scientific Approach and Accomplishments

Ultrasound image resolution is a function of data 
acquisition aperture. In collaboration with Karmanos 
Cancer Institute, we make use of a full-aperture ring 
transducer array for breast imaging. The breast is 
immersed into a water tank, encircled by the ring 
transducer array consisting of 256 elements of trans-
ducers. The ring array is translated vertically to scan 
50-80 slices of ultrasound data for whole breast tomog-
raphy. We further improve ultrasound image quality 
and resolution by accounting for ultrasound scattering 
from breast heterogeneities, which result in ultrasound 
speckle (noise) in current clinical ultrasound.

We developed several novel image reconstruction 
algorithms for high-resolution ultrasound imaging. We 
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conducted ultrasound tomography using correct ultra-
sound ray paths that are bent instead of straight like X-ray 
[1, 2, 3, 4]. This significantly reduces artifacts of ultrasound 
breast images and enhances image resolution. To further 
improve image resolution, we made use of waveform 
tomography that uses entire ultrasound waveforms for 
image reconstruction [5]. Ultrasound tomography provides 
a heterogeneous background for ultrasound reflection 
imaging to account for ultrasound scattering.  We devel-
oped a time-reversal ultrasound imaging algorithm using a 
numerical scheme to solve acoustic wave equation, which 
governs ultrasound wave propagation in the heteroge-
neous breast [6]. To enhance computational efficiency of 
wave-based ultrasound reflection imaging, we developed 
ultrasound reflection image reconstruction algorithms 
using primary ultrasound reflection signals [7, 8].  In 
addition, we investigated the spatial sampling requirement 
for the ring array, and developed a diffraction tomography 
and a super-resolution imaging algorithm that can provide 
one order of magnitude better details than conventional 
ultrasound imaging [9, 10, 11, 12, 13].

We applied our novel ultrasound image reconstruction 
algorithms to in vivo ultrasound breast data acquired using 
a ring transducer at Karmanos Cancer Institute. An example 
of in vivo whole breast ultrasound tomography is shown 
in Figure 1. The breast cancer is shown in red with higher 
sound speeds compared to the surrounding tissues. Our in 
vivo applications demonstrate that our novel image recon-
struction algorithms can provide ultrasound breast images 
with much higher resolution and quality than current 
clinical ultrasound, and that they have tremendous poten-
tial for reliable breast cancer detection and diagnosis. 

Figure 1. In vivo whole breast ultrasound tomography image 
showing a breast cancer with red color (Data from Karmanos 
Cancer Institute).
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Abstract

New advances in high throughput bioanalytical 
methods are required to address rapidly emerging 
needs for bio-threat detection, disease diagnosis, and 
new drug discovery.  Flow cytometry approaches to 
these needs requires the use of spectral barcodes, or 
tags, for the detection and identification of targeted 
analytes using advanced multiplex techniques [1].  
Such multiplexing is becoming increasingly important 
in bio-forensics and biothreat detection in that each 
requires rapid identification of agents and materials 
with high confidence/no false positives. We developed 
molecular spectroscopic barcodes that may provide 
a large library of unique signatures for flow-based 
analysis.  Our unique signatures are based on nanopar-
ticles that emit bright surface enhanced Raman (SERS) 
signals from glass-encapsulated surface-bound dye 
molecules for detection and identification.  We also 
designed and developed the Raman-based instrumen-
tation required for measurement of these tags in flow. 

We met nearly all the goals we outlined in our original 
proposal.  We have successfully developed a range of 
bright Raman spectral tags based on different nanopar-
ticle architectures.  The project has generated signifi-
cant interest in the use of our spectral tags in security-
related tagging applications.  

Background and Research Objectives

Rapid bioanalysis has become increasingly reliant on 
the use of so-called “smart signatures” that are essen-
tially multiple responses that when combined together 
unambiguously identify a target agent. Simultaneous 
identification of the large number of such signatures 
required necessitates an advanced degree of multiplex-
ing capability.  Current approaches to multiplexing with 
fluorescent dyes are limited in the multiplexing “space” 
they can attain due to their broad, overlapping spectral 
responses.  What is required is an orders of magni-
tude increase in capability that can only be obtained 
through use of narrower spectral signatures such as 
those found in Raman spectra.  

Surface Enhanced Raman (SERS) Based Flow Cytometry Detection
Stephen K Doorn
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The success of this project was dependent on develop-
ment of appropriate SERS-active particles that emit 
the necessary brightness to be detected at rapid flow 
rates.  We took three separate routes to design of these 
particles.  These approaches seek to optimize particle 
brightness through control of plasmon resonance 
energies and through introduction of enhanced electro-
magnetic field locations (hot spots) through controlled 
particle aggregation.  The project also required the 
development of first-ever Raman detection capability 
coupled to flow cytometry.  The detection end incor-
porates two important innovations, both designed 
to reduce background autofluorescence from bio-
samples:  incorporation of full-spectral phase-sensitive 
detection and use of excitation wavelengths in the red.

Importance to LANL’s Science and 
Technology Base and National R&D Needs

This project directly addresses DOE’s goal of develop-
ing advanced functional nanomaterials.  DOE is also 
interested in materials that function at the nano-bio 
interface.  Our SERS materials will functionalize to 
bioanalytes at the nanoscale.  We also address DOE’s 
needs for development of new and sensitive methods 
and instrumentation for bioanalysis. On the national 
security side, we have generated strong interest from 
NA22 and NA24 in the potential use of our tags as 
signatures for authentication.

Scientific Approach and Accomplishments

Nanoparticle Development 

Our core approach has been to generate SERS-active 
spectral tags through controlled aggregation of indi-
vidual ~60 nm gold and silver nanoparticles.  The 
basic aggregate geometry is to add a SERS-active dye 
molecule to the nanoparticle surface and functionalize 
them with an amino or mercapto silane, which will ulti-
mately be used for initiating the growth of a stabilizing 
glass shell over the particle architecture.  Production 
of these aggregates thus requires an understanding 
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and control over the competing surface equilibria of the 
dye and silane to create both bright and stable tags.  For 
gold, the presence of the dye molecule also promotes 
aggregation of the particles and we have carried out an 
extensive study aimed at understanding and controlling 
the aggregation chemistry to optimize particle brightness.  
Our approach was to use metal-mediated fluorescence 
quenching of SERS dyes to measure surface areas occupied 
by both dyes and silanes, followed by examioning the 
obtainable SERS intensities as a function of both silane and 
dye loading.  The result was the development of an  aggre-
gation “phase diagram” that demonstrates as dye surface 
concentration increases, SERS signal increases as a result of 
aggregate formation.  At some peak concentration, further 
increases in dye disrupts aggregates and decreases SERS 
signal.  Dye aggregation power can further be adjusted by 
degree of silane coverage.  These results form the basis for 
rationally designing and controlling aggregated particles 
for the cytometry application.  We have demonstrated the 
ability to glass-coat the aggregates and have performed 
studies that helped us balance the competing chemistries, 
for both amino and mercapto silanes.  We currently find 
that the mercapto silane-based coating results in more 
stable particles.

In addition to the gold cores, we have pursued silver-based 
tags as a potentially brighter signature.  We have devel-
oped a route to controlled aggregation of silver particles 
using salt additions.  The salt aggregation approach was 
found necessary after we discovered that dye-induced 
aggregation was not extensive for silver.  The aggregation 
chemistry was developed in parallel with a first-time dem-
onstration of silver glass-coating chemistry.  The resultant 
tags are 

Are typically a factor of 10 or more brighter than our 
gold tags.  Additionally, use of silver and control over its 
aggregation state allows us to tune the resonant plasmon 
frequencies throughout the visible and near-IR spectral 
regions.  A schematic of the synthetic approach to both the 
Au and Ag-based spectral tags is shown in Figure 1.  Details 
of their synthesis and characteristics are given in refer-
ences [1] and [2].

We have also demonstrated the ability to obtain strong 
SERS signals from glass-coated aggregates with the use of a 
broad range of dyes.  We currently have a multiplexed tag 
library of 90 dyes.  Figure 2 shows a number of representa-
tive examples of the varying fingerprint spectra obtainable 
with this library.  Given this large number of dyes, analyti-
cal approaches must be developed for rapid recognition 
of the different spectral signatures.  To meet this need 
we have been applying a principle components analysis 

approach to defining the “barcodes” available from 
individual dyes.  This recognition effort is also important in 
that we are using it to direct how we might make differ-
ent combinations of the 90 different tags to exponentially 
expand the attainable signatures.

Plasmon resonance tunability has significant potential 
for allowing optimization of our SERS intensities, so 
this has been a further area of study.  To that end, we 
have developed a capability for synthesis of glass-core/
gold-shell particles with demonstrated SERS activity.  By 
varying the relative thickness of the shell with respect to 
the diameter of the core, the plasmon resonance can be 
continuosly tuned from the visible into the near-IR, giving 
great versatility in useable excitation wavelengths.  We 
have also synthesized related particles:  hollow shell gold 
nanoparticles.  These particles also have tunable plasmon 
resonances and their hollow nature provides an additional 
route for physical manipulation for flow analysis, which we 
are now investigating.

Figure 1. Scheme of synthetic plan for generating gold and silver 
nanoparticle SERS spectal tags with glass coating for flow cytom-
etry applications.
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Figure 2.

Figure 2. Representative SERS fingerprint spectra for 18 different 
dye-tagged silver nanoparticle spectral tags.

An extension of the nanoshell work includes generating 
particles that are labeled with a fluorescent dye.  Plasmon 
absorbances in the nanoshell may be used to enhance 
the fluorescence emission of the particles if the relative 
geometries of the various particle components are chosen 
properly.  We are currently investigating the possibility of 
fluorescently labeling the SiO2 core prior to encapsulating 
with the Au shell.  A dye can be incorporated into the SiO2 
particles by first functionalizing an amine reactive dye with 
an amine terminated silane.  This reaction yields a dye that 
readily incorporates into the SiO2 matrix as the glass core 
particles begin to form, and does not affect the subsequent 
functionalization steps required for Au shell growth.  These 
hybrid fluorescent/SERS active particles are currently being 
tested in our flow cytometry test bed  for simultaneous 
fluorescence and Raman detection.  One final variation 
on the nanoshell work is our current effort at hybridizing 
magnetic nanoparticles with plasmonic/SERS functionality.  
The combined magnetic/SERS functionality will provide 
a route to new modes of particle manipulation for both 
advanced flow techniques and for tuning interparticle 
interactions for studying the fundamentals of SERS hotspot 
generation.  These efforts have also successfully led to a 

new LDRD project aimed at combining plasmonic behavior 
in a photonic lattice in an approach that will be enabled by 
these magnetic core particles.  The variety of nanoparticle 
types we have developed are illustrated in Figure 3.

Figure 3. 
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Figure 3. Examples of additional nanoparticle spectral tag devel-
opment.  a)  scheme for production of and transmission electron 
microscope (TEM) images of particles along pathway to synthesis 
of silica-core/gold-shell SERS tags.  b)  TEM image of hollow gold 
nanoshells and plasmon spectra demonstrating tunability of 
resonance.  c)  Depiction, TEM image, and SERS spectral image of 
a SERS multiplexed tag particle.

To make the above particle types functional for bioana-
lytical applications requires conjugation to bioreceptor 
ligands.  We have generated the capability to conjugate 
both biotin and carboxylate functional groups on the glass-
coated surfaces of our SERS tags.  Carboxylated tags in 
particular will allow binding to ammine groups, facilitatin 
the use of the tags for protein-based assays.  The biotin 
functionalities have facilitated the performance of in-flow 
tests of the tags by binding them to support beads via the 
biotin-avidin interaction.  This interaction has also been 
used as route to developing a higher degree of multiplex-
ing capability as well.  

Our spectral signatures can be multiplexed to a much 
higher degree by combining muliple dyes on a given 
tag—with the combined signatures effectively generating a 
new unique tag.  Doing this at the single nanoparticle level 
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is difficult because of the same competing surface chemis-
tries that were encountered in optimizing the glass-coating 
chemistry.  Our approach is to instead combine different 
nanoparticle tags onto a single support particle via the 
biotin-avidin binding chemistry.  We have demonstrated 
this ability and have also shown that the resulting spectral 
signatures are simple linear combinations of individual 
spectra, determined by the starting ratio concentrations of 
tag mixtures we use to generate the final encoded beads.  
Example nanoparticle structures and spectra from this 
approach are shown in Figure 3.

Development of a Full-Spectral Detection Capability for 
Flow Cytometry

In parallel to the particle development, it is necessary 
to create new instrumentation capable of in-flow, full-
spectral detection with a sensitivity capable of measuring 
individual tags in the 10s to 100s of microsecond transit 
times typically used in flow cytometry.  The full-spectral 
goal is required in order to exploit all the detail available 
within our Raman fingerprint signatures.  To date, we have 
designed and built a system capable of measuring spectra 
from 1-6 tags passing through the interrogation volume in 
a 25 µs transit time.  Our system (schematically depicted 
in Figure 4) is constructed around a BD FACSCalibur optical 
platform flow chamber and fluorescence/light scatter col-
lection optics. Crossed cylindrical lenses are used to focus 
laser excitation to an ellipse approximately 50 mm wide by 
12 mm high. Collected signal is focused onto a Holospec 
HS-f/2.2-Vis spectrograph, which disperses the light over 
the face of a thermo-electrically cooled electron multi-
plied 1600x200 pixel Andor Newton CCD array. The light 
is incident on approximately 75% of the height of the CCD 
to assure efficient light collection. The columns of the CCD 
chip are summed vertically on-chip to increase effective 
pixel size, and thereby collection efficiency. The CCD array 
is interfaced directly to a data acquisition program.  Our 
CCD array was chosen for its inherent quantum efficiency, 
which exceeds 80% for the wavelength region of 500 to 
800 nm and low noise characteristics of less than 10 e-/
pixel/exposure.  

Previous Raman flow cytometry measurements, while 
showing the feasibility of making such measurements in 
flow [4], were limited in ability to resolve single spectral 
tag particles.  Through use of serial dilution studies on our 
spectral tags, we have demonstrated the ability to isolate 
the signature from as few as 1-2 tags per triggered event 
(in experimentally relevant microsecond timescales).  An 
example spectrum from one such event is shown in Figure 
5 and indicates the degree of detail and signal to noise 
obtainable with our instrumentation.  An overlay of 100 

individual events (also in Figure 5) indicates that spectra 
from individual tags are relatively uniform.  Similarly, we 
have demonstrated the ability to simultaneously measure 
fluorescent tags generated in our core-shell approach and 
are able to trigger data acquisition from such events.  In 
continuing work, we will be focusing on improving our 
spectral resolution to take full advantage of the detailed 
signatures of our tags and combine the full spectral capa-
bility with our development of phase sensitive rejection of 
background signals.

Figure 4.

 

Figure 4. Schematic depiction of the Raman Flow Cytometer.  
Laser excitation is focused onto the sample in flow, with SERS 
signal being collected by lens L1, transferred to spectrograph 
(grating and lens L4) and imaged at EMCCD array.

Phase Sensitive Background Rejection

We have also developed a Phase-Sensitive Flow Cytometry 
(PSFC) system that measures radio-frequency modulated 
fluorescence from cells, beads, or other particles as they 
rapidly pass through a tightly focused laser source.  Back-
ground autofluorescence can thus be rejected from signals 
of interest using this approach.  In this system, particles are 
syringe pump injected at a flow rate of 5 to 50 microliters/
min and subsequently hydrodynamically focused within a 
standard flow cytometry chamber.  Typically, thousands of 
particles/minute are passed through the laser beam at this 
rate.  The PSFC is designed to collect frequency-domain 
data based on a homodyne mixing platform in which a 
modulated, phase-shifted reference signal is mixed at the 
same frequency as the detected fluorescence signal.  An 
argon-ion laser with an electro-optic modulator (or a NIR 
laser diode) is modulated by a Hewlett Packard frequency 
synthesizer that generates a 1-MHz to 1-GHz input signal.   
Phase-shifted and amplitude-attenuated fluorescence is 
emitted from the cell or particle and focused at 90° from 
excitation onto the window of a photomultiplier tube 
(PMT).  Through modulation of the laser frequency and 
comparison to two 90 degree out-of-phase reference sig-
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nals, the collected fluorescence signals are processed in 
the frequency-domain and allow for phase-filtering of dif-
ferent signal components.  For example, a sample with two 
unique lifetimes can be discriminated by nulling the phase 
shift of one signal to home in on the second component's 
lifetime.  We have demonstrated nulling of signals associ-
ated with lifetimes of 3.5 and 5 ns.  Particle sensitivities are 
now at 200 particles (as determined by fluorescence cali-
brations on serially diluted particles) with the PMT system. 
We anticipate approaching single-tag sensitivities by mov-
ing to the EMCCD detection.  Additionally, our next imme-
diate step will be to move to demonstration of discrimina-
tion of Raman from fluorescence backgrounds and finally 
coupling capability to excitation and acquisition sources of 
the full-spectral cytometer.

Figure 5.
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Figure 5. a)  SERS spectrum obtained in flow of a single nanopar-
ticle spectral tag.  b)  Overlay of 100 spectra from separate SERS 
tag particles.  Demonstrates uniformity in spectral signatures 
obtainable from individual tags.

In summary, we have met nearly all the goals we outlined 
in our original proposal. Our bright Raman spectral tags 
have allowed us to develop the full-spectral in-flow detec-
tion instrumentation required to start incorporating the 
tags into real bioanalytical applications.  As a result of the 
efforts within this project, this capability is recognized as 
an important future growth area for LANL’s NIH Flow Re-
source.  The resource will be helping to support final devel-

opment of the full-spectral instrumentation.  In particular, 
we will be working with the Resource to integrate the 
phase sensitive filtering with the Raman detection capa-
bilities.  Additionally, the project has generated significant 
interest in the use of our spectral tags in security-related 
tagging applications.  As one example, we have generated 
strong interest from NA22 and NA24 in the potential use of 
our tags as signatures for authentication and seals and an-
ticipate this as a future funding source.  Finally, this effort 
has also provided a solid foundation for pursuing further 
studies on plasmonic-based sensing and materials.  We 
have used some of our particle developments to serve as 
the core of a new LDRD effort starting this year aimed at 
integrating plasmonic functionality with photonic lattices.
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Abstract

Traditional engineering approaches to develop high 
strength materials always result in poor electrical con-
ductivity. We have developed a physical vapor deposi-
tion based processing approach to produce metals 
such as copper that exhibit over an order of magnitude 
increase in mechanical strength with insignificant loss 
in electrical conductivity. These materials have a unique 
structure composed of a layered arrangement of 
nanometer spaced boundaries known as twin boundar-
ies where the twinned portion of the crystal is a mirror 
image of the parent crystal. This report describes the 
first ever attempt of controlled processing of metals 
having parallel-oriented, nano-twinned structures. The 
findings of this research will have significant impact in 
the manufacturing of multi-functional materials for a 
variety of mechanical, electrical and nuclear engineer-
ing applications such as high-strength electrical conduc-
tors for high field magnets and power transmission 
lines; high-strength, high corrosion or erosion resis-
tance materials, etc. 

Background and Research Objectives

Engineering applications involving high-field magnets 
and electrical power transmission are central to 
critical LANL missions of energy security, weapons, 
and homeland defense. These applications require 
multi-functional materials that possess both high 
mechanical strength and high electrical conductivity. 
Unfortunately, the material properties of high electri-
cal conductivity and high mechanical strength have 
opposing requirements. The best electrical conductors 
are very pure metals, e.g., aluminum (Al), copper (Cu), 
silver (Ag) since any impurity atoms, and other lattice 
defects such as dislocations, stacking faults and grain 
boundaries scatter electrons and result in lower con-
ductivity. However, pure metals tend to be mechanically 
very soft, with the exception of carefully synthesized 
“perfect crystals” in the form of thin whiskers that 
due to their limited shapes and sizes and high produc-
tion costs are not suitable as engineering materials. 

Processing of Ultra-High Strength Electrical Conductors using a Novel Nano-
Twinned Structure
Amit Misra
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Metallurgists have developed a number of practical 
methods to improve the strength of metals, such as 
adding impurity atoms (solid-solution strengthening), 
cold working (creation of stored dislocations via plastic 
deformation), grain size refinement and composites. 
A common feature in all these strengthening methods 
is the addition of point, line or planar defects in the 
material that cause strengthening by resisting the 
motion of dislocations but also serve as scattering 
centers for electrons, thereby reducing the electrical 
conductivity. 

This exploratory research is built upon a LANL discovery 
[1] of nanotwinned structure in certain face-centered 
cubic (fcc) metals processed via sputter deposition. 
Twin boundaries are a special kind of low-energy, 
high-symmetry grain boundaries such that the twinned 
portion of the crystal is a mirror image of the parent 
crystal. While twins have been reported before in 
shock-loaded [2], vapor-deposited [3] and electrodepos-
ited materials [4], the novelty of the structure discov-
ered by us are: (i) average twin spacing of only 2-4 nm, 
and (ii) preferred orientation such that all twin planes 
are normal to the growth direction [5]. This property 
enables tailoring the orientation of the microstructure 
to the desired direction of highest conductivity. 

The key objectives of this research are to explore: (i) 
experimentally and theoretically, the processing and 
material parameters that produce layered, nanot-
winned structures in metals, and (ii) the correlations 
between the nanotwinned structures and the electrical 
and mechanical properties.

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project supports the following missions. (i) The 
LANL grand challenge on Fundamental Understand-
ing of Materials, specifically the “ability to design, 
assemble and fabricate materials and material systems 
with specific functionality”; (ii) DOE’s energy security 
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mission. A recent Office of Science report on Nanosci-
ence Research for Energy Needs specifically cites “power 
transmission lines capable of 1 gigawatt transmission”, and 
“super-strong, light-weight materials to improve efficiency 
of cars, airplanes, etc” as key technological challenges in 
energy security where nanoscience can have the greatest 
impact.

Scientific Approach and Accomplishments

Synthesis and Microstructures

High deposition rate (around 3 nm/s) magnetron sput-
tering was used to synthesize Cu foils with total thick-
ness ranging from 1 to 30 micrometers. Transmission 
electron microscopy (TEM) was used to characterize the 
microstructure of the as-deposited Cu foils. As shown in 
the cross-section TEM image in Figure 1a, along with the 
corresponding selected area diffraction pattern in the 
inset, sputter-deposited Cu exhibits a {111} fiber texture 
along the growth direction and an average columnar grain 
size that varied from 43 to 80 nm with deposition rates 
from 1.8 to 3 nm/s, respectively. Figure 1a also shows 
an extremely high density of planar defects within the 
columnar grains.

Figure 1. (a) Bright field transmission electron microscopy (TEM) 
image and (b) high-resolution TEM image showing the nanot-
winned structure of sputter deposited copper.

High-resolution TEM (HRTEM) imaging of these planar 
defects revealed these to be {111} twin interfaces sepa-
rated by a few nanometers (Figure 1b). Most growth-
induced twin interfaces are parallel to the film surface. 
Some planar faults were identified to be stacking faults. 
Statistical measurement of the twin thickness and spacing 
from several TEM images indicate that the average twin 
thickness is 4 nm, whereas the average spacing between 
adjacent twins is also on the same order, about 5 nm. 
Overall the size distribution was very narrow for both 
twin thickness and spacing, with very few twins exceed-
ing 10 nm dimensions. In a different approach, we syn-
thesized epitaxial nanotwinned Cu films on hydrofluoric 

acid cleaned silicon substrates. In these films, the column 
boundaries shown in Figure 1a did not exist, so the Cu 
matrix was essentially single crystalline. The polycrystal-
line films with nanometer-scale columns are referred to as 
nanocrystalline (nc) nanotwinned (nt) Cu and the epitaxial 
Cu films with nanotwins are referred to as epi-nt Cu. 

Several uni-axial tensile tests were performed on free-
standing 20 micrometers thick nc, nt Cu foils. The results 
were very reproducible and the average value of the 
ultimate tensile strength was 1.2 GPa, over an order of 
magnitude higher than bulk single crystal pure Cu. The 
hardness, as measured by nanoindentation, was 3.5 GPa. 
In spite of the ultra high tensile strength, the fracture 
surface of nanotwinned Cu showed typical ductile dimples 
as examined by scanning electron microscopy. Most 
dimples had diameters of one micron or less, much larger 
than the columnar grain diameters of around 40-80 nm.

Twin boundaries with spacing on the order of a few 
nanometers pose a significant barrier to the transmission 
of dislocations. Molecular dynamics (MD) simulations were 
performed to study the interaction of glide dislocations 
with a twin boundary in a fcc crystal modeled with embed-
ded-atom-method potentials (Figure 2a). Under applied 
pure shear, Figure 2b, a resolved shear stress of 1.7 GPa 
is needed to transmit a glide dislocation across the twin 
interface onto the complementary {111} glide plane in the 
neighboring crystal, leaving behind a residual dislocation at 
the twin boundary. In a different simulation (Figure 2c), the 
slip transmission was studied under tensile loading.

Figure 2. Molecular dynamics simulation of the transmission of a 
single glide dislocation across a symmetric (111) twin boundary. 
(a) A glide dislocation is introduced on one side of the twin 
boundary without any applied stress. (b) The model is subject to 
stresses such that when the resolved shear stress on the disloca-
tion exceeds 1.7 GPa, the dislocation moves away from the twin 
interface. A partial dislocation remains at the interface. (c) In 
response to a biaxial stress (in a plane parallel to the interface) 
that exerts a resolved shear stress of 3 GPa, a dislocation moves 
away from the twin interface into the lower grain on a {200} 
plane, leaving a partial dislocation at the interface. 

For applied tension parallel to the interface, the force 
acting on a glide dislocation has the wrong sign to move 
it away from the boundary on the {111} slip plane in the 
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adjacent crystal. Thus, slip is observed to transmit onto the 
{200} plane, a non-typical glide plane in fcc, at a resolved 
shear stress of approximately 3 GPa. MD simulations thus 
indicate that the inherent strength of the twin interface 
to the transmission of single dislocations is rather high. A 
single dislocation was considered in this simulation since a 
dislocation pile-up is unlikely at twin lamellae thickness of 
5 nm or less. The simulations shown in Figure 2 compute 
an upper bound estimate of the barrier strength of twin 
boundaries to slip transmission in the absence of disloca-
tion pile-ups.

Thermal stability of nano-twinned Cu was investigated 
using high-vacuum annealing up to 800 °C for 1 hour. 
Average twin lamellae thickness increased gradually from 
approximately 4 nm for as-deposited films to slightly 
less than 20 nm after annealing at 800 °C. The average 
columnar grain size, on the other hand, increased rapidly 
from approximately 50 nm for as-deposited to 500 nm for 
Cu annealed at 800 °C. Figure 3 shows the cross-section 
TEM images of annealed samples. Note the twin lamellae 
thickness of approximately 20 nm and the column width 
on the order of 500 nm in a sample annealed at 800 °C. 
High-resolution imaging of the column grain boundary 
showed that the twins in the adjacent grains are mis-
oriented by a small angle of 9°.  Overall there is a much 
higher driving force to reduce the large energy of the 
high-angle columnar grain boundaries than the low-energy 
coherent twin boundaries.

Figure 3. (a) TEM image showing that the nanotwinned structure 
in Cu is retained even after annealing at 800 °C for 1 hour. The 
vertical boundaries represent columnar grains. (b) High-resolu-
tion TEM image showing that the nanotwins labeled A and B in 
adjacent columnar grains are misoriented by a small angle of 9°. 
The insets in (a) and (b) are the corresponding selected area dif-
fraction patterns.

The mechanical and electrical properties of the annealed 
films were characterized and correlated with the columnar 
grain size and twin lamellae thickness. In spite of an 
order of magnitude increase in the columnar grain size, 
the annealed films retained a high hardness of 2.2 GPa, 

reduced from 3.5 GPa in the as-deposited state. The high 
hardness of the annealed films is interpreted in terms of 
the thermally stable nanotwinned structures. In other 
words, the twin boundaries present strong barriers to slip 
transmission, and as long as the twin lamellae thickness 
is on the order of a few to a couple tens of nanometers 
to suppress dislocation pile-ups, the high hardness of 
nanotwinned materials will be maintained. The room 
temperature electrical resistivity of nanotwinned Cu 
dropped from 28 microOhm-cm in the as-deposited state 
to 3.7 microOhm-cm after 800 °C anneal. This shows that 
the high-angle column grain boundaries are strong scatter-
ing sites for electrons, and so a reduction in the number 
of these boundaries leads to lower resistivity. Electron 
scattering is weak at low-angle coherent twin boundaries, 
so in spite of nanometer-spaced twins, there is low contri-
bution to resistivity from twins. The effects of annealing on 
the twin and column dimensions, electrical resistivity and 
hardness are summarized in Figure 4.  

Figure 4. Summary of the effects of annealing on the twin and 
column grain dimensions, electrical resistivity and hardness. 

The epi-nt Cu films exhibited the best combination of high 
strength and high electrical conductivity. At 300 K, the 
resistivity of epi-nt Cu films (1.7 microOhm-cm), with an 
average twin spacing of 16 nm, was only 10% higher than 
the resistivity of oxygen-free high-conductivity Cu (1.58 
microOhm-cm). By comparison the strength of over 1000 
MPa of epi-Cu was over an order of magnitude higher than 
bulk oxygen-free high-conductivity Cu (< 100 MPa). Overall, 
the epitaxial nanotwinned Cu films possess the highest 
ratio of the mechanical strength to electrical resistivity at 
300 K in metals. 
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Ever-increasing fossil energy consumption and associ-
ated global environmental concerns have provoked 
intensive searches for alternative energy resources 
including hydrogen. A major challenge for using 
hydrogen is to develop suitable materials to store it 
under a variety of application conditions. One class of 
promising materials is novel inclusion compounds that 
consist of three-dimensional frameworks of hydrogen-
bonded H2O molecules (hydrate clathrate) or metal 
cations and organic linkers (metal-organic frameworks) 
with hydrogen molecules trapped inside their cages. 
We have constructed a high-pressure low-temperature 
apparatus for synthesis of hydrates in the labora-
tory and have developed an extremely fast way to 
synthesize hydrogen clathrate in a matter of minutes, 
with excellent reversibility. We have investigated the 
dynamics of hydrogen in the ternary clathrate formed 
from water, THF, and hydrogen using neutron scatter-
ing. Moreover, we have designed and synthesized a 
number of new metal-organic frameworks (MOFs) with 
novel cage/channel-topologies for hosting large quanti-
ties of hydrogen. We applied shape-, size-, and bonding-
selectivity rules to separation/capture of hydrogen and 
by-product gases (such as CO2, H2S and NOx) associated 
with fossil fuel use. Our studies have provided impor-
tant insights into effective separation and encapsula-
tion, storage capacity, phase stability and engineering 
kinetics of formation and degassing of these materials, 
which are critical issues in tackling the top technological 
challenges facing the hydrogen economy.

Background and Research Objectives

Alternative energy resources including hydrogen 
are becoming increasingly important for the future 
economy. A major challenge for using hydrogen is to 
develop suitable materials to store it under a variety 
of conditions, which requires systematic studies of the 
structures, stability, and kinetics of various hydrogen-
storing compounds. The recent discovery of hydrogen-
containing clathrate hydrate presents a completely new 
technological means for hydrogen storage [1-2]. The 

Stabilization of Hydrogen Clathrates: Engineering a Solution to Hydrogen Storage
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ice-like polyhedral framework of clathrate hydrate can 
hold substantial amounts of guest molecular hydrogen. 
We have designed an extremely fast way for the clath-
rate synthesis to induce complete hydrogen hydrate 
formation in a matter of minutes, with excellent revers-
ibility [3]. The high energy content and fast kinetics are 
advantages that make hydrogen clathrate an excellent 
candidate material for hydrogen storage. However, the 
pure hydrogen clathrates occur only at low tempera-
tures or/and high pressures. One aim of this project is 
to synthesize hydrogen clathrates at larger scales and 
at practical temperature/pressure conditions. Another 
aim is to explore design and synthesis of another type 
of framework materials, MOFs, for hydrogen storage. 
In this work, we have employed multiple experimental 
techniques such as chemical synthesis, neutron diffrac-
tion, thermal and gas adsorption analyses, to tackle 
the related issues in a comprehensive and integrated 
manner. 

Importance to LANL’s Science and 
Technology Base and National R & D Needs

This project directly addresses LANL’s mission in Nation 
Energy Security via providing underpinning science and 
technology for hydrogen economy and related environ-
mental issues. This work is also tied to the lab’s grand 
challenge in “Fundamental Understanding of Materials” 
through enhancing the “ability to design, assemble and 
fabricate materials with special functionality.”

Scientific Approach and Accomplishments
Hydrate Clathrates

To utilize clathrates for hydrogen storage and other 
applications, we have constructed and tested a high-
pressure low-temperature system for synthesis of hy-
drate clathrates in the laboratory. This apparatus can 
be used to prepare clathrate samples in large quantities 
and with various gas molecules such as hydrogen and 
carbon dioxide. The samples can then be loaded into 
pressure cells for neutron diffraction experiments. Com-
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pared to in situ synthesis in the neutron beam, this method 
reduces the time needed in the neutron beam, and, ad-
ditionally, portions of the samples can be used for other 
analyses such as scanning electron microscopy, mass spec-
trometry, IR and Raman spectroscopy and X-ray diffraction. 
A methane–ethane clathrate sample has been prepared 
using this apparatus over 26 h with a temperature range of 
254–290 K and a pressure range of 20–35 MPa. The sample 
was then measured at the HIPPO (high-pressure preferred 
orientation) beamline of Los Alamos Neutron Science Cen-
ter (LANSCE) at 200 K and ambient pressure. The obtained 
neutron diffraction data was analyzed using the Rietveld 
method (Figure 1), yielding lattice parameters, atomic 
position, atomic displacement parameters and methane/
ethane ratio. The gas concentrations (methane 82.93 wt%, 
ethane 17.07 wt%, normalized) were also measured by gas 
chromatography, which varied slightly from the initial gas 
of 80 wt% methane and 20 wt% ethane [4].

Figure 1. Fitted neutron diffraction pattern of a mixed methane–
ethane sI clathrate (82.93 wt% methane and 17.07 wt% ethane) 
with minor sII phase and D2O ice. Data are shown as red plus 
signs, and the green curve is the best fit to the data. Tick marks 
below the pattern show the positions of allowed reflections (blue, 
sI phase; red, ice; black, sII phase). P-T, pressure-temperature. 
(Inset) Neutron patterns of methane clathrate formed from ice 
and D2 in situ in the Al pressure cell. Note that formation of 
methane clathrate was not complete even after 10 h at 500 bars 
and 270 K, indicating sluggish formation kinetics compared with 
hydrogen clathrate.

Although pure hydrogen clathrate can only exist at low 
temperatures or/and high pressures, addition of certain 
molecules such as tetrahydrofuran (THF) can extend its sta-
bility to ambient conditions [5, 6], a key step toward prac-
tical applications. We have investigated the dynamics of 
hydrogen in the deuterated ternary clathrate formed from 
water, THF, and hydrogen, using inelastic neutron scatter-
ing [7]. The results show that the quantum rotor states are 
only perturbed to a small extent upon adsorption, while 

the translational quantum states are significantly modified 
by confinement in the clathrate cage. More specifically, 
the adsorbed hydrogen has three rotational excitations at 
about 14 meV in both energy gain and loss. These transi-
tions could be unequivocally assigned since there was 
residual orthohydrogen at low temperatures, resulting 
in an observable J = 1→0 transition at 5 K. A doublet in 
neutron energy loss at about 28.5 meV is interpreted as J 
= 1→2 transitions. In addition to the transitions between 
rotational states, there are a series of peaks that arise from 
transitions between center-of-mass translational quantum 
states of the confined hydrogen molecule. A band at ap-
proximately 9 meV can be unequivocally interpreted as a 
transition between translational states, while broad fea-
tures at 20, 25, 35, and 50-60 meV are also interpreted to 
as transitions between translational quantum states. 

Meta-organic frameworks

To develop other framework materials for hydrogen stor-
age, we have synthesized a number of metal-organic 
frameworks (MOFs) using various organic ligands and hy-
drothermal/solvothermal methods. High-quality crystals of 
these compounds were grown, and their structures were 
solved with single-crystal X-ray diffraction (XRD). One of 
the new MOFs we synthesized is a helical double-layered 
Co(II)-organic framework comprised of [CoII4(m3-OH)2] 
clusters linked by an asymmetric flexible ligand 3,4-PBC 
(Figure 2) [8]. This novel cobalt(II)-organic framework with 
the formula [Co2(OH)(3,4-PBC)3]n was prepared via reac-
tion of CoO with an unsymmetrical pyridylbenzoate ligand, 
3-pyrid-4-ylbenzoic acid (3,4-PBC). Specifically, CoO (18.7 
mg, 0.25 mmol) and 3-pyrid-4-ylbenzoic acid (99.6 mg, 
0.5 mmol) were put into H2O/dimethylformamide (4/4 
mL) in a 23 mL Parr Teflon-lined stainless steel vessel and 
were heated at 105 °C for 72 h. Single-crystal XRD reveals 
that this compound crystallizes in the monoclinic space 
group P21/c. Its structure and composition were further 
confirmed by powder XRD, elemental analysis, infrared (IR) 
spectroscopy, and thermogravimetry analysis (TGA). X-ray 
crystallographic analysis shows that, in the asymmetric 
unit of this MOF, there are two CoII atoms, three 3,4-PBC 
ligands, and one µ3-OH group (Figure 2). O7 is coordinated 
to three Co atoms and has a bond valence sum of 0.95 
based on the bond lengths of Co-O [1.9950(9), 2.0621(9), 
and 2.1824(9) Å]. This value suggests that O7 may combine 
with H, forming a hydroxyl group, which is consistent with 
the strong OH stretching found in the IR spectrum. In this 
structure, two different types of Co atoms can be distin-
guished, Co1 and Co2. Co1 is coordinated by three carbox-
ylate O atoms [O4, O(5a), and O1], one N atom from four 
3,4-PBC ligands, and two µ3-OH groups, forming a distorted 
CoO5N octahedron, while Co2 is ligated by three 3,4-PBC O 
atoms, one 3,4-PBC N atom, and one µ3-OH group to fur-
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nish a distorted CoO4N trigonal bipyramid. The bond angles 
between the cis ligands and the Co1 center range from 
82.99(4) to 97.77(4)°, whereas the bond angles between 
the cis ligands and the Co2 center range from 84.43(4) to 
127.43(3)°. The Co-O and Co-N distances are all within the 
normal range found in other reported experiments. In ad-
dition to its structural novelty, this phase exhibits a signifi-
cant overall antiferromagnetic behavior as revealed by our 
magnetic susceptibility measurements.

Figure 2. Coordination environments of the CoII ions in [Co2(OH)
(3,4-PBC)3]n.

Other MOFs we have newly designed include 1) two 
copper(II)-organic frameworks, synthesized using 3-pyrid-
4-ylbenzoic (3,4-PBC) and 3-pyrid-3-ylbenzoic (3,3-PBC) 
acid, which have a 2-fold helical square grid network and 
a double-stranded chain structure, respectively; 2) Two 
supramolecular isomers of cobalt-organic frameworks, 
assembled by a flexible pyridylbenzoate ligand (3,3-PBC), 
with different torsion angles between the pyridine and 
benzene rings in the ligand; 3) A series of microporous 
frameworks composed of rare earth metal ions and the 
benezentricarboxylate ligand; 4) A 3-dimensional frame-
work with large pores consisted of Eu3+ and the long-
bridging ligand, dipenyldicarboxyalte, where the Eu3+ ions 
are bridged by the carboxylate groups, forming [Eu(COO)2]

n chains. In particular, we successfully synthesized a porous 
rare-earth metal-organic framework, Y(BTC)(H2O)·4.3H2O 
(H3BTC = 1,3,5-benzenetricarboxylate), using the solvo-
thermal reaction. The dehydrated sample exhibits per-
manent porosity, selective gas adsorption, and good H2 
adsorption ability. We used powder neutron diffraction to 

demonstrate for the first time direct structural evidence 
that an optimal pore size (around 6 Å) strengthens the 
interactions between H2 molecules with pore walls, which 
thereby allows for enhancing hydrogen adsorption from 
the interaction between hydrogen molecules with the 
pore walls rather than with the open metal sites within the 
framework.

References

Mao, W. L., H. K. Mao, A. F. Goncharov, V. V. Struzhkin, 1. 
R. J. Hemley, M. Somayazulu, and Y. Zhao. Hydrogen 
clusters in clathrate hydrate. 2002. Science. 297: 2247.

Lokshin, K. A., Y. Zhao, D. He, W. L. Mao, H. K. Mao, R. 2. 
J. Hemley, M. V. Lobanov, and M. Greenblatt. Structure 
and dynamics of hydrogen molecules in the novel 
clathrate hydrate by high pressure neutron diffraction. 
2004. Physical Review Letters. 93: 125503.

Lokshin, K. A., and Y. Zhao. Fast synthesis method and 3. 
phase diagram of hydrogen clathrate hydrate. 2006. 
Applied Physics Letters. 88: 131909.

Zhao, Y., H. Xu, L. L. Daemen , K. Lokshin , K. T. Tait , W. 4. 
L. Mao, J. Luo, R. P. Currier , and D. D. Hickmott . High-
pressure/low-temperature neutron scattering of gas 
inclusion compounds: progress and prospects. 2007. 
Proceedings of the National Academy of Sciences. 104: 
5727.

Florusse, L. J., C. Peters, J. Schoonman, K. Hester, C. A. 5. 
Koh, S. F. Dec, K. N. Marsh, and E. D. Sloan. Stable low-
pressure hydrogen clusters stored in a binary clathrate 
hydrate. 2004. Science. 306: 469.

Lee, H., J. W. Lee, D. Y. Kim, J. Park, Y. T. Seo, H. Zeng, 6. 
I. L. Moudrakovski, C. I. Ratcliffe, and J. A. Ripmeester. 
Tuning clathrate hydrates for hydrogen storage. 2005. 
Nature. 434: 743.

Tait, K. T., F. Trouw , Y. Zhao , C. M. Brown, and R. T. 7. 
Downs . Inelastic neutron scattering study of hydrogen 
in d(8)-THF/D2O ice clathrate. 2007. Journal of 
Chemical Physics . 127: 134505.

Luo, J., Y. Zhao, H. Xu, T. L. Kinnibrugh, D. Yang, T. 8. 
V. Timofeeva, L. L. Daemen, J. Zhang, W. Bao, J. D. 
Thompson, and R. P. Currier. A novel helical double-
layered cobalt(II)-organic framework with tetranuclear 
[CO4(mu(3)-OH)(2)] clusters linked by an unsymmetri-
cal pyridylbenzoate ligand . 2007. Inorganic Chemistry. 
46: 9021.



1010 Los Alamos National Laboratory

Exploratory Research

Publications

Lokshin, K., and Y. Zhao. Fast synthesis method and phase 
diagram of hydrogen clathrate hydrate. 2006. Applied 
Physics Letters. 88 (13): 131909.

Luo, J., Y. Zhao, H. Xu, T. L. Kinnibrugh, D. Yang, T. V. Timofe-
eva, L. L. Daemen, J. Zhang, W. Bao, J. D. Thompson, and R. 
P. Currier. A novel helical double-layered cobalt(II)-organic 
framework with tetranuclear [CO4(mu(3)-OH)(2)] clusters 
linked by an unsymmetrical pyridylbenzoate ligand . 2007. 
Inorganic Chemistry. 46: 9021.

Tait, K. T., F. Trouw, Y. Zhao, C. M. Brown, and R. T. Downs.  
Inelastic neutron scattering study of hydrogen in d(8)-THF/
D2O ice clathrate. 2007. Journal of Chemical Physics. 127 
(13): 134505.

Zhao, Y., H. Xu, L. L. Daemen, K. Lokshin, K. T. Tait, W. L. 
Mao, J. Luo, R. P. Currier, and D. D. Hickmott. High-pres-
sure/low-temperature neutron scattering of gas inclusion 
compounds: Progress and prospects. 2007. Proceedings of 
the National Academy of Sciences. 104: 5727.



LDRD FY08 Annual Progress Report 1011

exploratory research

Information Science & Technology
full final reportAbstract

Driven by the need for ever-increasing storage density 
in today’s hard-disk industry, and the desire for ever-
increasing sensitivity in magnetic-resonance imaging, 
the number of magnetic moments (i.e., spins) involved 
in a measurement necessarily becomes smaller and 
smaller.  However, this trend clearly cannot continue 
indefinitely -- ultimately the limit of a single quantum-
mechanical spin will be reached.  At present, however, 
the direct measurement of the magnetization from a 
single spin is a tremendously daunting proposition, as 
conventional techniques (e.g., NMR) lack the required 
sensitivity by many orders of magnitude.  Nonetheless, 
from viewpoints of both fundamental precision mea-
surement as well as basic science, detection of a single 
quantum-mechanical spin represents a truly landmark 
achievement of modern measurement, and further, 
is directly germane to recent ideas and schemes for 
future implementation of quantum computation.  
This LDRD ER project embarked on a three-step route 
towards this goal, wherein we 1) Fabricated nanometer-
scale material systems (semiconductor nanocrystals) 
which readily permit inclusion of single magnetic 
atoms, and further, also allow for simple read-out 
of the atom’s spin via optical (rather than magnetic) 
means. 2) Detected these spins using established 
techniques at LANL for high-resolution single-molecule 
luminescence (PL) spectroscopy, and 3) Manipulated 
these spins using applied magnetic fields, and directly 
measured the influence on the band structure of the 
electrons and holes in the nanocrystal.

Background and Research Objectives

Detection of the magnetic field from small numbers 
of magnetic atoms or nuclei represents a significant 
measurement challenge. Present-day MRI scanners and 
commercial NMR instruments can only detect as few as 
~1012 polarized nuclear spins, and commercial electron 
spin resonance spectrometers can detect down to ~107 
µB (the Bohr magneton, µB, is the magnetic moment of 

Generation, Detection, and Manipulation of a Single Magnetic Spin
Scott A Crooker
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a single electron).  Cutting-edge detectors employing, 
e.g., cryogenic dc SQUID magnetometers can achieve 
sensitivities of ~103 µB.  The detection of a single spin 
with magnetic moment of order 1 µB remains, there-
fore, considerably beyond the sensitivity of these 
technologies.  In fact, only very recently has magnetic 
detection of a single spin been reported (in this case 
using specialized nano-mechanical cantilevers, millikel-
vin temperatures, and hours of data collection).

This ER program proposed to circumvent the extreme 
sensitivity that is required for direct detection of a 
single spin’s magnetic field, and exploit a well-known 
coupling in magnetically-doped semiconductors, 
wherein the spin orientation of magnetic atoms has a 
profound influence on the semiconductor’s radiative 
transitions.  In this way, we use optical means to detect 
the magnetic spin state of single magnetic atoms.  
Study of these “diluted magnetic semiconductors” 
(DMS) dates back to the 1970s (examples include Zn1-

xMnxSe or Cd1-xMnxTe). Typically, magnetic manganese 
atoms, which have a total spin S=5/2, are introduced 
with concentration x=0 to ~50%. Electrons (and holes) 
in the host semiconductor interact with the local spins 
of the embedded Mn atoms, through a strong spin-spin 
exchange interaction of the form JexSσ where S is the 
spin of the Mn atom, σ is the spin of the electron (and/
or hole), and Jex  is the interaction strength.  Of course, 
in bulk DMS materials, the mobile electrons and holes 
“see” the combined influence of many thousands of 
Mn atoms, so that interaction energy depends on the 
average projection of the Mn ensemble magnetization, 
<Sz> , along the axis defined by σ (chosen to be z). Natu-
rally, this projection averages to zero in the absence of 
an aligning magnetic field.  With a magnetic field, the 
net effect of the exchange interaction is to shift the 
bandgap of the semiconductor by huge amounts (up to 
~100 meV) as the Mn spins become aligned and <Sz>>0. 
Thus, photoluminescence (PL) emitted by the semicon-
ductor shifts by many nanometers in response to the 
average spin of the Mn ensemble.  Indeed, these PL 
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spectral shifts are often used in bulk DMS materials to 
measure of the average Mn spin orientation <Sz> .

It therefore follows that if electrons and holes in a semi-
conductor can be forced to interact strongly with one 
(and only one) Mn atom, then the spectra of the emitted 
luminescence will reveal the spin projection <Sz>  of that 
single Mn atom, even in zero magnetic field.  This scenario, 
however appealing, is not realistic for bulk DMS materials. 
Even if it were feasible to introduce a single Mn atom into 
a crystal of bulk semiconductor, it would be impossible to 
coerce the mobile electrons and holes to remain in the 
immediate vicinity of this Mn atom, and not wander off 
elsewhere in the crystal.

Nonetheless, the principle of the idea remains valid. We 
therefore proposed to realize this ideal scenario by forego-
ing the notion of bulk materials and exploiting established 
capabilities at LANL for fabrication of semiconductor 
nanocrystals, into which we will introduce single magnetic 
Mn atoms using proven chemistry methods.  The full, 
zero-dimensional quantum confinement of electrons and 
holes within a nanocrystal ensures a strong and enduring 
coupling between electrons (and holes) and the local 
embedded Mn spin. To detect the spin state of a single 
Mn spin, it is necessary that we selectively measure the 
PL from a single nanocrystal. This can be achieved using 
established techniques for single-nanocrystal micros-
copy (already in regular use in our laboratories).  Finally, 
manipulation and control of these single Mn atoms will 
be accomplished using a combination of magnetic fields, 
and techniques for spin manipulation in NMR and electron 
paramagnetic resonance (radio-frequency and microwave 
radiation).

Importance to LANL’s Science and Technology 
Base and National R & D Needs

Detection and manipulation of magnetization form the 
cornerstones of today’s vast hard-disk magnetic storage 
industry.  Similarly, detection and manipulation of atomic 
and nuclear magnetic moments are the basis of modern 
magnetic resonance technologies such as MRI, NMR, and 
electron spin resonance.  Driven by the desire and need 
for ever-increasing storage densities (for hard drives), and 
ever-increasing sensitivity and resolution (e.g., for MRI), 
the number of magnetic moments (i.e., spins) involved in 
a measurement necessarily becomes smaller and smaller.  
Obviously this trend cannot continue indefinitely -- ulti-
mately we will reach the limit of a single quantum-mechan-
ical spin.  At present, however, the direct measurement 
of the magnetization from a single spin is a tremendously 

difficult proposition, due to the extreme sensitivity required 
(conventional NMR methods lack the required sensitivity by 
almost 12 orders of magnitude!). Nonetheless, from view-
points of both fundamental measurement as well as basic 
science, detection of a single quantum-mechanical spin 
represents a truly landmark achievement of modern mea-
surement, and directly supports the recently announced 
LANL initiatives in Nanoscience, and in Materials Science.

Scientific Approach and Accomplishments
Direct observation of exciton fine structure in individual 
CdSe nanocrystal quantum dots

The first task in this ER program was to demonstrate that we 
could study individual semiconductor nanocrystal quantum 
dots.  This was accomplished using a home-built cryogenic 
microscope (which was later incorporated into a high-field 
magnet; see below).  The first experiment focused on 
nonmagnetic CdSe nanocrystals.  We reported polarization-
resolved, low-temperature, high-spectral-resolution studies 
of the photoluminescence from individual CdSe nanocrystal 
quantum dots (NQDs). The spectra reveal a ‘fine structure’ 
splitting of the bright exciton state in a subset of the studied 
NQDs. The two fine structure states are spectrally separated 
by an energy of up to 3 meV depending on NQD size and 
are characterized by linearly (and orthogonally) polarized 
emission dipoles. The average splitting scales approximately 
with inverse NQD volume, consistent with an anisotropic 
electron-hole exchange interaction which can result from 
a breakdown of cylindrical symmetry in some of the NQDs. 
This work [3] was published in Physical Review B.

Anomalous circular polarization and Zeeman effect in indi-
vidual CdSe nanocrystals

The next step was to perform single-nanocrystal spectros-
copy in a high magnetic field, to attempt to resolve the 
Zeeman (spin) splittings within individual nanocrystals. A 
Zeeman splitting between otherwise degenerate spin ei-
genstates under applied magnetic fields is a fundamental 
quantum mechanical effect that has been studied in many 
different quantum systems ranging from atoms and mol-
ecules to electron-hole excitations (excitons) in both bulk  
and nanostructured semiconductors. Recently, a significant 
research effort has focused on field-dependent spin phe-
nomena in semiconductor quantum dots (QDs), motivated 
by a desire to understand the fundamental spin structure 
of QD electronic states and by potential technological ap-
plications in solid-state spintronics and quantum informa-
tion processing.

In this part of the ER program, we study for the first time 
polarized PL from individual CdSe NQDs at low tempera-
tures and in magnetic fields to 5 T. The unusually strong 
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anisotropic exchange splitting ∆XY found in many NQDs 
dramatically modifies the magneto-PL polarization of the 
emitting “bright” exciton. We observe two distinctly differ-
ent and systematic behaviors: In all NQDs exhibiting small 
∆XY (<0.5 meV) we observe a traditional σ±-polarized Zee-
man doublet, from which we measure, for the first time, 
the exciton g-factor of single nanocrystals. In contrast, all 
NQDs exhibiting large ∆XY (>1 meV) show a highly anoma-
lous PL polarization wherein the lower-energy PL peak 
becomes circularly polarized with increasing B while the 
higher energy peak remains linearly polarized.  We show 
that strong mixing between the emitting and absorbing 
bright-exciton states, which results from anisotropic ex-
change interactions in these NQD, accounts for this effect.  
This work [2] is presently under review at Physical Review 
Letters.

Tunable magnetic exchange interactions in Mn-doped 
ZnSe/CdSe nanocrystals

In parallel with the above two experimental microscopy 
challenges, we also developed the techniques to grow 
semiconductor nanocrystals that are doped with single 
magnetic atoms. We then studied ensembles of these 
magnetically-doped nanocrystals in high magnetic fields, 
to study their influence on the band structure of the elec-
trons and holes in the nanocrystal itself. Magnetic doping 
of semiconductor nanostructures is actively pursued for 
applications in magnetic memory and spin-based electron-
ics. Central to these efforts is a drive to control the interac-
tion strength between carriers (electrons and holes) and 
the embedded magnetic atoms.  In this respect, colloidal 
nanocrystal heterostructures provide great flexibility via 
growth-controlled ‘engineering’ of electron and hole wave-
functions within individual nanocrystals.  In this last part of 
the ER program, we have demonstrated a widely tunable 
magnetic sp-d exchange interaction between electron-
hole excitations (excitons) and paramagnetic manganese 
ions using ‘inverted’ core-shell nanocrystals composed of 
Mn2+-doped ZnSe cores overcoated with undoped shells 
of narrower-gap CdSe.  Magnetic circular dichroism stud-
ies reveal giant Zeeman spin splittings of the band-edge 
exciton that, surprisingly, are tunable in both magnitude 
and sign. Effective exciton g-factors are controllably tuned 
from -200 to +30 solely by increasing the CdSe shell thick-
ness, demonstrating that strong quantum confinement and 
wavefunction engineering in heterostructured nanocrystal 
materials can be utilized to manipulate carrier-Mn2+ wave-
function overlap and the sp-d exchange parameters them-
selves.

Traditionally, embedding paramagnetic atoms into low-
dimensional semiconductor structures requires molecular-
beam epitaxy or chemical vapor deposition techniques.  
In parallel however, advances in colloidal chemistry have 
recently allowed magnetic doping of semiconductor nano-

crystals (NCs), providing an alternative and potentially 
lower-cost route towards magnetically active quantum 
dots. With a view towards enhancing carrier-paramagnetic 
atom spin interactions, colloidal NCs typically generate 
stronger spatial confinement of electronic wavefunctions 
compared to their epitaxial counterparts, which is thought 
to enhance sp-d exchange coupling even for a single mag-
netic dopant atom.

While magnetically-doped monocomponent NCs are well 
established, wavefunction engineering using magnetic 
multi-component colloidal heterostructures has not been 
extensively explored. One new class of NC heterostructure 
that holds promise for tuning sp-d exchange interactions 
are ‘inverted’ core-shell designs, wherein wide-gap semi-
conductor cores are overcoated with narrower-gap shells. 
With increasing shell thickness, the electron and hole en-
velope wavefunctions migrate towards the NC periphery 
(albeit at different rates), thus tuning their overlap with 
magnetic atoms embedded, for example, in the core alone. 
In this work, we investigate precisely this type of wave-
function engineering and exchange interaction control 
using ‘inverted’ ZnSe/CdSe core/shell NCs whose cores are 
doped with paramagnetic, spin-5/2 Mn2+ ions. Magnetic 
circular dichroism (MCD) spectroscopy at the NC absorp-
tion edge reveals a giant sp-d exchange interaction that 
inverts sign with increasing shell thickness, suggesting a 
confinement-induced sign inversion of the electron-Mn2+ 
exchange constant, \alpha, accompanied by significant 
reduction of the hole-Mn2+ overlap due to wavefunction 
engineering.  This paper [1], “Tunable magnetic exchange 
interactions in Mn-doped inverted core-shell ZnSe/CdSe 
nanocrystals,” was submitted to Nature Materials. The first 
round of referee reports were highly favorable; we have re-
plied and are awaiting further notification from the editors.
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